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Abstract There is an increasing amount of multimedia content available to end
users. Recommender systems help these end users by selecting a small but relevant
subset of items for each user based on her/his preferences. This paper investigates the
influence of affective metadata (metadata that describe the user’s emotions) on the per-
formance of a content-based recommender (CBR) system for images. The underlying
assumption is that affective parameters are more closely related to the user’s experience
than generic metadata (e.g. genre) and are thus more suitable for separating the relevant
items from the non-relevant. We propose a novel affective modeling approach based
on users’ emotive responses. We performed a user-interaction session and compared
the performance of the recommender system with affective versus generic metadata.
The results of the statistical analysis showed that the proposed affective parameters
yield a significant improvement in the performance of the recommender system.

Keywords Affective modeling · Content-based recommender system ·
Emotion induction · IAPS · Item profile · Machine learning · Metadata ·
User profile · Valence-arousal-dominance

1 Introduction

The growing amount of multimedia content is making it hard for end users to find rel-
evant content. The goal of recommender systems is to assist users by finding a small
subset of relevant multimedia items for each user. There are several implementations
of recommender systems, for example the TiVo system (Ali and Van Stam 2004)
or the Netflix system (Koren et al. 2009), and current research (see surveys by Burke
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2002; Adomavicius and Tuzhilin 2005; Pazzani and Billsus 2007). Generally, there
are two types of recommender systems: content-based recommender (CBR) sys-
tems and collaborative-filtering (CF) recommender systems. This paper deals with
CBR systems. In such systems the items are annotated with metadata (e.g. actors,
genre, subject matter, etc.) that are stored in a data structure called the item pro-
file. A CBR system makes an estimation of the relevancy of an observed item based
on the inclination of the user toward the item’s metadata values. The user prefer-
ences are stored in the user profile. A crucial point in the design of CBR systems
is the choice of fields (also referred to as features) in the item and user profiles.
The chosen metadata fields must carry enough information to allow the CBR sys-
tem to efficiently separate relevant items from non-relevant items for any observed
user. In this paper we propose the usage of metadata fields containing emotional
parameters in order to increase the precision rate of a CBR system. The underly-
ing assumption is that emotional parameters contain information that accounts for
more variance than generic metadata. We compare the performance of a CBR with
the proposed metadata and a generic metadata CBR. The reason for the inclusion of
emotive metadata fields lies in the assumption that end users differ in the target emo-
tive state they are seeking when choosing multimedia content to view. For example,
the famous paintings Scream by Edvard Munch and Poppies Blooming by Claude
Monet (see Fig. 1) elicit different emotive states in viewers (anxiety and calmness,
respectively, according to the authors of this paper). However both paintings have
their respective admirers, which reflects the assumption that some people like paint-
ings that cause anxiety and some people like paintings that induce calmness (there
are probably people that like both as well as people who do not like either of them).
Our hypothesis is that these individual differences can be exploited to yield better

(a) (b)

Fig. 1 Two famous paintings that elicit different emotive states in viewers: anxiety and calmness, respec-
tively, according to the authors of this paper (source: wikipedia.org)
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recommendations. To test this general hypothesis we built a CBR system for static
color images and performed an experiment with users. We then evaluated how the
inclusion of emotional parameters influences the performance of the recommender
system.

1.1 Related work

The work related to affective recommender systems covers one or more areas of the
affective recommender chain, which can be divided into four key steps: (i) emotion
detection, which is a prerequisite for any affective modeling, (ii) item modeling, which
deals with the description of items, (iii) user modeling, which models users’ prefer-
ences and (iv) the recommender system, which uses the item and user models to
compile personalised sets of relevant items for each user. Each of these steps can be
tackled in a number of different ways, which are summarized in Table 1.

The majority of early recommender systems, especially movie recommenders, used
metadata fields provided by content producers via databases like imdb.com for the
description of items and users (see the work carried out by Basu et al. 1998; Pogačnik
et al. 2005 and surveys by Adomavicius and Tuzhilin 2005; Burke 2002). Typical
examples of such content producers’ metadata are genre, actors, subject matter, etc.
We will refer to this kind of metadata as generic metadata (GM).

However, in recent years the research work on recommender systems has started to
follow the affective computing (Picard 2000) and social signal processing (Vinciarelli
et al. 2009) paradigms. The work by González et al. (2004), Nunes et al. (2008),
Arapakis et al. (2009), Joho et al. (2009), Shan et al. (2009) are examples of such sys-
tems. Affective computing is a broad area that deals with the detection and interpreta-
tion of human emotions and the generation of machine emotions in human–computer
interaction. Social signal processing is a novel area that is more focused on the
ability of computer systems to recognize human social signals. Various methods
for the unobtrusive acquisition of human feedback, developed following these para-
digms, are now making it possible to build applications and services that are based on
affective and social information.

These paradigms caused a shift from GM to more human-oriented factors for the
description of items and users. We will refer to metadata that are related to the users’
personality and emotive responses as affective metadata (AM).

González et al. (2004) carried out one of the first investigations of affective model-
ing in recommender systems. They built the smart user model, a data structure based
on users’ emotional intelligence. However, they did not provide sufficient information
to assess the success rate of their approach or to reproduce the experiment.

Nunes et al. (2008) modeled the users of a recommender system with two metadata
sets: (i) identity, which was a set of self-reported personality metadata and (ii) reputa-
tion, which was calculated from other users’ opinions of the observed user. They used
this approach to find the nearest neighbors in a collaborative recommender system.
They claimed to have achieved an accuracy of between 80 and 100% on a dataset
where the users voted for one of three possible presidential candidates.
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Arapakis et al. (2009) developed a system that performs a binary classification (rel-
evant/non relevant) of the consumed video items based on the video stream of the face
of the user. Their approach employs a support vector machines (SVM) classifier that
uses implicit feedback in the form of emotions detected through a camera and click-
through data. Their results showed that the inclusion of affective feedback improves
the performance of a recommender system. Similar work has been carried out by Joho
et al. (2009); they developed a system that extracts affective labels of video clips from
the facial expressions of viewers.

Shan et al. (2009) built a query ranking system for movies that extracts low-level
features from the movie’s audio track to detect the induced emotive state of the movie
segment. The search query is composed of a list of desired emotive states and the system
builds a list of ranked items. Their system does not model individual users according
to their affective preferences, so no personalized recommendations are made.

The usage of AM for affective modeling, as described by Carberry and de Rosis
(2008), is not limited to recommender or information retrieval systems. There are sev-
eral sub-areas of affective computing that deal with the detection of emotions (Ioannou
et al. 2005; D’Mello et al. 2008; McQuiggan et al. 2008; Yannakakis et al. 2008; Zeng
et al. 2009; Caridakis et al. 2010) and affective modeling for adapting the user inter-
faces to the emotive state of the users (Porayska-Pomsta et al. 2008; Batliner et al.
2008; Conati and Maclaren 2009).

A direct comparison of the related work is not possible because this related work
covers different aspects of the whole affective recommender chain. Furthermore, there
are no publicly available datasets with affective metadata that could be used for a direct
comparison of affective recommender systems. However, we provide a soft compar-
ison in Table 1, where selected related work is compared based on the approaches
taken in covering various parts of the affective recommender chain.

1.2 Problem formulation

Existing CBR systems based on GM do provide good results; however, they can be
improved. The above-mentioned recommender systems that use AM do provide good
results as well, but they cannot provide a direct comparison of both kinds of metadata
on the same CBR system and dataset. Such a comparative study is needed in order
to prove the hypothesis that AM carry more of the information needed to distinguish
the relevant items from the non-relevant items than GM. Furthermore, there are sev-
eral issues to explore regarding the usage of AM in CBR systems, like the influence
of specific metadata fields and different algorithms on the performance of the CBR
system.

The question that has not been answered so far is whether the inclusion of AM
improves the performance of a CBR recommender system based on GM. We believe
that it does, which leads us to formulate our hypothesis as follows.

H: A CBR system for images based on AM performs better than the same CBR
system with GM.

The reasoning behind the hypothesis is that AM contain more information needed
for the separation of relevant items from non-relevant items than GM, as illustrated
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Fig. 2 Distribution of relevant (white circles) and non-relevant (black circles) image items for a single
user in (a) a GM feature space (g and ¯tw as defined in Sec. 2.1.1) and (b) an AM features space (v̄ and
ā as defined in Sec. 2.1.3). In ML terminology, AM carry more information for discriminating relevant
items from non-relevant than GM because the AM feature space has a better ratio of between-class and
within-class variance than the GM feature space

in Fig. 2. The calculation of item relevancy in CBR systems is done with machine
learning (ML) algorithms, which require features with a high ratio of between-class
and within-class variance in order to efficiently discriminate the classes (Hastie et al.
2001).

In order to validate the hypothesis we performed separate offline CBR experiments
using AM and GM. We chose a subset of images from the IAPS database (Lang et al.
2005) as items for the users’ consumption. We acquired the users’ ratings in a data-
set-acquisition session with real users. We designed a novel set of AM that consists
of the first two statistical moments of the induced emotive responses in viewers in
the valence-arousal-dominance (VAD) emotive space. We annotated all the images
used with AM. We further annotated the images with a set of GM composed of the
genre and the watching time. We performed an offline CBR experiment that yielded
predictions of the binary ratings for all the items and all the users. The experiment
was repeated for AM, GM and different ML techniques used in the CBR recommen-
dation procedure. We compared the predicted binary ratings with the ground truth
data acquired in the dataset-acquisition phase. We performed statistical tests on the
confusion matrices given by the comparisons in order to see whether the differences
in the means of the performances of the CBR were significant.

1.3 Organisation of the paper

The remainder of the paper is organized as follows. In Sect. 2 we describe our approach
to modeling items and users with AM. We give a brief overview of how CBR works and
describe the GM used in our comparative study. Then we provide a taxonomy of the
emotive notations from which we derive the proposed affective modeling approach
for items and users. In Sect. 3 we describe the experimental procedure employed;
we provide arguments for the choice of the experimental approach and we describe
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the dataset acquired and argue the quality of the sample of users. Details about the
evaluation methodology used are also given. In Sect. 4 we provide the results of
the experiments according to the evaluation methodology. In Sect. 5 we discuss the
results, identify the pending issues and provide the guidelines for future work. Section 6
provides the conclusions based on the work carried out.

2 Affective modeling of items and users

A generic CBR scenario is composed of a database of multimedia items (images in
our case) and a set of users. We denoted the users that use the recommender sys-
tem as U and the items available in the recommender system as H . For each user
u ∈ U the system is designed to separate the relevant items HR ⊂ H from the
non-relevant items HNR ⊂ H , where HR ∪ HNR = H . Figure 3 shows a simpli-
fied example of how this is done in CBR systems. Each item h is described with the
item profile md(h), which is a set of metadata key-value pairs. The example item
profiles from Fig. 3 have, besides the id (which is not a metadata field), the title and
genre metadata fields: md(h1) = {Girl, Erotic}, md(h2) = {Basketball, Sport} and
md(h3) = {Kitchen, Still life}.

The description of the user preferences is stored in the user profile up(u) which is a
data structure based on the user’s past behavior (referred to also as the usage history).

Fig. 3 Matching of the item profiles with the user profiles in CBR systems. In a generic CBR approach
values in the item profile and related values in the user profile are matched with a similarity function.
An aggregation algorithm classifies each item into one of the two classes: relevant or irrelevant for the
observed user. In this example the items with ids 1 and 2 are classified as relevant, while item 3 is classified
as non-relevant for the user with id 1
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The user profile can have different forms (the form of the user profiles proposed in
this paper depends on the ML algorithm used, as we will show in Sect. 2.2), but it
generally reflects the metadata used in the item profile. The example in Fig. 3 shows
the user profile as a list of affinities (scalar values between 0 and 100) of the observed
user towards specific genre values that are to be found in the item profiles.

The recommender algorithm matches all the item profiles with the observed user
profile. The output of the algorithm is a binary classification of all the items, as either
relevant or non-relevant for the observed user. We denote these two classes as C1
and C0, respectively, and they form the set of possible binary ratings � = {C0, C1}.
The calculated classes are estimations of the binary ratings that the observed user u

would give to any item h if she/he were to view them. We denote these estimations
as ê(u, h) ∈ �. The example profiles md(h1) and md(h2) in Fig. 3 yield high ratings
ê(u1, h1) = C1 and ê(u1, h2) = C1, while the profile md(h3) yields a low estimated
rating ê(u1, h3) = C0.

In order to get to know the user preferences the CBR system needs to collect feed-
back information. The most common form of feedback collection is explicit feedback,
where users explicitly express their opinions about items in the form of a rating. Rat-
ings in recommender systems can be binary ratings (like it/don’t like it) or Likert
ratings (e.g. on a scale from 1 to 5, which are usually thresholded to binary ratings
later on) (Adomavicius and Tuzhilin 2005). We denote the explicit binary rating given
by user u to the item h with e(u, h) ∈ �. When validating the performance of the
recommender system the explicit ratings e(u, h) represent the ground truth.

2.1 Item profile

In the example shown in Fig. 3 we used a simple item profile for illustration purposes.
In this section we first describe the GM used for the comparative study. Then we
discuss the models for describing emotions and we argue for the choice of model for
our needs. Finally, we describe the proposed emotive parameters used as AM in the
proposed modeling scheme for the items.

2.1.1 Generic metadata

The GM set used in our comparative study is composed of the genre g and the aver-
age watching time ¯tw of the item h. Both attributes are widely used in recommender
systems (Adomavicius and Tuzhilin 2005; Pogačnik et al. 2005; Kim et al. 2005) and
thus suitable for our comparison. The genre was set manually and was chosen from
a set of ten available genres. The average watching time was calculated by averaging
the watching times of all the users who have watched the item Uh. We denote the GM
set as the double

A = (g, ¯tw) (1)

where g stands for the genre of the item and ¯tw is the average watching time for that
item.
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2.1.2 A brief taxonomy of emotions

In order to make a sound choice of the AM we compared various models for describing
emotions. The definition and description of emotions is a problem that has been known
for a long time (Scherer 2005; Cowie et al. 2001). There are two main approaches for
describing the emotive state of a user: (i) the universal emotions model and the (ii)
dimensional model.

The universal emotions model is the consolidation of the work started by Darwin
(1872) and is based on the observable features of the face. It describes each emo-
tive state as a distinct state or a combination of distinct universal emotions. There
is no unanimity as to which are the universal emotions. Cowie et al. (2001) use the
Plutchik’s (Plutchik 2001) wheel of eight emotions (joy, acceptance, fear, surprise,
sadness, disgust, anger and anticipation) while Ekman (1999) defined a list of seven
universal emotions, which have different observable facial features (neutral, anger,
disgust, fear, happiness, sadness and surprise) and 11 additional universal emotions
that do not exhibit facial-muscle changes. Several other sets of universal emotions
have been defined or used (Scherer 2005; Schröeder et al. 2010; Shan et al. 2009).
The wheel model proposed by Plutchik (2001) consists of four pairs of opposite basic
emotions. He suggests that emotions are managed by a brain circuitry similar to the
one that drives color perception.

On the other hand, the dimensional model, which was introduced by Mehrabian
(1996) as the pleasure-arousal-dominance (PAD) space, describes each emotive state
as a point in a three-dimensional space. The pleasure dimension has been referred to
as valence by many authors (Posner et al. 2005; Villon and Lisetti 2006; Bradley and
Lang 2007). Some authors, like Ioannou et al. (2005), refer to the arousal dimension
as activation. In this paper we will refer to the dimensional model as the valence-
arousal-dominance (VAD) space because our work relies on the dataset provided by
Lang et al. (2005), which uses that terminology. The dimensions of the space are
valence v (accounts for the pleasantness of the emotion), arousal a (accounts for the
strength of the emotion) and dominance d (describes whether we are in control of our
emotions or not). Posner et al. (2005) connected both models by introducing the cir-
cumplex model, which maps the universal emotions to the VA plane of the VAD space
(see Fig. 4). In order to standardize the notation of emotions for use in computers, the
W3C consortium is formalizing a markup language called EmotionML (Schröeder
et al. 2010).

According to Scherer (2005) one of the divisions of emotions when describing
emotive responses to stimuli is aesthetic or utilitarian and intrinsic emotions. Aes-
thetic emotions are produced by the appreciation of intrinsic emotions contained in the
observed item. In the presented work we are modeling the emotions of end users while
they are viewing digital items. The AM thus refer to the emotions that are induced
in end users when they view digital items. It is important to note that we model the
aesthetic emotions of viewers (e.g. the picture made me happy) and not the content’s
intrinsic emotions contained in the pictures’ characters (e.g. the picture shows a happy
person).
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Fig. 4 The circumplex model of affect, which maps the universal emotions in the valence-arousal plane.
The universal emotions depicted as distinct classes are in fact bell-shaped curves. Adapted from Pantic and
Vinciarelli (2009)

2.1.3 The proposed affective metadata

Among the described models we chose to use the VAD model for the description of
the emotive responses of users because it has a finer resolution than the coarse classes
(labels) of the universal emotions model. The emotive quantum in our scenario is a
single emotive state that has been induced in the user u by the image h. We denote
this emotive response as er(u, h). The emotive response is a triple of the scalar val-
ues valence, arousal and dominance er(u, h) = (v, a, d). We denote the set of users
who have viewed item h with Uh. The emotive responses of the users Uh form the
set ERh = {er(u, h) : u ∈ Uh}. We propose to use AM that include the emotive
responses of many users. We thus use the first two statistical moments of the known
emotive responses ERh to an item. This yields the proposed set of AM in the form of
the six tuple

V = (v̄, σv, ā, σa, d̄, σd) (2)

The underlying assumptions needed for the calculation of the statistical moments
are (i) that each item h has been viewed by several users and (ii) that their emotive
responses have been recorded, either directly through a questionnaire (like the Self
Assessment Manikin developed by Lang et al. 2005) or in an unobtrusive manner, like
the ones overviewed by Zeng et al. (2009).
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Table 2 Example of a
combined item profile with
generic metadata A (genre
g and average watching time ¯tw)
and affective metadata V (first
two statistical moments of the
induced emotion values v, a

and d)

Metadata field Value

Image id 1234

Generic metadata (GM) g Action

¯tw 3198

Affective metadata (AM) v̄ 3.12

σv 1.13

ā 4.76

σa 0.34

d̄ 6.28

σd 1.31

Both metadata sets can be combined into a larger one, denoted with A×V . Table 2
shows an example of an item profile composed of both metadata sets.

2.2 CBR and user profiles

In contrast to the most used user modeling approach, as employed by Pogačnik et al.
(2005) (we used a simplified version of it for illustration purposes in Fig. 3) or sur-
veyed by Adomavicius and Tuzhilin (2005), we propose to model the users’ prefer-
ences toward emotive states with a user profile—a data structure that is the result of
training the ML algorithm based on past ratings (e.g. Fig. 5 shows the data struc-
ture of a trained decision tree ML algorithm). In supervised learning a ML algorithm
takes as its input a training set of data that consists of several records containing vec-
tors of feature values with their respective class values. The ML algorithm learns
the relations between the features and the classes and stores these relations in a
classifier-dependent data structure that represents the learned knowledge. The algo-
rithm then uses the classifier data structure to classify the new feature vectors into
classes.

We use ML techniques with supervised learning to build the user model. The ML
algorithm takes the past binary ratings e(u, h) of an observed user u as the training
set to learn the patterns of the user’s preferences. The parameters of the ML algorithm
corresponding to a specific user are the user model. Such a user model is not neces-
sarily human readable. If a tree classifier is used, like in Fig. 3, the profile is human
readable. If some other classifier is used, like the SVM, then the user profile is an
unreadable set of support vector parameter values. After the training phase the ML
algorithm takes the user model and applies it to non-rated items to classify them into
binary rating estimates ê(u, h) for the observed user.

We assume that any observed user u has been using the CBR system for some
time so a sufficient quantity of explicit ratings e(u, h) are available for inferring the
preferences of the user. By making this assumption we avoid any discussion of the
new user problem, which is beyond the scope of this paper and has been dealt with
elsewhere (Rashid et al. 2002; McNee et al. 2003; Adomavicius and Tuzhilin 2005;
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Fig. 5 Example of a user profile when the C4.5 tree classifier is used for inferring the user’s preferences.
The user preferences are learned by the ML algorithm and stored in a data structure called the user profile.
Depending on the machine learning technique used the structure of the user profile can take various forms

Table 3 The usage history of an observed user contains the GM (g and average watching time w̄t ) and
AM (first two statistical moments of the induced emotion v, a and d) of an item along with the explicit
ratings e (C1 represents a relevant item, C0 an irrelevant) for the viewed images. The empty spaces in the
last column indicate that the observed user has not viewed and rated the item

Image id g ¯tw v̄ σv ā σa d̄ σd e

10 Action 2435 6.2 1.8 6.2 2.6 5.7 1.8 C1
11 People 3487 6.2 0.5 3.7 0.8 3.1 2.0 C0
12 Still 1667 6.4 1.1 6.5 0.7 5.1 1.6
13 Violence 4871 4.1 1.6 4.9 0.5 5.3 0.8 C1
14 Still 3500 7.9 0.8 7.7 0.9 4.8 0.1

Berger et al. 2007). Based on the user’s past ratings the ML algorithm learns the user
model and is able to calculate estimates of the unrated items ê(u, h).

When learning the user model of the observed user u the ML algorithm takes as the
training set the items’ metadata values and the user’s ratings e(u, h). Table 3 shows an
excerpt from the usage history dataset we used in our experiment (see Sect. 3), where
items with ids 10, 11 and 13 form the training set of the ML algorithm because they
contain the explicit ratings e. In the experimental part of this paper we evaluated four
ML techniques: AdaBoost, C4.5, NaiveBayes and SVM (Witten and Frank 2005). The
structure of the user model thus depends on the ML technique used. Figure 5 shows an
example of a user model when the tree classifier C4.5 is used for inferring the user’s
preferences. Based on the user model the ML algorithm classifies the remaining items
(those that have not been rated by the observed user) into relevancy classes, which
we denote with the mapping δ : H → �. It generates the rating estimations ê(u, h).
Based on these, the items are arranged into the sets of recommended items HR and
non-recommended items HNR
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HR = {h : ê(u, h) = C1} (3)

HNR = {h : ê(u, h) = C0} (4)

3 Materials and methods

3.1 Experimental overview

The hypothesis under question is whether the proposed AM bring a significant perfor-
mance improvement over the GM in an image CBR system. We also evaluated four
different ML algorithms for the calculation of predicted ratings ê(u, h). Furthermore,
we evaluated the suitability of each of the proposed AM parameters as a metadata field
for CBR systems.

First, we acquired the dataset, then we performed an offline simulation of the CBR
and finally we tested the hypothesis. Figure 6 shows our experimental setup. Each
user u was shown a set of image stimuli {h} that induced a set of emotive responses

Fig. 6 Experimental setup. A sequence of images from the IAPS database is shown to the subject, which
provides an explicit rating for each image according to the user task. An ML algorithm builds the user profile
based on the explicit ratings and metadata contained in the item profile (generic and affective metadata). The
user profile is used to calculate the rating predictions for non-rated images. Non-rated images are generated
through a folding scheme and compared with ground truth data to yield the performance of the CBR in the
form of confusion matrices for each user separately
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{er(u, h)}. She/he gave explicit ratings {e(u, h)} that represented the ground truth
for the evaluation of the CBR. Based on the explicit ratings {e} and item profiles
{md(h)} a ML algorithm built the user profile up(u). The validation of the CBR for
each individual user was made by calculating the predicted ratings {ê(u, h)} with the
ML algorithm. These ratings were compared with the ground truth ratings {e(u, h)}
and yielded the confusion matrices. We performed a statistical test to determine
whether the confusion matrices yielded by the sets of metadata under observation
(GM and AM) were significantly different. Furthermore, we calculated the scalar
measures—precision, recall and F-measure to explain whether the significant dif-
ferences achieved meant an improvement or not. Details are given in the following
subsections.

3.2 Choice of the experimental technique

Our experimental design builds on the emotion induction technique (also referred
to as emotion elicitation). The emotion induction technique is a well-known scien-
tific approach in psychology, neuroscience and psychiatry (Lang et al. 2005; Bradley
and Lang 2007; Coan and Allen 2007). According to Bradley and Lang (2007) it
is being used to study disturbances in emotional development, to assess the physi-
ological impact of stress, to determine the level of emotional impairment in brain-
damaged patients and to construct more efficient treatments for fear, anxiety and
depression. It has also been used in affective computing, especially in the develop-
ment of emotion detection techniques (see Scheirer et al. 2002; Rottenberg et al.
2007; Lichtenstein et al. 2008; Zeng et al. 2009). These are implemented as classi-
fication problems where we need to have ground truth data for training and evalu-
ating the system. As already stressed by Scheirer et al. (2002), the ground truth in
an emotive human–computer interaction is a non-trivial problem. In emotion induc-
tion experiments the emotion has been induced but not confirmed. For example,
the visual stimulus of a snake may cause fear in some people but not in others.
The presence of noise in ground truth data implies uncertainty due to the uncon-
trolled nature of the experiment. The alternative would be to ask the user each
time about her/his emotive state. This would bring more control but would cause
a shift of focus that would diminish the credibility of the results. If we want to
keep the focus of the users on the chosen user goal, we need to use a set of stan-
dardized emotional stimuli whose quality has also been validated in terms of cross-
user and cross-cultural studies. We chose a subset of the IAPS database (Lang et al.
2005) as the content items and emotional stimuli. Because the IAPS dataset con-
tains images annotated with their respective induced emotions on viewers we did
not have to break our users’ flow with questionnaires on their emotive response
after viewing each image. And because the IAPS dataset has been validated in
cross-cultural studies (Irun and Moltó Brotons 1997; Ribeiro et al. 2005; Verschuere
et al. 2007) the uncertainty in the induced emotions for our users was low. Thus
the choice of the IAPS dataset allowed us to (i) keep the focus of the experiment
intact and (ii) keep the uncertainty caused by the uncontrolled emotion induction
low.
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3.3 Dataset acquisition: the emotion induction experiment

In the dataset-acquisition phase we induced emotive responses in end users through
visual stimuli and acquired their explicit feedback regarding their preferences toward
the presented visual stimuli.

3.3.1 Users

We had NU = 52 users taking part in our experiment. They all gave their written
consent to participate in the study. All the users were students of the 4th grade in a
secondary school and they were all aged between 17 and 20 with an average age of
18.3 years and a standard deviation of 0.56. The sample consisted of 15 males and 37
females.

The quality of the users sample was assessed in terms of their individual differences
in the cognitive task of giving ratings to items that induce different emotions. Because
we model the individual user’s preferences with emotive parameters we would like
our sample to represent all the users in terms of their heterogeneity of attitude toward
emotions. According to Westen (1999) and Yik et al. (2002) personality accounts
for the individual differences of emotions in motivation and decision making. We
thus chose personality as the criterion of the sample’s heterogeneity. We used the IPIP
questionnaire for assessing the users’ personality through the five-factor model (FFM)
(Goldberg et al. 2006). The FFM is composed of five scalar components (openness,
conscientiousness, extraversion, agreeableness, and neuroticism) forming a five tuple
for each user. It is difficult to compare the distribution of the five factors from our
sample and other users due to the non-existing norms for the IPIP five factors. The
authors of the IPIP instrument argue that such norms are misleading and therefore
they do not provide these norms (Goldberg et al. 2006). From a visual inspection of
the distributions of users in Fig. 7, which shows the scatter plots of pairs of the five
factors along with the distribution histograms for each personality factor (the diagonal
elements in Fig. 7), we conclude that the users from our experiment cover a sufficiently
wide range of personalities.

3.3.2 Content items

The IAPS set of images that we chose as the source for our content items represents a set
of stimuli which was compiled in a controlled experiment (Lang et al. 2005). Several
cross-cultural studies have been carried out that showed consistency and thus con-
firmed its suitability for eliciting specific emotive responses (Irun and Moltó Brotons
1997; Ribeiro et al. 2005; Verschuere et al. 2007). Because of the results of the rep-
licated cross studies mentioned above we were confident that the uncertainty of the
induced emotive responses was kept as low as possible.

We had additional reasons for using images from the IAPS dataset. The first reason
was that the IAPS dataset is made up of generic content and it was thus easy to define
the task for the users involved in our experiment. The second reason was that we
could simplify the modeling of the emotive response to a single emotive state. If we
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Fig. 7 Scatter plots of pairs of the five factor model personality factors of the users sample. The histograms
on the diagonal show the distribution of each personality factor. The distribution of the personalities of the
users that participated in the data acquisition shows the heterogeneity of the users sample

had used audio or video sequences the emotive response would be a more complex
time-dependent data structure.

We chose a subset of 70 generic color images from the IAPS database. The number
of images used in the experiment was a compromise between having as many items as
possible and having a limited time for each user. The images were chosen randomly
with the constraint that they cover the whole value-arousal plane equally. We divided
the valence-arousal plane into three by three equal quadrants and chose the images
in such a way that each quadrant had seven or eight images. The size of the images
was 1,024 per 768 pixels and they were annotated with AM and GM. The AM values
were provided by the IAPS dataset. Each image was annotated with the first two sta-
tistical moments of the induced emotion in users in the VAD space. The acquisition
of induced emotions was carried out by Lang et al. (2005) with the Self Assessment
Manikin (SAM) questionnaire. For the images used in our experiment the statistical
moments were calculated for each image based on samples of 10–14 users. As already
stated at the beginning of this section, cross-cultural studies validated the statistical
moments of the VAD values in the IAPS dataset.

The genres in the GM were annotated manually. We annotated each item with a
single genre value g out of a pool of ten possible genres. The choice of the genres
was made independently by three persons from our group. Each person annotated
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all the images with custom tags representing genres. In order to narrow the number
of distinct genres we used hypernyms to map the tags into semantically higher-level
genre classes. For example, if one annotator tagged the image with tiger and another
with cat both were mapped into the hypernym animal. For each item we applied a
majority vote to obtain a single genre per item. In cases where there were three dis-
sonant votes (genres) we randomly chose one. This procedure yielded ten distinct
genres for the items in our dataset: action, animal, erotic, people, plant, portrait, still,
violence, weapon and weather. For the given ten genres, three annotators and 70 items
the Fleiss’ kappa inter rater agreement measure (Fleiss 1971) was κ = 0.69, which
meant substantial agreement among the annotators.

In a dataset of 70 images the number of distinct genres available can play a crucial
role in the classification of items in binary classes. If we had too few distinct genres
available (two or three) the genre feature could not carry enough information on the
whole variance, which would make it a useless feature even at the experiment-design
stage. This would be an unfair comparison where the affective features would be in
advantage. On the other hand, if the number of genres was close to the number of all
items the genre feature would account for an unrealistically large amount of variance,
since in real systems the number of genres is much smaller than the number of items.
We further annotated automatically each item with the average watching time ¯tw (as
part of the GM) calculated from the acquired dataset.

3.3.3 Users’ task

The participants were asked to select images for their computer’s desktop. They were
instructed to rate the images on a Likert scale from 1 to 5 (see Table 4). They were
informed that images with ratings of 4 and 5 would be chosen for the computer
wallpaper. They consumed the content items that induced an emotive response and
gave explicit ratings to the images. According to the taxonomy of users’ tasks given
by Herlocker et al. (2004) the task in our experiment falls into the category of find
all good items. The acquisition procedure was performed using a Matlab-based GUI
application, which is depicted in Fig. 8. The participants were shown the first image
from the image subset and watched it as long as they pleased. After giving an explicit
rating to the image by clicking on the appropriate button the next image from the
sequence appeared on the GUI. The presentation sequence was the same for all users.
The explicit rating e(u, h), which was first given on a Likert scale from 1 to 5, was
later thresholded to a binary rating by assigning e(u, h) = C0 to Likert ratings lower
than 4 and e(u, h) = C1 to the Likert ratings higher than or equal to 4. This procedure

Table 4 Likert scale for explicit
ratings: during the dataset
acquisition procedure the
subjects gave explicit ratings to
each image

Rating Description

5 I like it very much

4 I somewhat like it

3 I neither like it nor dislike it

2 I somewhat dislike it

1 I dislike it very much
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Fig. 8 Snapshot of the graphical user interface: the application for gathering users’ responses in the
induced-emotion experiment

continued until all 70 images were shown and rated. The GUI application recorded the
watching times and explicit ratings given to each image and provided a usage history
file for each user. The order of the item presentation during the data-acquisition stage
was randomly chosen before the dataset acquisition and was equal for all the users.

3.3.4 Properties of the dataset

After the dataset-acquisition procedure we compiled the dataset of the usage history
of the participants (see Tkalčič et al. 2010 for more information on the dataset). An
overview of the dataset statistics is given in Table 5. The dataset contains data on
item ratings by the users involved in the experiment. Each item is annotated with the
metadata sets A and V . The acquired dataset has full density as all the users have
rated all the items. In total we had 52 users rating all 70 images, which yields a
total of 3,640 ratings. Among these there were 1,460 items rated as relevant by the
users and 2,180 items rated as non-relevant. If we used a random binary classifier for
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Table 5 Overview of the dataset statistics: the number of ratings given by the users are reported in the
rightmost two columns for relevant and non-relevant

Number of ratings given by users

Non-relevant Relevant
e(u, h) ≤ 3 e(u, h) > 3

Total 2180 1460

Number of users Gender
15 Males 681 369

37 Females 1499 1091

Number of items g (item genre)
12 Action 260 364

7 Animal 222 142

8 Erotic 242 174

5 People 150 110

4 Plant 105 103

6 Portrait 191 121

11 Still 317 255

9 Violence 386 82

6 Weapon 264 48

2 Weather 43 61

Mean = 2859 ms ¯tw (watching time)
Less than mean 1333 984

More than or equal to mean 847 476

Mean = 5.41 v̄

Less than mean 1280 384

More than or equal to mean 900 1076

Mean = 1.64 σv

Less than mean 1129 743

More than or equal to mean 1051 717

Mean = 5.12 ā

Less than mean 908 600

More than or equal to mean 1272 860

Mean = 2.16 σa

Less than mean 1016 648

More than or equal to mean 1164 812

Mean = 4.42 d̄

Less than mean 917 435

More than or equal to mean 1263 1025

Mean = 1.79 σd

Less than mean 507 325

More than or equal to mean 1673 1135

The information about the distribution of the given ratings is shown per user gender and per metadata attri-
butes (g, ¯tw, v̄, σv, ā, σa, d̄ and σd ). For each attribute we give the number of occurrences of each rating
for two intervals: less than the attribute mean value and more than or equal to the attribute mean value
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estimating the ratings ê(u, h) we would obtain an overall scalar measure of approxi-
mately P ≈ 0.5×1460

0.5×3640 = 0.40, which represents the worst-case performance.

3.4 The CBR procedure

We performed an offline CBR experiment for the validation of the different metadata
sets employed. We also evaluated the metadata sets with four different ML classifiers.

We evaluated three decision maps: (i) δA : H → � where the item profile was
composed of the standard metadata set A, (ii) δV : H → � where the item profile
was composed of the affective metadata set V and (iii) δAV : H → � where the item
profile was composed of both metadata sets A × V .

We denoted the evaluated ML algorithms with �. The set of evaluated classifiers
was � = {AdaBoost, C4.5, NaiveBayes, SVM}. We chose the classifiers based on the
following criteria: (i) related work (Adomavicius and Tuzhilin 2005; Pogačnik et al.
2005; Lew et al. 2006), (ii) to cover different families of ML algorithms and (iii) based
on the visual inspection of the dataset. We performed the visual inspection of the data
on plots like the one shown in Fig. 2 (right plot), which reveals that the points of
different classes are mixed at the class borders. We did not expect good results from a
nearest-neighbors classifier because the mixed border would yield lots of misclassifi-
cations. We included the Bayes classifier because in practice it gives good performance
for a wide range of applications. The SVM was a natural choice because we could
easily build the borders between the classes with a sequence of straight lines. Finally,
boosting algorithms are known to perform well in a wide range of applications, so
we included the AdaBoost. We performed a preliminary test of several classifiers and
rejected the ones that did not perform well.

We used Matlab as the scripting language for the experiment and for the visualisa-
tion of the results. We used the weka package for folding the data and evaluating the
ML algorithms.

The experiment consisted of splitting the dataset into the training and test sets and
employing ML algorithms as the implementations of the mappings δA, δV and δAV .

We carried out the performance evaluation separately for each user u ∈ U (52 users
in total), each metadata set A, V and A × V and each classifier γ ∈ �, which repre-
sented the three independent variables of the process under evaluation (see Fig. 9). In
each iteration through the set of users, set of classifiers and the metadata sets we calcu-
lated the estimation of the ratings ê(u, h) for all the items h ∈ H (a total of 70 items).
We split the items into training and test sets following the ten-fold cross-validation
scheme, as proposed by Kohavi (1995). The outcomes of the classifications, the pre-
dicted ratings ê(u, h), were compared to the ground truth ratings e(u, h). From this
comparison we calculated the number of correct and incorrect classifications, which
yielded the confusion matrices M(δA), M(δV ) and M(δAV ) (see Table 6).

3.5 Evaluation measures and statistical testing

In order to validate the hypothesis and provide answers regarding the suitability of
the employed ML algorithms and AM fields we performed the following evaluation
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dataset

metadata set ML algorithm

confusion matrix

CBR

set of users

Fig. 9 The model of the process under evaluation with three independent variables: the metadata set (A,V),
the ML algorithm (AdaBoost, C4.5, NaiveBayes, SVM) and the set of observed user

Table 6 A confusion matrix is the result of the CBR procedure, which performs a binary classification of
items into relevant (C1) or non relevant (C0) for the observed user. Items can be correctly classified (True
Positive (TP) or True Negative (TN)) or incorrectly classified (False Positive (FP) or False Negative (FN)).
The numbers of correctly and incorrectly classified instances are reported in the confusion matrix

Predicted class ê(u, h) Actual class e(u, h)

C1 relevant C0 non relevant

C1 relevant TP FP

C0 non-relevant FN TN

methodology. We assessed the performance of the CBR with scalar measures derived
from the confusion matrices. This was done separately for each user, ML algorithm
and combination of metadata (see Fig. 9). As the nature of the scalar evaluation mea-
sures is probabilistic due to the nature of the dataset employed, we performed further
statistical tests in order to determine whether the observed differences were real or
coincidental. In order to determine the quality of the single AM fields for modeling
in the CBR we also performed the analysis of variance (ANOVA). Before applying
significance tests for small sample sizes we verified that the test conditions were met.

3.5.1 Scalar measures

We evaluated the performance of the CBR system through measures derived from the
classifier’s confusion matrices M(δu). We used the measures precision P , recall R

and F-measure Fβ (where β = 1) as defined by Herlocker et al. (2004) and commonly
used in the evaluation of recommender systems (Herlocker et al. 2004; Pogačnik et al.
2005; Adomavicius and Tuzhilin 2005; Witten and Frank 2005). The precision tells us
the rate of relevant items among all the selected items. The recall describes the rate of
the relevant items that were actually selected. The F measure aggregates the precision
and recall into a single scalar value.

According to the taxonomy of the recommender system’s tasks proposed by Her-
locker et al. (2004) our CBR falls into the category find all good items. The scalar
measure that is best suited to the assessment of such systems is the precision P . In fact,
what the users really want is that the list of recommended items HR has as few false
positives (non-relevant items classified as relevant) as possible. From the user’s per-
spective it is more annoying to have false positives than false negatives (relevant items
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classified as non-relevant). Because the false negatives are never disclosed the user is
not aware of the relevant items that have not been included in the recommended list.

We calculated all three scalar measures for the class of relevant items C1. The basis
for the calculation was the sum of the confusion matrices over all the users and all the
folds.

3.5.2 Statistical tests

We transferred the statistical testing of the confusion matrices into the testing for the
equivalence of two estimated discrete probability distributions (Lehman and Romano
2005). We compared the confusion matrices yielded by the CBR that used the GM set
A with the confusion matrices of the CBR that used the combined GM and AM set
A × V and all four ML algorithms.

The zero hypothesis to be tested was H0 = [M(δA) � M(δAV )] where � stands for
the equivalence of the underlying discrete distributions. The natural choice here was the
Pearson χ2 test (Lehman and Romano 2005). It tests whether a sample (n1, . . . , nN) is
drawn from a multinomial distribution B(n, p) with parameters n = n1 +· · ·+nN and

p = (p1, . . . , pN). Assuming pi > 0 for all i, the test statistics is Q = ∑N
i=1

(ni−npi)
2

npi

distributed as χ2(N − 1) if npi 	 1 for all 1 ≤ i ≤ N and n is large enough
(Lehman and Romano 2005). Experimental studies showed that npi 	 1 in practice
means npi ≥ 5. In our case where we have only two classification classes N = 2 the
distribution is χ2(1).

3.5.3 Evaluation of metadata fields

In ML feature selection we prefer features that maximize the ratio of the between-class
variance and the within-class variance (Hastie et al. 2001). In order to assess the quality
of the AM as features for ML we performed the ANOVA for each scalar metadata field
f from the set f ∈ { ¯tw, v̄, σv, ā, σa, d̄, σd}. The analysis was performed separately
for each user to determine whether the difference in the mean values of the observed
metadata field for each of the classes C0 and C1 was significant (as in Fig. 11b) or
not (as in Fig. 11a). If the difference was significant we assumed that the observed
metadata field is good for separating the classes C0 and C1. In other words, when the
difference in the means was significant we assumed that the ratio of the between-class
variance and the within-class variance was large enough. For each metadata field we
repeated this procedure on a per user basis. We defined the measure of quality of a
metadata field for usage in a CBR system qf as the ratio between the number of users
where the difference in the means was significant, which we denoted with NS , and
the number of all the users NU

qf = NS

NU

(5)

Once we have the scalar ratio qf of a feature f ∈ { ¯tw, v̄, σv, ā, σa, d̄, σd} we want
to find out whether qf is significantly different than 0. By running the ANOVA we
compare qf with a hypothetical useless feature that has qf = 0.
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4 Results

This section is structured as follows. First we present the numerical results of the tests
with different AM fields and different ML algorithms. Then we describe the results
of the statistical analysis. Finally we provide the results on the quality of the metadata
fields.

4.1 Results of scalar measures

Here we present the scalar performance measures of the CBR experiment as described
in Sect. 3.4 and Fig. 9. The validation procedure yielded ten confusion matrices
per each fold for each of the 52 users, four classifiers and three metadata sets
M(δ

A,u
i ), M(δ

AV,u
i ) and M(δ

V,u
i ), which accounts for a total of 6,240 confusion

matrices. As we were comparing the performance of the CBR in terms of the different
metadata sets and classifiers used we first summed the confusion matrices over all the
folds of the different users with the same metadata set and classifier. Then we summed
these confusion matrices over all the users with the same metadata set and classifier,
which yielded three summary confusion matrices M(δA),M(δAV ) and M(δV ).

We calculated the scalar measures P, R and F from the confusion matrices. These
values are given in Table 7. The results are grouped by metadata sets. Within each
metadata set the results are presented separately for each of the four classifiers.

Figure 10 shows the dependence of the precision, the P column from Table 7, on
the different metadata sets and classifiers. Each of the four lines in Fig. 10 represents
a single classifier’s performance with respect to the metadata-set used.

4.2 Statistical results

As the scalar results are calculated from the particular dataset they are not suitable for
determining whether the differences between the different metadata sets and classifiers

Table 7 Precision, recall and F
measures for the three metadata
sets and four classifiers: the
results are grouped by metadata
sets. Within each metadata-set
row the results are further split
by classifiers

Metadata set Classifier γ P R F

A AdaBoost 0.57 0.42 0.48

C4.5 0.60 0.46 0.52

NaiveBayes 0.58 0.58 0.58

SVM 0.61 0.55 0.58

A × V AdaBoost 0.63 0.56 0.59

C4.5 0.64 0.57 0.60

NaiveBayes 0.57 0.64 0.61

SVM 0.65 0.61 0.63

V AdaBoost 0.64 0.56 0.60

C4.5 0.62 0.54 0.58

NaiveBayes 0.57 0.60 0.58

SVM 0.68 0.55 0.61
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Fig. 10 Dependency of precision P on metadata sets using different classifiers: the values of precision P

of each classifier over different metadata sets are connected with a broken line

are significant or not. To determine this we applied the Pearson χ2 statistical signifi-
cance test (Lehman and Romano 2005) to compare the confusion matrices M(δA) and
M(δAV ).

The distribution of the test statistics Q is χ2(1) and the critical value at risk level α =
0.05 is 3.84. Since all the listed values are larger than the critical value, all the p values
are way below the risk level and we conclude that the performances of all the classifiers
are significantly different when applied using the A or the A × V metadata set.

4.3 Metadata fields results

For each of the scalar metadata fields f we performed a one-way ANOVA, as described
in Sect. 3.5, and calculated the ratios qf , as defined in Eq. 5. The ratios qf are sum-
marized in Table 8. For example, the metadata field v̄ had the highest ratio qv̄ = 0.71,
which means that for 71% of the users the differences in the mean values of the meta-
data field v̄ for the classes C0 and C1 were significantly different (similar to Fig. 11b)
and for the other 29% the difference in the means was not significant (similar to
Fig. 11a). The ratios qf are all significantly higher than 0 at the risk level α = 0.05,
except for the feature σa .

5 Discussion

In this section we discuss the outcome of the main hypothesis testing. We also discuss
the effect of the choice of different ML algorithms and the quality of each AM field.
The limitations of the proposed solution are discussed and indications of open issues
for the future are given.

123



Using affective parameters in a content-based recommender system for images

Table 8 Results of the ANOVA for the scalar features: the ratio qf for each analyzed feature f tells us
the portion of all users where the difference in the mean values of the feature f (between the groups of
items marked as relevant and non-relevant) was significant. The rightmost column of the table reports the
p value of the comparison of the observed qf with a hypothetical qf = 0

Feature f Ratio qf p value

¯tw 0.17 0.002

v̄ 0.71 0.000

σv 0.10 0.022

ā 0.21 0.000

σa 0.06 0.080

d̄ 0.31 0.000

σd 0.12 0.011
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Fig. 11 Box plots representing the distribution of the feature v̄ in relevant (C1) and non-relevant (C0) items
for two different users: the user on the a exhibits similar distributions of the feature v̄ in both classes, while
the user on the b exhibits a clear preference toward items with high values of the v̄ feature. This means that
for the user on the left the parameter v̄ does not account for any between-class variance, while for the user
on the right most of the between-class variance is contained in the parameter v̄

5.1 The effect of AM on CBR performance

The experimental results showed that our main hypothesis is true. The inclusion of the
proposed AM brings a significant increase in performance over GM in the presented
CBR system.

However, this increase in the performance requires further discussion. The statis-
tical test showed that there is a significant difference between the confusion matrices
when we used theA over theA×V metadata sets for all the ML algorithms. To find out
whether this difference is an improvement or deterioration in the CBR performance
for end users we must observe the scalar measures. We already argued in Sect. 3.5.1
why the precision P is the most indicative scalar measure for the CBR task our system
performed (find all relevant items from the taxonomy proposed by Herlocker et al.
2004).
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When we use AM the CBR always performs better than with GM only, with the
only exception being the NaiveBayes classifier, which is discussed later in Sect. 5.2.
It is also interesting to note that in some cases the usage of AM only, yields a better
precision than the usage of both AM and GM (this is the case for the AdaBoost and the
SVM classifier). The improvements in the precision range between 3% (the C4.5 clas-
sifier with AM only) and 12% (the AdaBoost classifier with AM only). The absolute
values of the precision when AM are used are not so impressive, somewhere between
0.62 and 0.68, which means that approximately two out of three recommended items
are truly relevant for the end user. The reference point of a random classifier is approx-
imately P ≈ 0.40. Although the absolute values of the precision are not extremely
high we observe a significant improvement when we use AM together with GM.

A similar pattern of improvement, but with higher rates, can be observed for the
recall. This means that the inclusion of AM has a positive effect on the reduction of
false negatives as well.

5.2 The effect of ML algorithms on the CBR performance

The results showed that the choice of ML algorithms has an effect on the CBR perfor-
mance. There are differences between the ML algorithms regarding the metadata set
used and the scalar measure we choose for the observation. Overall, the SVM turned
out to yield the best performance, while the NaiveBayes showed ambiguous results.

We did not perform any test to see whether the differences among the ML algo-
rithms were significant, but we found the scalar results to be indicative. If we look
at the results in Table 7 we observe that the employed ML algorithms have different
behaviour in terms of scalar measures. If we observe the precision only we can see
that the NaiveBayes classifier yields better results when only GM are used, which is
an unexpected outcome. In the case of the other three classifiers the precision was
higher when AM were included, although it is not clear whether it is better to use
AM only or AM combined with GM. In the case of the C4.5 classifier the combi-
nation of AM and GM was better than AM only. In the case of the AdaBoost and
SVM classifiers the employment of AM only outperformed the combination AM +
GM.

Among the ML algorithms evaluated the NaiveBayes stands out for its ambiguous
results. It is interesting to note that, although the differences in the confusion matrices
were significant, the scalar measures precision and recall showed different trends in
the case of the NaiveBayes classifier. There was a slight deterioration of precision
(P = 0.58 and P = 0.57 for the A and A × V sets, respectively) and a substantial
increase of recall (R = 0.58 and R = 0.64 for the A and A × V sets, respectively).
Such ambiguous results call for a deeper analysis of the costs of false-positive and
false-negative rates for the selected user scenario in order to give a more sound inter-
pretation of the dissonance of the scalar measures.

The natural question regarding the choice of ML algorithms is which one is the
most suitable. Our results show that the SVM performs better than the other three
in terms of precision and F-measure. We must stress that the focus of the research
presented here was not an evaluation of ML algorithms but the comparison of the AM
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and GM sets for CBR systems. So we believe there is still room for an improvement
in performance by evaluating other ML approaches and spending more resources in
fine tuning.

5.3 Quality of AM fields for the CBR system

During feature selection for machine learning we usually want to reduce a large num-
ber of features to a manageable, smaller number. We do this by using methods like the
Principal Component Analysis (PCA) to extract a limited set of features that account
for most of the variance. In our case we already have a limited set of proposed AM
features, six only. So we do not need to reduce their number; we just want to assess
whether each of them, as novelties in affective modeling, is suitable or not for CBR
systems. We simplify the usual approach of feature-quality assessment (i.e. the ratio of
between-class variance and within-class variance) to testing whether the differences in
the mean values of the observed feature for the two classes (C0 and C1) are significant
or not for a user. We defined the ratio qf as a measure of the share of users where
there is a significant difference in the means (see Eq. 5). The results showed that the
AM feature v̄ had significant mean differences in 71% of the users. This was expected
since v̄ describes the pleasantness of the emotion and the user task implied the search
for pleasant content. The other two first statistical moments, ā and d̄ , had significant
mean differences in 21 and 31% of the users. Although these values are lower than
for v̄, they still carry enough information to be used in CBR systems. The second
statistical moments, σv, σa and σd , had substantially lower ratios qf , 10, 6 and 12%,
respectively.

In a further analysis we compared the obtained ratios qf with the ratio of a hypo-
thetical useless feature that has qf = 0. The ANOVA showed that all features have
significantly higher ratios qf except for the feature σa at the level α = 0.05. This means
that, at the given confidence interval, the feature σa can be considered as useless for
affective modeling in CBR systems.

We conclude that the first statistical moments, v̄, ā and d̄, are very suitable for
CBR systems, while the second statistical moments σv, σa and σd carry less infor-
mation and can be treated as optional. Furthermore, we can observe that among the
three emotive parameters, v, a and d, it is a that carries the least information for
separating the relevant items from the non-relevant. This holds for both the first and
the second statistical moments ā and σa . This can be seen as a guideline for the design
of the acquisition phase, where we could leave out the acquisition of the affective
parameter a.

5.4 Sample size implications

The quality of the sample used in such experiments is very important. Here we discuss
the size of the sample used in the presented research. We observe this issue from two
points of view: (i) the number of users/the number of items and (ii) the ML training
set size.
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The number of users (52) and the number of items (70) in our experiment is not
huge, but it is on the same level as related work that reports the following figures:
Pogačnik et al. (2005): 41 users, Nunes et al. (2008): ten users, Arapakis et al. (2009):
23 users and Joho et al. (2009): six users. From the strictly statistical point of view,
when validating hypotheses, it is of paramount importance to verify the conditions
for applying the strongest test possible. A key parameter here is the sample size. The
sample size has an influence on the type II error, which is difficult to estimate. In our
case we applied the statistical tests and reported the results correctly. A larger sample
would, however, improve the power of the test and thus give greater credibility to the
results (i.e. affective recommender outperforms generic recommender) by reducing
the type II error.

In the presented system, as in other recommender systems, ML techniques are
applied on a per-user basis. This means that for each observed user we took the
already rated items to learn the user model. More concretely, in the ten-fold cross-
validation scheme, we used 63 ratings to train the user model and seven for testing in
each fold. This might appear small compared to other ML applications (for instance
it is quite easy and inexpensive to build a dataset of several thousand items for face
recognition). But in the case of recommender systems this number is actually quite
realistic. In fact, real recommender application datasets contain lots of users, lots of
items, but very few ratings per user. This problem is usually referred to as the matrix-
sparsity problem (Adomavicius and Tuzhilin 2005). In theory, we would achieve better
accuracy for the recommended items if we had more ratings per user, as our model
would be trained on a larger training set. But in practice (in real recommender sys-
tems) the number of ratings per user is relatively low, so the user models are not as
good as they could be if the users had rated more items. The widely used datasets
each movie and jester have 38 and 54 ratings per user, respectively (Grouplens Data
Sets).

In order to identify the implications caused by the (relatively) small dataset this
should be observed through the perspective of parameter estimations of the concrete
classifier. For example, when training the SVM classifier we observe our process as an
estimation of parameters of the support vectors. Generally the smaller the training set,
the smaller the confidence interval for the estimated classifier parameters. However
it is hard to estimate what is the concrete influence of the confidence interval of the
parameters of a concrete ML algorithm.

In summary, the relatively low number of ratings per user in our dataset reflects real-
life recommender systems. This means that the results reported in this paper reflect
the results that such a system would yield if employed in a real-life application. When
comparing both metadata sets we applied the correct statistical tests so the results
given are valid.

5.5 Shortcomings and open issues

Based on our results we can conclude that the inclusion of AM does improve the
performance of the CBR system. There are, however, several open issues that we are
aware of and should be addressed in the future.
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One of the biggest issues we wish to explore is context dependency. The baseline
hypothesis of our work is that people differ in the emotion they are seeking. Some are
thrill seekers, while some prefer calm experiences. But the same person might seek
different emotions in different situations. The nature of the tasks given to the user in
information seeking (e.g. a specific search task vs. a broader search task) might also
influence the amount of variance contained in affective metadata. We expect that the
context would explain a substantial part of the variance and could thus contribute to
exploiting the affective metadata in a better way.

Our experimental design was based on a priori known, or perhaps it would be
better to say assumed, emotive responses of the users. We already discussed the impli-
cations and shortcomings of the experimental design in Sect. 3.2. Thus the second
issue we want to address in the future is the ongoing and implicit affective tagging
of multimedia items directly from the users’ responses. A lot of work is going on in
the field of automatic emotion detection (Ioannou et al. 2005; Zeng et al. 2009; Joho
et al. 2009). By employing such methods we can easily compute the proposed AM on
the fly, as new information arrives. The inclusion of these methods would lead us to a
standalone recommender system that can be used in real applications.

The transition from laboratory experiments, such as the one presented here, to real
applications, as suggested in the previous paragraph, leads inevitably to the cold-start
problem, which occurs when a new user or a new item is added and the system does
not have enough information to build a useful profile. A possible approach to over-
coming the new item problem is to use a method for extracting affective parameters
from the item’s low-level features. Such work has already been carried out (Hanjalic
2006; Shan et al. 2009) and could be integrated into a recommender system.

In the presented work we used affective metadata related to the aesthetic emotions
of users and not the intrinsic emotions contained in the items. An interesting area
would be to compare both affective properties and analyze whether they account for
a significant part of the variance.

In order to strengthen the significance of the reported work, repetitions of the
experiment with a larger number of users and different sets of content items would be
welcomed.

6 Conclusion

The work presented in this paper aims at establishing the importance of the inclusion
of affective metadata in CBR systems. The study contributes to the knowledge on
affective computing in recommender systems.

Our results showed that the usage of the proposed affective features in a CBR
system for images brings a significant improvement over generic features. We pre-
sented a simple yet efficient method for modeling items and users through the first
two statistical moments of the users’ emotive responses in the valence-arousal-domi-
nance space. Our experimental results also indicate that the Support Vector Machine
algorithm is a good candidate for the calculation of items’ rating estimates. Finally,
we showed that among the proposed affective features, the first statistical moments
carry more information for the separation of the relevant items from the non-relevant
items than the second statistical moments.
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This work sets a reference for the affective modeling of items and users in CBR
systems. It is important though, that the work is continued. Further investigations
are needed in the fields of context-aware affective modeling and the inclusion of the
automatic affective tagging of items.

Despite the drawbacks mentioned in the previous section, our study clearly showed
that affective metadata improve the performance of a CBR system and that the first two
statistical moments represent a sound affective modeling approach, especially when
used in conjunction with the Support Vector Machine algorithm. Furthermore, we
offered a simple methodology for the assessment of the quality of individual affective
features. Finally, we indicated the major issues to be addressed in the future for an
improvement to the proposed approach.
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