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Abstract With the recent advances in the field of artificial intelligence, an
increasing number of decision-making tasks are delegated to software systems.
A key requirement for the success and adoption of such systems is that users
must trust system choices or even fully automated decisions. To achieve this,
explanation facilities have been widely investigated as a means of establishing
trust in these systems since the early years of expert systems. With today’s
increasingly sophisticated machine learning algorithms, new challenges in the
context of explanations, accountability, and trust towards such systems con-
stantly arise. In this work, we systematically review the literature on expla-
nations in advice-giving systems. This is a family of systems that includes
recommender systems, which is one of the most successful classes of advice-
giving software in practice. We investigate the purposes of explanations as well
as how they are generated, presented to users, and evaluated. As a result, we
derive a novel comprehensive taxonomy of aspects to be considered when de-
signing explanation facilities for current and future decision support systems.
The taxonomy includes a variety of different facets, such as explanation objec-
tive, responsiveness, content and presentation. Moreover, we identified several
challenges that remain unaddressed so far, for example related to fine-grained
issues associated with the presentation of explanations and how explanation
facilities are evaluated.
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1 Introduction

In recent years, significant progress has been made in the field of artificial intel-
ligence and, in particular, in the context of machine learning (ML). Learning-
based techniques are now embedded in various types of software systems. Fea-
tures provided in practical applications range from supporting the user while
making decisions, e.g. in the form of a recommender system, to making deci-
sions fully autonomously, e.g. in the form of an automated pricing algorithm.
In the future, a constant increase in such intelligent applications is expected, in
particular because more types of data become available that can be leveraged
by modern ML algorithms. This raises new issues to be taken into account in
the development of intelligent systems, such as accountability and ethics [8].

A key requirement for the success and practical adoption of such systems
in many domains is that users must have confidence in recommendations and
automated decisions made by software systems, or at least trust that the given
advice is unbiased. This was in fact acknowledged decades ago, when expert
systems, mainly those to support medical decisions, were popular. Since the
early years of expert systems, automatically generated explanations have been
considered as a fundamental mechanism to increase user trust in suggestions
made by the system [246]. In these systems, provided explanations were often
limited to some form of system logging, consisting of a chain of rules that
were applied to reach the decision. Nevertheless, such explanations were often
hard to understand by non-experts [82], thus being used in many cases only
to support system debugging.

Today, with modern ML algorithms in place, generating useful or under-
standable explanations becomes even more challenging, for instance, when the
system output is based on a complex artificial neural network [195]. One of
the most prominent examples of ML-based applications today are the so-called
recommender systems [108]. These systems are employed, e.g., on modern e-
commerce sites to help users find relevant items of interest within a larger
collection of objects. In the research literature, a number of explanation ap-
proaches for recommenders has been proposed [91,69,39,168,21], and existing
work has shown that providing explanations can be beneficial for the success
of recommenders in different ways, e.g. by helping users make better or more
informed decisions [223].

Therefore, how to explain to the user recommendations or automated de-
cisions made by a software system has been explored in various classes of sys-
tems. These include expert systems, knowledge-based systems, decision sup-
port systems, and recommender systems, which we collectively refer to as
advice-giving systems.1 However, despite the considerable amount of research
literature in this context, providing adequate explanations remains a challenge.
There is, for example, no clear consensus on what constitutes a good explana-
tion [169]. In fact, different types of explanations can impact a user’s decision

1 In general, advice-giving system is a term that can also include other types of systems,
such as conversational agents or autonomous systems. In this paper, however, we use the
term to refer only to the four types of systems listed above.
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making process in many forms. For instance, explanations can help users make
better decisions or persuade them to make one particular choice [223]. Finally,
deriving a user-tailored explanation for the output of an algorithm that learns
a complex decision function based on various (latent) patterns in the data is
challenging without the use of additional domain knowledge [252].

Given these challenges, it is important to gather and review the variety of
existing efforts that were made in the last decades to be able to design expla-
nation facilities for future intelligent advice-giving systems. Next-generation
explanation facilities are particularly needed when further critical tasks are
delegated to software systems, e.g. in the domain of robotics or autonomous
driving [236,237]. At the same time, many future advice-giving systems will
need more interactive interfaces for users to give feedback to the system about
the appropriateness of the advice made, or to overwrite a decision of the sys-
tem. In both cases, system-provided explanations can represent a starting
point for better user control [223,107,111].

In this work, we present the results of a systematic literature review [122]
on the topic of explanations for advice-giving systems. We discuss in particu-
lar how explanations are generated from an algorithmic perspective as well as
what kinds of information are used in this process and presented to the user.
Furthermore, we review how researchers evaluated their approaches and what
conclusions they reached. Based on these results, we propose a new compre-
hensive taxonomy of aspects to be considered when designing an explanation
facility for advice-giving systems. The taxonomy includes a variety of different
facets, such as explanation objective, responsiveness, content and presenta-
tion. Moreover, we identified several challenges that remain unaddressed so
far, for example related to fine-grained issues associated with the presentation
of explanations and how explanation facilities are evaluated.

Our work is different from previous overview papers on explanations in
many ways.2 To our knowledge, it is the first systematic review on the topic.
We initially retrieved 1209 papers in a structured search process and finally
included 217 of them in our review based on defined criteria. This systematic
approach allowed us to avoid a potential researcher bias, which can be intro-
duced when the selection of the papers that are discussed is not based on a
defined and structured process. Moreover, as opposed to some other works,
our review does not only focus on one single aspect, such as analysing the
different purposes of explanations [222]. We, in contrast, discuss a variety of
aspects, including questions and derived conclusions associated with explana-
tion evaluations. Finally, the comprehensive taxonomy that we put forward
at the end of this work is constructed based on the results of a systematic
bottom-up approach, i.e. its structure is not determined based solely on the
authors’ expertise in the topic.

2 There is a large amount of surveys that provide an overview of explanations published
elsewhere [223,222,214,42,57,79,155,126,127,209,160,178,200].
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2 Systematic Review Planning

A systematic review is a type of literature-based research that is characterised
by the existence of an exact and transparent specification of a procedure to
find, evaluate, and synthesise the results. It includes a careful planning phase,
in which goals, research questions, search procedure (including the search
string), and inclusion and exclusion criteria are explicitly specified. Key ad-
vantages of using such a defined procedure are that it helps to avoid or at
least minimise potential researcher biases and supports reproducibility. Such
reviews are common in the medical and social sciences and are increasingly
adopted in the field of computer science [121]. We next describe the steps that
were taken while planning the systematic review. We follow the procedure
proposed by Kitchenham and Charters [122].

The Need for a Systematic Review To our knowledge, no previous work has
aimed at providing a comprehensive overview of existing work on explanations
in advice-giving systems using a systematic approach. A number of survey pa-
pers exists as mentioned above, but they are either limited to a subjective
selection of papers or focused on certain aspects of explanations. Often, ex-
isting survey papers simply summarise individual papers and do not consider
the developments in the field over time.

Research Goals The comprehensive review provided in this paper shall help
designers of next-generation advice-giving systems understand what has al-
ready been explored over the last decades in different subfields of computer
science. Specifically, we aim to investigate and classify: (i) which forms of
explanations were proposed in the literature; (ii) how explanations are gen-
erated from an algorithmic perspective; and (iii) how researchers evaluated
their approaches and what conclusions they reached. By aggregating the in-
sights obtained from the review in a new multi-faceted taxonomy, we aim to
provide an additional aid for designers to understand the various dimensions
that one has to potentially consider when designing an explanation facility.

Research Questions The specific research questions of the review are conse-
quently as follows.

RQ-1: What are the characteristics of explanations provided to users, in
terms of content and presentation?

RQ-2: How are explanations generated?
RQ-3: How are explanations evaluated?
RQ-4: What are the conclusions of evaluation or foundational studies of

explanations?

Search Strategies To find primary studies that are relevant for our review,
we selected the databases presented in Table 1, against which we ran dif-
ferent search queries. Other databases that automatically gather information
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Table 1 Digital Databases used in the Search.

Source URL

ACM Digital Library http://portal.acm.org
IEEE Xplore Digital Library http://ieeexplore.ieee.org
ScienceDirect http://www.sciencedirect.com
Springer Link http://link.springer.com

Table 2 Inclusion and Exclusion Criteria.

Inclusion Criteria

IC-1 : The paper proposes an explanation generation technique.
IC-2 : The paper presents a software application that includes an explanation facility.
IC-3 : The paper presents an evaluation of forms of explanations.
IC-4 : The paper presents a study that investigates foundations of explanations in advice-

giving systems.

Exclusion Criteria

EC-1 : The paper is not written in English.
EC-2 : The content of the paper was also published in another, more complete, paper that

is already included.
EC-3 : The content is not a scientific paper, but an introduction, glossary, etc.
EC-4 : We have no access to the full paper.
EC-5 : There is a statement in the abstract or content of the paper that explanations are

provided, but they are not detailed.

from difference sources, such as Google Scholar, or allow the addition of non-
reviewed papers by their authors, such as arXiv, were left out of the scope
of our review. Generally, we assumed that peer-reviewed papers published in
computer science are mostly stored in our selected databases. Therefore, these
other additional databases would mostly provide duplicated studies. Further-
more, we focused on peer-reviewed work in order to have some evidence re-
garding the quality of the selected studies.

Selection Criteria Primary studies retrieved from the databases are filtered
using a set of criteria. We consider four inclusion criteria (IC) and five exclu-
sion criteria (EC) to select papers associated with the primary studies to be
analysed in our review. The inclusion and exclusion criteria are summarised in
Table 2. We are interested in four general types of studies. Studies involving:
(i) the proposal of a technique to generate new forms of explanations (IC-1);
(ii) the description of a tool that includes an explanation facility (IC-2); (iii)
an evaluation or comparison of one or more forms of explanations (IC-3); or
(iv) a discussion of foundational aspects of explanations (IC-4). Through-
out the paper, terms highlighted in small caps are used to refer to these study
types.

The following additional considerations apply regarding the satisfaction of
our inclusion criteria. First, in our work, we are only interested in systems
in which explanations are provided for end users, usually someone that is
actually responsible for a final decision. In some studies, visualisations of the
outcomes of a data mining process are called explanations as well. Given that
such visualisations are designed for data scientists to understand the outputs

http://portal.acm.org
http://ieeexplore.ieee.org
http://www.sciencedirect.com
http://link.springer.com
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of the decision algorithms, such works are an example of studies that do not
satisfy our inclusion criteria.

Second, we are only interested in studies involving explanations that are
related to a specific decision making instance. Generally, an explanation pro-
vided by the system can be any form of visual, textual, or multi-modal means
to convey additional information to the decision maker regarding the specific
decision to be made, e.g. about the system’s reasons to recommend a certain
alternative. However, in our review, we do not consider approaches in which
the system merely provides background knowledge about the domain and this
knowledge is independent of the current decision making problem instance.
Approaches in which the system displays details about how to interact with
user interfaces are also not in the scope of our work.

Third, we consider only scenarios in which there is a limited number of
alternatives, and the system task is to select one or more of the available
choices. In case of multiple selected alternatives, in many cases a ranking is
determined by the system. However, a number of papers on decision support
systems exist in which the algorithmic task of the system is to compute the
single mathematically optimal solution to a given problem. Work on such
scenarios, in which there is no set of alternative choices, are also not included
in our review. Similarly, studies of explanations regarding the outcomes of
mathematical simulations are excluded as well.

With respect to exclusion criteria, we proceeded as follows. In order to
obtain the papers in which the studies were published, we first tried to ac-
cess them through the TU Dortmund network and the Portal de Periódicos
CAPES3. If the full text was not available, we searched for the paper on the
web using: (i) author websites; (ii) Googles search website; and (iii) reposito-
ries of scientific papers, such as Google Scholar and ResearchGate. At the end,
only eight studies were excluded because we had no access to the full papers
(EC-4).

Finally, there are a number of studies excluded by EC-5 that state that
the proposed system has the potential to provide explanations, but do not
concretely describe how it is done. Examples of studies excluded due to this
reason are mainly those in the context of argumentation [184] and studies that
focus on transforming a particular output of a decision inference method to a
data structure, which is assumed to be easier to explain. For instance, there
are approaches that transform artificial neural networks into rules, without
detailing how such rules are used to provide explanations to end users.

3 Systematic Review Execution

The next step in the systematic review process is to execute an appropriate
search query against the literature databases. In this section, we provide details
of how we constructed the search query and how we ended up with the set

3 http://www.periodicos.capes.gov.br/

http://www.periodicos.capes.gov.br/
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Table 3 Terms and their Synonyms.

Term Synonyms

explanation justification, argumentation
decision support system decision making, expert system, recommender, recommendation,

knowledge-based system, knowledge based system

of primary studies that are considered relevant for our work. The results and
insights are then discussed in the remaining sections.

3.1 Search String Construction

String construction in systematic reviews is based on a set of terms of interest
and their synonyms. Our search string covers two main terms, which both have
to appear in the potentially relevant papers. The first term is explanations,
which is the main topic of our study. In different communities, researchers use
alternative terms to refer to explanations, and those were added as synonyms
of the term explanation. The second term is decision support system, which
is one of the classes of system that are targets of our review. As synonyms,
we consider alternative classes of advice-giving systems that exist, including
in particular knowledge-based and expert systems, as well as recommender
systems. For some of them, we included subsets of typically used expressions
to refer to such system classes, because they are used with different comple-
mentary terms, such as recommendation system, recommendation provider,
etc. Therefore, in such cases, we included only the main words as synonyms,
because they cover all of the alternatives for the term. The resulting set of syn-
onyms used in our search string is shown in Table 3. The final search string is
consequently as follows.

(explanation OR justification OR argumentation) AND (decision support system OR de-
cision making OR expert system OR recommender OR recommendation OR knowledge-
based system OR knowledge based system)

The search string was customised to the specific syntax of each of our
target databases. In all but one of the cases, we were able to search for the
terms in the abstracts of the papers. In the case of the Springer Link database,
searching within abstracts was not possible due to API limitations. We thus
searched for our terms in the keywords of the papers in this case.

3.2 Selection of Primary Studies

After querying the four selected databases on August 12, 2016, we obtained
1209 papers (excluding duplicates) as result. The detailed statistics for each
database are given in Table 4.

The relevant primary studies were then selected using a two-step procedure.
In the first step, we analysed the title and abstract of each of the 1209 papers.
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Table 4 Search Results by Source.

Source Number of Studies

ACM Digital Library 278
IEEE Xplore Digital Library 469
ScienceDirect 385
Springer Link 92

Duplicates 15

Total (including duplicates) 1224
Total (excluding duplicates) 1209

Table 5 Selection of Primary Studies according to Inclusion and Exclusion Criteria.

Step / Criterion Technique Tool Evaluation Foundational Total

Abstract Analysis 192 161 30 3 386
Full Analysis 135 139 23 5 302

EC-01 1 1
EC-02 10 2 1 13
EC-03 2 5 7
EC-04 3 5 8
EC-05 20 37 57

Selected Studies 101 89 22 5 217

One technique paper satisfies both EC-02 and EC-04.

If the title or abstract provided any sort of indication that the paper matched
one of the inclusion criteria, the paper was selected to be subsequently analysed
in detail. We also pre-classified each paper according to one of the inclusion
criteria, i.e. we identified a preliminary study type.

In the second step, the full text of each paper was retrieved, if available,
and analysed. Then, we checked each of the exclusion criteria and re-evaluated
whether the paper truly satisfied one of the inclusion criteria. As result, some
papers were discarded or associated with a different inclusion criterion.

Each abstract and paper was analysed by a single researcher, strictly fol-
lowing the specified protocol. When it was not fully clear whether a certain
criterion was satisfied, i.e. border cases, the opinion of a second researcher was
requested in order to minimise the potential researcher bias.

Following this procedure, we ended up with a total of 217 primary stud-
ies. The detailed statistics about the paper selection process are presented in
Table 5. The column headings correspond to the applicable inclusion criteria,
and rows with labels starting with EC show how many papers satisfied each
exclusion criterion. The full list of papers that was finally considered is shown
in Table 6.4

4 Further details about which inclusion and exclusion criterion was fulfilled by each in-
dividual paper, along with the detailed results of our analysis, can be found online at:
http://inf.ufrgs.br/prosoft/resources/2017/umuai-sr-explanations.

http://inf.ufrgs.br/prosoft/resources/2017/umuai-sr-explanations
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Table 6 Selected Primary Studies.

Approach

[166,34,56,206,2,124,54,146,198,192,129,131,86,138,82,136,24,97,4,171,249,84,231,94,101,
143,252,149,85,208,77,189,220,68,64,6,52,29,167,230,23,96,47,242,117,254,15,46,9,156,44,
236,88,187,11,99,244,212,247,241,218,58,10,123,137,248,227,207,153,120,19,202,151,176,
41,25,190,141,179,234,142,188,148,128,183,204,216,233,115,125,16,48,67,31,14,59,89,87,
18,174,109]

Tool

[17,93,45,239,219,182,98,181,226,197,37,49,235,210,66,83,30,201,180,140,196,164,26,27,
211,134,62,50,100,139,162,43,193,105,114,7,35,154,205,55,116,175,80,12,240,243,102,132,
3,225,90,158,104,191,53,186,76,229,13,1,112,51,152,119,32,253,5,40,170,145,95,61,135,
177,81,20,110,92,250,75,144,232,28,150,163,173,172,73,22]

Evaluation

[91,63,60,251,203,71,199,36,157,237,159,213,215,245,185,161,74,133,217,224,69,238]

Foundation

[221,169,194,78,70]

4 Results

In this section, we summarise the insights that we obtained by analysing the
217 selected primary studies with respect to our research questions.5 These
insights are used later on to develop a comprehensive taxonomy of aspects to
consider when designing future explanation facilities.

4.1 Historical Developments

Before focusing on our research questions, we provide an overview of the histor-
ical developments in the research field of explanations by analysing the papers
associated with the examined studies in terms of type and publication date.
Figure 1a shows how many papers of each type were published per decade in
absolute numbers. Figure 1b is based on the same data, but it reports per-
centages within the corresponding decade instead of absolute numbers. The
following main observations can be made.

– Generally, the total number of published papers in the field increases. We
emphasise that the last decade (2010–present) corresponds to only about
6.5 years.6

– Papers on tools with explanation facilities were much more common in
the past, perhaps because such papers were more often considered as re-
search contributions at that time. In exchange, an increase over time can
be observed in the number of papers related to the proposal of new tech-
niques.

5 The interested reader can find the detailed analysis of each of the studies on the following
link: http://inf.ufrgs.br/prosoft/resources/sr-explanations.

6 Note that more papers were published in computer science in general over time.

http://inf.ufrgs.br/prosoft/resources/sr-explanations
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(a) Number of Primary Studies.
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53.1
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(b) Percentage of Primary Studies.

Fig. 1 Primary Studies: Number of Studies by Type per Decade.

– The empirical evaluation of explanations received much more attention
in the recent past. This is an indication that the field achieved a higher level
of maturity due to the progress made in terms of research methodology.

– Papers on foundational aspects of explanations are very scarce.

From a historical perspective, it seems that research on the topic of expla-
nations reached some plateau in the 1990s. In the 2000s, we see a stagnation,
but a considerable increase again in the past few years. We attribute the ob-
served stagnation in the 1990s to the declining role of knowledge-based systems
at that time. In some areas of decision support systems, and particularly in
the field of recommender systems, ML-based approaches became predominant
in the 2000s and researchers focused more on determining the right recom-
mendations than on the provision of explanations.

A measurable increase can be seen in the number of published research
papers on the topic in the past few years, indicating the importance and time-
liness of the topic. Furthermore, we expect more works in the future caused by
two recent trends in computer science. First, explanations of the behaviour of
a software system that are directed to the end user are clearly a key ingredient
for modern human-centric computing approaches [103]. Second, as discussed,
an increasing number of tasks are expected to be delegated to automated soft-
ware systems that are based on modern ML technology in the future. However,
to be accepted by end users, the suggestions made by advice-giving systems
must be perceived to be fair and transparent in many application domain, and
explanations are key to this.7

7 See http://www.fatml.org for a recent workshop series on fair, accountable, and trans-
parent machine learning approaches.

http://www.fatml.org
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4.2 RQ-1: What are the characteristics of explanations provided to users, in
terms of content and presentation?

To answer our first research question, we used the analysis method described
next. Primary studies analysed in the context of this research question are
those that proposed forms of explanations, consisting of techniques and
tools. Together, such types of studies are referred to as (explanation genera-
tion) approaches. We discuss the obtained results in terms of the content and
presentation of explanations.

4.2.1 Analysis Method

We followed principles from grounded theory [72] to investigate this question in
a systematic and unbiased way. Following these principles, we iterated through
all primary studies and labelled their proposed explanations with codes (in
grounded theory terminology) that captured key ideas associated with the
explanation content. For example, consider an explanation approach that has
the following system output: “The recommended alternative has A and B as
positives aspects, even though it has C as a negative aspect.” Explanations of
this type, in which the features of different alternatives are contrasted, were
labelled with the code Pros and Cons.

The inspection of all studies led us to a first set of codes. This prelimi-
nary set was then analysed, in order to merge codes that represent the same
underlying idea. For instance, there is an explanation that organises the sug-
gested alternatives in groups to highlight the trade-off relationships between
certain features [183]. This and similar approaches were initially labelled with
the code Trade-off. As both Pros and Cons and Trade-off represent the same
underlying idea of explaining the alternative options, these codes were merged.

At the end of the process, each form of explanation proposed in the con-
sidered studies was labelled with one or more codes related to what kind of
information is presented. After merging the codes, we ended up with 26 labels.
A similar method was adopted regarding how the information is presented.

4.2.2 Explanation Content

From the 26 codes, 17 refer to the type of information that was displayed, while
the 9 remaining codes are about general observations regarding content, such
as cases where explanations are context-tailored. The content-related codes are
described in detail in Table 7, while their occurrence frequencies are shown in
Figure 2. The different types of information presented in the explanations can
be organised in four main groups, as indicated in Table 7 and detailed as
follows.

User Preferences and Inputs. A possible way to explain a system’s suggestion
is to provide users with explanatory information that is related to the
provided inputs. The explanation can, for example, indicate (i) which of
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Table 7 Codes related to the Type of Information Conveyed in Explanations.

Label Description

U
se

r
P

re
fe

re
n
c
e
s

a
n
d

In
p
u
t

Decisive Input Values Indication of the inputs that determined the resulting advice.
Preference Match Provision of information about which of the user preferences and

constraints are fulfilled by the suggested alternative.
Feature Importance
Analysis

Justification of the advice in terms of the relative importance of
features, e.g. by showing that changing feature weights would cause
the selected alternative to be different.

Suitability Estimate Indication of how the system believes that the user would evaluate
the suggested alternative, e.g. by showing a predicted rating.

D
e
c
is

io
n

In
fe

re
n
c
e

P
ro

c
e
ss

Inference Trace Provision of details of the reasoning steps that led to the suggested
alternative, e.g. a chain of triggered inference rules.

Inference and Domain
Knowledge

Provision of information about the decision domain or process, e.g.
about the main logic of the inference algorithm. For example: “We
suggest this option because similar users liked it.”

Decision Method
Side-outcomes

Provision of algorithm-specific outcomes of the internal inference
process, e.g. a calculated number that expresses the system’s con-
fidence.

Self-reflective
Statistics

Provision of facts regarding the system’s performance, e.g. by in-
forming the user how many times the system made decision sug-
gestions in the past that were accepted.

B
a
ck

g
ro

u
n
d

a
n
d

C
o
m

p
le

m
e
n
ta

ry
In

fo
rm

a
ti

o
n Knowledge about

Peers
Provision of information about the preferences of related users, e.g.
ratings given to a suggested alternative by social friends.

Knowledge about
Similar Alternatives

Indication of similar alternatives that were an appropriate (sys-
tem’s or user’s) decision in a similar context in the past, e.g. items
that the user or related peers showed interest in.

Relationship between
Knowledge Objects

Provision of information about the relationship between features,
or features and users. This can be done, for example, in the form
of a directed acyclic graph representing a causal network.

Background Data Provision of (external) background data specific to the current
problem instance, e.g. data derived from processing posts in a social
network, which were considered in the decision inference process.

Knowledge about the
Community

Provision of information that supports the decision based on the
behaviour and preferences of a community, e.g. showing the general
popularity of the proposed alternative.

A
lt

e
rn

a
ti

v
e
s

a
n
d

th
e
ir

F
e
a
tu

re
s

Decisive Features Indication of the features of the alternative that are key to the
decision.

Pros and Cons Indication of the key positive and negative features of the alterna-
tive.

Feature-based Domi-
nation

Justification of a decision in terms of the dominance relationship
between two alternatives, e.g. by showing that an alternative is not
selected because it is dominated by another.

Irrelevant Features Indication of features that are irrelevant for the decision, typically
when the values of such features in the suggested alternative are
not considered good.

the user preferences and constraints were fulfilled and which were not, (ii)
to what extent the system believes that the recommended alternative is
appropriate given the stated preferences, or (iii) which inputs were the
most decisive when determining the suggestion.

Decision Inference Process. Providing information about the inference process
of a specific decision problem (e.g. in the form of traces) was the most com-
mon approach in classical expert systems. Some explanations only provide
the general logic of the system’s internal inference process; others mention
system confidence in the suggestion or the success rate in past decision
making situations.

Background and Complementary Information. A reduced amount of explana-
tions provide additional background information that is specific to the
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Fig. 2 Occurrence of Codes related to Explanation Content.

given decision making instance. Various types of background and comple-
mentary information were identified. Explanations can, for example, pro-
vide more information about the knowledge sources that were used in the
inference process or how relevant entities in the knowledge base are inter-
related. They can also refer to past suggestions or user choices in similar
situations, or mention which users liked the suggested alternative.

Alternatives and their Features. A common approach in the literature is to
explain the system’s suggestion by analysing the features of the alterna-
tives. Some explanations consist of lists of features, pro and con, for each
alternative; others refer to dominance relationships based on the features,
but most explanations show which features were decisive in the inference
process.

We made the following additional observations regarding orthogonal as-
pects when analysing which kind of information is conveyed to the user within
the explanations.

Baselines and Multiple Alternatives First, in most cases the provided explana-
tions focus solely on one single (recommended) alternative. For example, such
explanations contain details about the features of the alternative, describe in
which ways it is suitable for the user, or how the decision was made. How-
ever, there are some approaches that use other alternatives as a baseline for
comparison. We observed two forms of including baselines in such a compari-
son. One option is to use one single alternative (e.g. the second best choice), as
done in [179,125]. As an example, the provided explanation can detail in which
ways the best alternative is favourable over the second best option. A different
approach is to contrast one alternative with a set of other options [26,149,90].
In this case, the explanation highlights why the best alternative is generally
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better than the group of other alternatives, e.g. in terms of specific features.
Finally, there are two cases [137,183] in which the explanation does not refer
to one single best alternative as a reference point to compare other options
with, but to a group of alternatives (equally suitable regarding a considered
aspect) or groups of rules that were used in the inference process.

In one of these studies [183], a key goal is to educate users about the trade-
off among options by means of explanation interfaces. This can be achieved
by these explicitly provided explanations and also by providing interactive
decision making support, such as by means of dynamic critiquing [147].

Context-tailored Explanations Which information an explanation should pro-
vide to the user can depend on various factors, including the expertise or
interests of users, or their current situational context. We identified 16 pri-
mary studies in which explanations are tailored to the current situation in
different forms, e.g. by using different levels of detail. Moreover, group deci-
sions can be seen as a very specific context. In our review, we found only one
single approach [135] that focuses on explaining decision suggestions that were
made for a group of users.

External Sources of Explanation Content As discussed, some explanations
provide information associated with background knowledge, but such knowl-
edge is almost always associated with the decision inference process. Four ap-
proaches [254,46,156,44] in the e-commerce domain exploited external sources
of information, namely product reviews.

Interactive Explanations In some approaches, the explanations provided by
the system represent a starting point for further user interactions, e.g. asking
the user for additional input. The common types of questions associated with
user interaction are: (i) what-if (what the output would be if alternative input
data were provided); (ii) why (why the system is asking for a particular input);
and (iii) why-not (why the system has not provided a given output). These
questions were addressed in 10, 37, and 13 studies, respectively. These three
types of questions, together with the how -question (how the system reached
a certain conclusion), are those typically addressed in expert systems. Expla-
nations that address the how -question appear in Table 7, mainly as inference
traces. In addition, some explanations given as answers to this question trace
the path from a decision to the given user input. As result, they only report
the input that actually led to the decision.

4.2.3 Explanation Presentation

Now that we have discussed the content of explanations, we proceed to how
they are presented to users. Codes were also used in this analysis. As result of
the categorisation of the different ways of how explanations are presented, we
identified 8 presentation codes, which are shown along with their occurrence
frequencies in Figure 3.
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Approach Tool Total
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Other 2 2 4
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Fig. 3 Occurrence of Codes related to Explanation Presentation.

The most frequent code is by far natural-language-based, i.e. most of the
approaches use a text format to display explanations to the user. Note that we
also used this code to label explanations that are based on pre-defined tem-
plates, which were, for example, instantiated with lists of features before they
were presented to the user. Alternatively, displaying simple lists of various
things (e.g. features, users, alternatives, past cases, conclusions derived in the
decision process) was chosen as a presentation form by a number of studies.
Different forms of visualisations, e.g. in the form of graphs, are also quite com-
mon means to convey the explanatory information to the user. Only a smaller
number of studies presented inference traces (or other forms of logs) to the
user as a final explanation presentation format. Finally, some studies struc-
ture the explanation as an argument, typically in the form of the Toulmin’s
argument structure [228].

There are four studies that used unusual forms of presentations, and we
assigned them to the group called Other. These are the types of outputs in this
group: (i) audio [219], which uses voice as output; (ii) highlighting [193], which
presents an alternative with highlighted aspects; (iii) query results [10], when
the explanation is the result of a database query; and (iv) OWL (Ontology Web
Language) [204], when explanations are given using this technical language
(to be further processed for presentation to the end user). Studies that do not
specify how the explanations are presented to the user were assigned to the
group Not Specified.

4.3 RQ-2: How are explanations generated?

Having discussed what is actually presented as explanations to end users, we
now proceed to the investigation of how they are generated in the proposed ap-
proaches. Specifically, we are interested in the inner workings of processes that
take the outcomes of a decision inference method (that was used to determine
the suggested alternative) to produce what is finally shown as an explanation.
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4.3.1 Explanation Generation Process

We observed that most of the studies investigated in our review do not provide
many details about this process. The reason is that in most cases the expla-
nation generation process is closely tied to the underlying decision inference
method and the data that is used to determine the suggested alternative. If,
for example, the underlying inference method is rule-based, the explanation
presented to the user might consist of a set natural language representations of
the rules that were triggered. In many of these cases, no further information is
provided regarding whether any additional processing was needed to generate
what is finally presented to the user in one of the different forms shown in the
previous section.

Only a few studies implemented more complicated explanation generation
processes. In particular, when the underlying inference method is based on
multi-criteria decision theory (MAUT) [118], to derive an explanation for the
user, specific algorithms are often provided to analyse user preferences with re-
spect to the features of the alternatives (e.g. [44,123,125]). Approaches based
on artificial neural networks (e.g. [186,152,152,153]) also often specify algo-
rithms to extract rules from the network to generate the explanations.8

Although there is limited information regarding the explanation generation
process in most of the approaches, we identified three factors that strongly
influence the selection of what sort of explanation will be provided. In a few
studies, the application domain plays a key role in this process. 18 (out of 101,
or 17.8%) explanation generation techniques are domain-specific, that is,
their proposals are focused on, and possibly tailored to, a particular domain.
Domain-specific approaches can be found in the recent past mostly in the
fields of Computing & Robotics and Media Recommendation. They exploit
information types that are only available in a certain domain to produce richer
explanations. The approach proposed by Briguez et al. [31] is an example of
such a work, in which the authors identified specific argument structures that
can be used in the media (movie) recommendation domain. However, from
techniques that focus on a particular domain, many do not exploit any
domain specificities. Domain specificity is not analysed in studies involving
tools, because they are always developed with a focus on a particular domain.

In addition to the application domain, we identified two other key drivers
of the explanation generation process. The first is the purpose for which ex-
planations are provided in an advice-giving system and, second, the adopted
underlying decision inference method, as briefly discussed above. These are
further discussed in the next sections.

8 We remind the reader that approaches that simply provide a rule extraction algorithm
without detailing how the explanations are provided to the end user are excluded from our
review as specified in our inclusion and exclusion criteria.
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Table 8 Explanation Purposes Identified in Primary Studies (based on [222,33]).

Purpose Source Description

Transparency [222,33] Explain how the system works
Effectiveness [222] Help users make good decisions
Trust [222,33] Increase users’ confidence in the system
Persuasiveness [222,33] Convince users to try or buy
Satisfaction [222] Increase the ease of use or enjoyment
Education [33] Allow users to learn something from the system
Scrutability [222] Allow users to tell the system it is wrong
Efficiency [222] Help users make decisions faster
Debugging [33] Allows users to identify that there are defects in the system

4.3.2 Purpose of Explanations

Previous surveys highlighted the importance of considering the intended pur-
pose of explanations when designing an explanation facility [222,33]. The in-
tended purpose, which can be, for example, to persuade users to accept a
suggested alternative, should determine what information should be conveyed
to the user. However, most of the studies analysed in our review do not ex-
plicitly state their purpose or, more specifically, their intended purpose [65].

Therefore, we adopted an analysis method, in which we searched in tech-
nique and tool studies for sentences that indicate the underlying explanation
purpose of the study. To categorise the different studies, we used the list of
possible purposes proposed by Tintarev and Masthoff [222] as a basis. We then
extended this list with additional categories that we found during the analysis
and specifically included categories that were identified in an earlier work on
explanations by Buchnan and Shortliffe [33].

The resulting list of explanation purposes found in the studies is shown in
Table 8. Some of the mentioned explanation purposes from the two reference
works are in fact similar, but the authors used different labels, e.g. trans-
parency vs. understanding or trust vs. acceptance. In these cases, we used the
label that is used in the more recent reference work.

Figure 4 shows how often each intended purpose is in the focus of the in-
vestigation in our primary studies. Each study can be associated with more
than one purpose. The majority of the studies (124, or 65%) are, however, con-
cerned only with one single purpose. From the studies associated with multiple
purposes, only one study [99] explicitly states five of them (maximum). In one
case [32], the purpose is a parameter of the explanation generation process
(and classified as parameterised in Figure 4). In 11% of the cases (21 stud-
ies), we could not identify a single sentence within the respective paper that
indicates the purpose of the explanations.

As can be seen in Figure 4, in which we also indicate the decade in which
the respective studies were published, the most common explanation purpose
is to provide transparency, i.e. to explain how the system ended up with the
suggested alternative(s). The provided explanations in these studies focused on
exposing the system’s inference process in order to make the recommended de-
cision understandable. The authors of one study [166] argued that this aspect
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is particularly critical because “[the] human user bears the ultimate responsi-
bility for action” and, therefore, she should be able to explain the decision.
Transparency is also seen as key for users to develop trust toward the sys-
tem [68,244,154]. In some studies that focus on transparency, trust is thus not
the direct purpose of the system’s explanation facility, but an expected indirect
effect of transparency. In a number of other works, however, trust-building is
explicitly mentioned as the goal of the explanations.

The second most frequent purpose of explanations in the analysed primary
studies is effectiveness, i.e. to help users assess if the recommended alternative
is truly adequate for them.9 Persuasiveness, i.e. a system’s capability to nudge
the user to a certain direction, which can be conflicting with effectiveness [46],
was also in the focus of a number of studies.

Looking at the historical developments, we can observe in Figure 4 that
other potential purposes, like user satisfaction, scrutability, and efficiency, re-
ceived more attention in the recent past. Reducing the user’s cognitive load
and trying to increase their satisfaction with the system (thereby increasing
their intention to return) are essential aspects for e-commerce applications,
which have been increasingly investigated during the past few years. In this
commercial context, the potential persuasive nature of explanations [21] also
attracted more research interest recent years.

4.3.3 Underlying Decision Inference Methods

Given that in most cases the explanation generation process is highly coupled
with the underlying inference method, we analysed which methods are used
in the investigated primary studies to infer the suggested alternative. Table 9
shows the outcomes of this analysis, in which one study may fall into more
than one category, if it uses different methods.

Given the historical importance of explanations in the context of (rule-
based) expert systems, it is not surprising that the majority of the examined

9 One of the examined studies [193] focused on safety in the context of decisions with
critical consequences. We included it in the category effectiveness.
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Table 9 Decision Inference Methods: Method Type by Decade.

Category Subcategory 1980 1990 2000 2010 Total %

Knowledge-based 33 50 28 31 142 68.3%

Rule-based 28 33 11 7 79 55.6%
Logic-based 2 3 3 8 16 11.3%
Multi-Criteria Decision Making 0 1 3 5 9 6.3%
Constraint-based 0 1 1 0 2 1.4%
Case-based Reasoning 0 1 3 2 6 2.9%
Other 3 11 7 9 30 21.1%

Machine Learning 2 13 12 24 51 24.5%

Feature-based 2 13 6 11 32 62.7%
Collaborative-filtering 0 0 5 5 10 19.6%
Hybrid 0 0 1 8 9 17.6%

Mathematical Model 0 2 0 0 2 1.0%

Human-made Decision 0 1 0 1 2 1.0%

Algorithm-independent 0 3 3 5 11 5.3%

studies adopted a knowledge-based approach for decision inference and, cor-
respondingly, for generating the explanations. Again, we can see the declining
role of rule-based systems over the years and an increasing adoption of ap-
proaches based on ML. We use a two-level categorisation scheme to be able
to detect the developments over time in a fine-grained manner. Based on such
a categorisation, we can see, for example, that explanations for collaborative-
filtering recommender systems are only investigated after the year 2000.

The subcategory Other covers various alternative forms of knowledge-based
approaches, including those that use special heuristics or ontologies, as well as
studies that state that they use a form of knowledge-based reasoning without
providing further details. Besides two studies that use mathematical models to
infer the suggested alternative, there are two approaches [167,32] in which a
decision is actually provided by the user, and the system seeks to complement
this decision with an explanation. Their goals are: (i) to record the decision
rationale for future inspections; or (ii) to provide an explanation on behalf of
decision makers, who have expertise on the domain, to save their time.

Finally, Table 9 shows that only 11 approaches discuss explanation gen-
eration approaches that are independent of the underlying inference method.
In some sense, this is not surprising, because generating an explanation us-
ing solely the user inputs or context together with the selected alternative
is not trivial. However, this deserves further investigation, because extracting
explanations from today’s decision inference methods is becoming increasingly
complex due to the increasing complexity of widely adopted ML algorithms,
which may be even confidential, as argued by both Zanker and Ninaus [252]
and Vig et al. [231]. These authors decouple explanations from the underlying
inference method by proposing the so called knowledgeable explanations and
tag-based explanations, respectively. This can lead to explanations that may be
disconnected from the reasons of why a decision inference method suggested a
particular alternative. Although this alleviates the problems discussed above,
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Table 10 Technique and Tool Studies with Evaluation (Number and Percentage).

1980 1990 2000 2010 Total
# % # % # % # % # %

Technique 0 0.0% 5 21.7% 11 50.0% 19 46.3% 35 34.7%
Tool 0 0.0% 3 7.7% 1 5.6% 1 6.7% 5 5.6%

Total 0 0.0% 8 12.9% 12 30.0% 20 35.7% 40 21.1%

it compromises system transparency. Another direction is the use of ML al-
gorithms that allow to produce explainable recommendations, proposed by
Zhang [254], which use latent factor models.

4.4 RQ-3: How are explanations evaluated?

We now focus on how explanation generation approaches were evaluated and,
in some cases, compared. We first discuss whether the respective proposed
forms of explanations were evaluated in the paper in which they were pub-
lished. We then detail the types of evaluations adopted as well as the domains
chosen to perform them. Finally, as the most common way of evaluating ex-
planations is by means of user studies, we report their characteristics, such as
their independent and dependent variables as well as sample size.

4.4.1 Presence of an Evaluation

Considering technique and tool studies, we investigated to what extent
explanations were evaluated in the paper that they were proposed. In this
analysis, we considered any form of evaluation except cases in which the au-
thors simply described a simple scenario (i.e. a toy example) to illustrate the
use of the proposed approach and the explanation produced, even if this toy
example was referred to as case study by the authors.

The results are shown in Table 10, in which we can observe that less than a
quarter (21.5%) of the studies involving techniques and tools contains any
form of evaluation, apart from toy examples. This can be partially explained
by the fact that, when many expert systems papers were published (in the
1980s and 1990s), the methodological requirements in this field were probably
lower in terms of evaluations than they are today.

Nevertheless, it is surprising that even nowadays (from 2010-present), the
presence of an evaluation accompanying the proposal of a new form of expla-
nation is still not typical, with almost two thirds of all analysed studies lacking
a proper evaluation. In some studies, this can be explained by the fact that the
main focus of the work was on another contribution, e.g. a recommendation
algorithm or an expert system that included an explanation facility, and the
evaluation is then limited to this main contribution.
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4.4.2 Evaluation Types and Domains

Next, we analyse which type of evaluation researchers applied to assess or
compare different explanations provided by a system. Figure 5 shows the five
main types of evaluation that we found in the primary studies in which new
forms of explanations are proposed. As can be seen, all identified evaluation
types are empirical. We do not include the 22 evaluation studies in Figure 5,
because all of them describe results of user studies.

User studies are the predominant research method used to evaluate pro-
posed techniques and tools, occurring in more than half (52.4%) of the
cases. This is expected because there is no formal definition of a correct or
best explanation in many application scenarios. In these cases, the only way to
evaluate the provided explanations is to capture the subjective perception of
the users or to monitor the impact of the explanations in the user behaviour.

Possibly due to the time required to conduct user studies, alternative eval-
uation types, which do not require the availability of participants, were the
choice in the remaining studies. Most of these, 12 in total, included a cus-
tomised form of empirical evaluation, which involved generating explanations
based on the proposed approach, and collecting measurements that are possi-
bly specific to the explanation problem. An example of such a measurement
is explanation coverage [216], which is defined as the fraction of features that
are part of the user preferences that are used in the explanation. Three stud-
ies focused specifically on the performance (computational efficiency) of their
approach. Finally, the remaining evaluations either comprised a pilot study, or
alternatively an acceptance test, or a set of case studies (reported in a single
study [137]).

Having looked at the evaluation type, we now analyse which domains re-
searchers chose to perform their evaluations. Figure 6a summarises the results
of the analysis of all studies that include an evaluation. The results show
that the most common application domain is Media Recommendation, fol-
lowed by Health. In addition, a number of evaluations was done in the context
of movie or music recommendation (which are included in the Media Recom-
mendation category) in the past few years. The same applies to the domain
of (e-)Commerce. In four studies, although there is an evaluation, the selected
application domain is not reported (No Domain in Figure 6a).
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Fig. 6 Domain Analysis.

To understand how the interest in particular application domains changed
over time, we present in Figure 6b the domains associated with studies that de-
scribe a tool. Such tools were more frequently proposed in the past decades,
as opposed to evaluation studies, which received more attention in recent years.
Considering tools, the Health domain has been consistently in the focus of
researchers over time. However, although it is the second most targeted do-
main in evaluations, the comparison between Figures 6a and 6b shows that the
Health domain has been largely more explored in the context of tools than
in evaluations. The popularity of this domain in developed tools is mainly
due to the many expert systems of the 1980s and 1990s that were designed
to support medical decision making. Furthermore, we can observe that many
domains were not explored in the past few years, but this is also a consequence
of the generally declining number of studies that describe tools.

4.4.3 User Studies

We now investigate the user studies in more depth. We first discuss their
design details in terms of the independent and dependent variables, followed
by an analysis of their sample size, i.e. the number of involved participants.
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Independent Variables Figure 7 shows the independent variables of the study
designs. In a few (four) cases, only one single treatment was used (marked as
ST). In ten studies, explanations were presented in one condition but not in the
other (marked as WN, standing for With explanations and No explanations).
The majority of the studies, however, compared different kinds of explanations
or the impact of their presence when providing a recommendation. In some
of these studies, one of the alternatives was providing participants with no
explanation. The label at the bottom of the bars in Figure 7 indicates how
many alternatives were compared, while the label at the top provides the
number of studies that had this number of alternatives.

We distinguished cases in which the study focused solely on different types
of explanations (i.e. the only varying component of the information presented
to the user is the explanation, while other components remain fixed) and cases
in which the focus was on aspects of the user interface (i.e. presence or absence
of alternative interface components, which influence the provided explanation).
The former cases are referred to as alternative explanations in Figure 7, while
the latter are considered alternative user interfaces.

A smaller amount of studies (Other, in Figure 7) investigated other relevant
explanation-related aspects, such as the impact of the user’s expertise level and
different explanation properties. Examples of such properties are: (i) source,
which indicates from where the information presented in the explanation is
extracted; (ii) length, measured by the number of characters or number of
features used in an explanation; (iii) direction, which can either be positive and
aimed at justifying why a certain alternative fits a certain user, or negative,
when it justifies the relaxation of certain input conditions; and (iv) confidence,
which is associated with the vocabulary used in explanations, indicating how
confident the system is with respect to the suggestion made to the user.

Dependent Variables The different measurements that were collected in the
user studies are summarised in Figure 8. Note that several measurements
were made in the majority of the studies. Various studies included the col-
lection of the opinion of study participants on certain aspects. The second
most adopted measurement, which we refer to as explanation exposure delta,
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Table 11 Types of Dependent Variables in User Studies.

Measurement Type Description

Subjective Perception
Questionnaire

Participants are asked a set of questions in order to obtain participants’
subjective view with respect to different explanation aspects. Responses
are typically collected using a Likert-scale.

Explanation Exposure
Delta

Measures the difference between a score given by participants before and
after the presentation of an explanation.

Domain-specific
Metrics

Measurement of metrics that are meaningful only in particular domains,
e.g. percentage of forecasts that were adjusted (forecasting domain).

Correct Choice or
Tasks

Evaluates how many correct choices (or accomplished tasks) participants
are able to make, when there is a notion of choice correctness assumed
in the study (e.g. a disease diagnosed based on symptoms).

Learning Score Measures how much participants learn by interacting with the system.
Interest in Alternative Measures to what extent participants are interested in the recommen-

dation, e.g. by rating the recommended alternative.
Recommendation
Acceptance Likelihood

Measures whether participants agree with a recommendation or pre-
dicted suitability score.

Accuracy Measures the difference between the predicted suitability of suggested
alternatives and how participants evaluate them considering provided
explanations.

Effort Measures how much effort (in time) participants spend making a decision
or evaluating an explanation.

UI Interaction Measures how participants interact with the user interface, e.g. number
of clicks or requests to more detailed explanations.

Choice of Explanation Asks participants which from a set of alternative explanations they pre-
fer.
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Fig. 8 Types of Dependent Variables used in User Studies.

was first adopted by Bilgic and Mooney [21]10 and uses a specific protocol
to evaluate explanations. These types of dependent variables are described in
Table 11, together with the many other variable types shown in Figure 8.

Looking at the subjective perception questionnaires in more detail, we ob-
served that participants were asked a wide variety of questions in the studies
in order to investigate different aspects of explanations. We selected terms
commonly used to refer to these aspects, given that there is no standardised
terminology to classify the analysed aspects. Each question was classified us-
ing our selected terms. An example is asking the participant to indicate the
agreement with the sentence: “The user interface is easy to use,” which is

10 Bilgic and Mooney’s work is not included in this review because it was published in a
workshop and not part of the databases searched in our review. We discuss the choice of
databases and possible research limitations later in the paper.
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Fig. 9 Tag Cloud of Question Topics in Subjective Perception Questionnaires.

Table 12 Number of Participants in User Studies.

Study Design Number of Mean Standard Median Min Max
Studies Deviation

Single Treatment 4 22.0 9.2 23 10 32
Between-subjects 20 106.3 68.4 98 7 215
Within-subjects 21 112.9 147.8 40 9 556

All Studies 45 101.9 112.2 54 7 556

associated with usability. Since such a classification approach leaves room for
interpretation, we do not report specific occurrence numbers here, but repre-
sent the information in the form of a tag cloud (Figure 9). The tag cloud shows
that transparency is one of the main aspects that are evaluated in user studies.
This observation matches the results from Section 4.3.2 (Figure 4), in which
transparency is mentioned as the most frequently stated intended purpose of
providing explanations. A similar observation can be made for trust. Interest-
ingly, satisfaction was often in the focus of the questionnaires, even though
it is not commonly listed as an investigated explanation purpose. Note that
satisfaction, according to Tintarev and Masthoff [222], refers to usefulness and
usability, but they are often explicit targets of specific questions.

Sample Size We now consider the number of subjects that were involved in
the user studies. We differentiate between three study designs: (i) single treat-
ment, in which no comparison is made; (ii) between-subjects, in which sub-
jects are split into groups and receive different treatments; and (iii) within-
subjects, in which all subjects experience all of the different treatments. Typ-
ically, between-subjects studies should have a higher number of participants
to achieve statistical significance. We present a box plot of the number of par-
ticipants according to the different study designs in Figure 10 and provide the
exact numbers and further details in Table 12. Two between-subjects studies
were not considered in this analysis because they do not report the number
of participants. Moreover, when there is more than one user study reported in
the same work, we considered each user study individually.

Even though the single largest study had a within-subjects design, between-
subjects studies indeed had the largest median of participants. Moreover, not
only the study design should influence the number of required participants,
but also the number of factors that are investigated. However, we did not ob-



26 Ingrid Nunes, Dietmar Jannach

●

●

Single Treatment Within−subjects

0
10

0
20

0
30

0
40

0
50

0

Between−subjects 

Study Design

N
um

be
r 

of
 P

ar
tic

ip
an

ts

Fig. 10 Sample Size in User Studies.

serve a relationship between these aspects. For example, the study performed
by Guy et al. [85] with 412 participants is a within-subjects study and has five
treatments (different versions of recommender systems). In contrast, Felfernig
and Gula [63] performed a study with 116 participants followed a between-
subjects design and evaluated eight different versions. Finally, we observe that
the number of participants of single treatment studies is typically low. A pos-
sible reason is that empirical studies are expected in an increasing number
of subfields of computer science, and researchers resort to comparably sim-
ple studies in order to provide some form of evaluation. In any case, the low
number of participants involved in these studies is a potential threat to their
external validity.

4.5 RQ-4: What are the conclusions of evaluation or foundational studies of
explanations?

After analysing how researchers evaluate different forms of explanation, we
now focus on the conclusions they reached. This analysis also includes the
main findings of the few foundational studies that we identified.

4.5.1 Analysis Method

A number of primary studies associated with techniques and tools only
provided anecdotal evidence that the proposed approach is generally feasible
or produces reasonable explanations. Additionally, in some cases, data was
gathered to describe general characteristics of the generated explanations, such
as their length. Such forms of unstructured evaluation, unfortunately, only
provide limited evidence of the true benefits of the proposed approaches. We
next thus only analyse conclusions that are based on user studies, including
those published in evaluation papers.
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As there is no standard design for user studies that evaluate forms of expla-
nations, combining the results reported in the literature is not trivial. Again, to
avoid researcher bias, we devised the following systematic way to analyse and
contrast the obtained results. First, we extracted explicitly stated key obser-
vations and conclusions that were made by the authors of the studies. In this
step, we did not infer any additional conclusions based on the provided data
and also did not question the validity of the conclusions stated by the authors.
Second, we classified the conclusions according to the explanation character-
istics that were investigated in the studies. Often, these characteristics match
possible explanation purposes and, in case they were not explicitly stated, we
inferred this information from the measurements.11 Third, we organised the
conclusions as tuples of the form 〈direction target-explanation-style

[compared-explanation-styles]〉. The direction can be positive, negative,
or neutral, indicating that the target (proposed) explanation style increases,
decreases, or has no impact in a certain measurement when compared with
other explanation styles. We use the term explanation style to refer to the
specific forms of explanation considered in the studies. When no information
about other explanation styles is given, it means that the baseline is the pro-
vision of no explanations.

4.5.2 Conclusions Reached in User Studies

We split the results of our analysis, i.e. the set of recorded tuples, into three
parts. Studies that found positive effects of providing explanations vs. provid-
ing no explanations are listed in Table 13. Studies that report positive effects in
a comparison with alternative explanation styles are given in Table 14. Studies
with neutral and negative conclusions are shown in Table 15.

The largest amount of conclusions reached in the studies are related to the
effectiveness of explanations, typically measured by the explanation exposure
delta, which in this case the lower, the better.12 These conclusions are also
those that diverge the most. Given that the reported results concern different
explanation styles, the observed divergence means that specific forms of ex-
planations lead to more effective decisions. Moreover, this also suggests that
there may be confounding variables in some studies, such as the accuracy of
the underlying decision inference method and the study domain, which may
influence the observed outcomes. Three studies illustrate the possible existence
of such confounding effects. A study in the robotics domain [237] showed that
explanations lead to higher effectiveness only when the robot ability is low.
Ehrlich et al. [60], who initially observed no statistical difference in their user
study, based on a finer-grained analysis of their results, concluded that expla-
nations are helpful when the correct recommendation is provided, which is not
the case in the absence of such a recommendation. Furthermore, the four user

11 Some authors measured the accuracy of the decisions or ratings of the study participants.
Such a measurement is categorised as investigating the effectiveness of the explanations.
12 Higher deltas mean that users tend to overestimate or underestimate suggested alterna-

tives based on explanations.
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Table 13 User Studies with Positive Results with respect to No Explanations.

Purpose Explanation Style

Effectiveness Confidence+Sensor Data with Low Robot Ability [237]
Decisive Input Values [213]
Derived Topic Models and Time Intervals [199]
Explanation Interfaces [183]
Peer Graph Navigation [171]
Tag-based [231]

Transparency Confidence+Sensor Data with Low Robot Ability [237]
Decisive Input Values [213]
Derived Topic Models and Time Intervals [199]
Justification [133]
POMDP* Translation [236]
Tag-based [231]

Persuasiveness Peer Information [84]
Peer- and Tag-based [85]

Satisfaction Justification [133]
Music Domain Knowledge [174]
Pros and Cons [63]

Trust Confidence+Sensor Data with Low Robot Ability [237]
How/Why/Trade-off [238]
POMDP* Translation [236]
Pros and Cons [63]

Usefulness Decisive Features [157]
Match Score+Decisive Features [252]
Match Score+Decisive Features [251]

Ease of Use Explanation Interfaces [183]
Efficiency Decisive Features [252]
Education Decisive Features [189]

* POMDP stands for partially observable Markov decision process.

studies reported by Tintarev and Masthoff [224], which involved more than one
domain, led to slightly different results regarding effectiveness—some results
were not significant while others provided evidence that presenting popularity-
based or non-personalised decisive features are more effective than presenting
decisive features in a personalised way.

Contradicting results were also observed when the goal of the studies in-
cluded the investigation of the persuasiveness of explanations. The data in
Table 13 shows that persuasiveness was mainly achieved when explanations
are based on social information, such as peer ratings. Negative results were ob-
tained when tags were used as a basis for explanations. In addition, the studies
that compare different explanation styles (Table 14) confirm the value of so-
cial information when designing persuasive explanations [91,203,71]. Only in
one single study [254], it turned out that a traditional explanation of the form
“people also viewed” was less persuasive than personalised features. These are
decisive features of an alternative selected based on preferences of the user
receiving the recommendation.

Transparency and many of the user-centric purposes—trust, satisfaction,
and usefulness—share similar results. Most of the studies indicate that ex-
planations can in fact help to achieve these purposes. If not, the results do
not provide evidence of negative effects. This is not the case, however, of ease
of use. There are two studies associated with no effect in that respect, and
only one reporting improvement. This improvement was achieved not only
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Table 14 User Studies with Positive Results with respect to Alternative Explanations.

Purpose Explanation Style

Effectiveness Non-personalised Decisive Features (Personalised, Popularity): Cameras [224]
(Non-)personalised Tag-based (Keyword-based) [68]
(Non-)personalised Tag-based (Popularity, Neighbours) [69]
Predicted Rating (Popularity, Single Feature) [87]
Trace (Justification, Strategy) [217]
Visualisation (Histogram) [52]

Transparency Personalised Tag-based (Non-personalised, Confidence, Neighbours) [69]
Visualisation (Histogram) [52]

Persuasiveness Histogram (20 explanations) [91]
Justification (Trace, Strategy) [245]
Personalised Features (People also Viewed, No explanation) [254]
Social Explanations (Peers, Personalisation) [203]
Social Explanations+Decisive Features (Authority, Social Proof) [71]

Satisfaction Personalised Decisive Features (Non-personalised, Popularity): Movies I [224]
Personalised Decisive Features (Non-personalised): Cameras [224]
Non-personalised Decisive Features (Popularity): Movies Final [224]
(Non-)personalised Tag-based (Keyword-based) [68]
Personalised Tag-based (Popularity, Neighbours) [69]
Predicted Rating (Popularity, Single Feature) [87]

Trust Confidence+Decisive Features (Confidence) [36]
Usefulness Contextualised Deep Explanations (Non-contextualised) [141]

Trace (Justification, Strategy) [217]
Ease of Use Contextualised Deep Explanations (Non-contextualised) [141]

Tag-based (Item-based, Feature-based) [47]
Efficiency (Non-)personalised Tag-based (Keyword-based) [68]

(Non-)personalised Tag-based (8 explanations) [69]
Education

through the provision of explanatory information to users, but an enhanced
user interface that categorises the suggested alternatives, possibly helping the
user while analysing them. The non-existence of an effect on ease of use in
the other studies is probably caused by the increased cognitive load for the
users when more explanatory information is displayed. The fact that users
have more information to process in such situations also explains the mostly
negative effects of the provision of explanations on efficiency.

With respect to the purpose of education, there are only two studies, which
reached different conclusions. Furthermore, none of the analysed user studies
focused on the remaining purposes of explanations mentioned in the literature,
namely scrutability and debugging.

Aside from the explanation purposes, some studies analysed the orthog-
onal aspect of personalising explanations. Gedikli et al. [69] showed that a
personalised version of an explanation approach based on tag clouds led to
higher levels user-perceived transparency than the non-personalised version
and had a modest positive effect on satisfaction. However, the opposite can be
observed with respect to effectiveness and efficiency. Their earlier study [68]
indicates that personalisation had only a modest effect on efficiency, satisfac-
tion, and effectiveness. Similarly, based on their four user studies, Tintarev
and Masthoff [224] concluded that personalised decisive features led to (some-
times modest) increased satisfaction. Nevertheless, this type of explanations
caused a significant lower effectiveness in one of the studies.
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Table 15 User Studies with Neutral or Negative Results.

Purpose Explanation Styles with
Neutral Results Negative Results

Effectiveness Confidence+Sensor Data with High
Robot Ability [237]
Hierarchic+Deep Explanations [161]
Match Score (No recommendation,
Recommendation) [60]
MovieLens [91]
(Non-)personalised Decisive Fea-
tures (Popularity): Movies I [224]
Non-personalised Decisive Features
(Personalised): Movies II [224]

(Non-)personalised Decisive Fea-
tures (Popularity): Movies Fi-
nal [224]

Transparency Confidence+Sensor Data with High
Robot Ability [237]

Persuasiveness Tag-based [85]
Satisfaction Personalised Decisive Features

(Non-personalised): Movies II [224]
Trace (Justification, Strategy) [217]

Trust Confidence+Sensor Data with High
Robot Ability [237]
Match Score+Decisive Fea-
tures [251]

Usefulness
Ease of Use Match Score+Decisive Fea-

tures [252]
Match Score+Decisive Fea-
tures [251]

Efficiency Derived Topic Models and Time In-
tervals [199]
Pros and Cons [63]

Education Domain Knowledge [159]

A few studies are not reported in the summary tables as they focus on
specific aspects of explanations. Ramberg [185] analysed the impact of differ-
ent expertise levels of the users and concluded that experts and novices have
different preferences regarding the provided explanations. One study [215] in-
vestigated two explanation aspects: direction, which can be positive or neg-
ative, and source, which can be a decision support system or self-generated
(by participants). The authors concluded that negative explanations are more
influential than positive explanations, when they are generated by a decision
support system. Finally, Gönül et al. [74] focused on the particular explanation
characteristics confidence and length and their study indicates that strongly
confident and long explanations are more persuasive.

4.5.3 Conclusions Reached in Foundational Studies

Our literature search returned only a few foundational studies. A study
performed by Tintarev and Masthoff [221] confirms the potential value of per-
sonalisation as discussed above. According to their findings [221], explanations
should be customised to the user, focusing on an appropriate set of features
of the suggested alternative. They also suggest that explanations should be
tailored to the context. Furthermore, they proposed two additional guidelines
that state that (i) from the many features of alternatives, considering only
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a short list from which personalised features are selected is enough to sat-
isfy most of the users; and (ii) the source of the explanations matters (e.g.
peers mentioned in the explanation). Additional guidelines and patterns that
complement this study were proposed by Nunes et al. [169] which, for exam-
ple, state that explanations should be concise and focus on the most relevant
criteria.

Three additional user studies did not evaluate aspects of the explanations
themselves (thus not classified as evaluation studies), but investigated ex-
trinsic aspects that contribute to a better understanding of explanations. The
impact of mental models was investigated by Rook and Donnell [194], who con-
cluded that it is important that users understand the expert system’s reasoning
process and the information provided in explanations to make good decisions.
Giboney et al. [70] found out that justifications that match user preferences
(cognitive fit) are valuable for increasing the acceptance of recommendations
of knowledge-based systems. The results show that when this match occurs,
users tend to be more engaged, leading to longer interaction times with the
system. Finally, Gregor [78] investigated the usefulness of explanations in dif-
ferent contexts. The main outcome of the study is that explanations are more
often accessed and helpful in cooperative problem solving situations. Moreover,
when explanations are more often accessed, the problem-solving performance
increases, particularly when system-user collaboration is required. Note that
both these latter studies may indicate that more effective explanations are also
those that lead to decreased efficiency.

5 Discussion

Based on the results from our systematic review, we present our insights in
the field of explanations. Specifically, we (i) propose a new comprehensive tax-
onomy that captures the many facets that one might consider when designing
an explanation facility for an advice-giving system; and (ii) outline possible
directions for future works. We also discuss limitations of our review.

5.1 Explanation Taxonomy

A number of explanation taxonomies of different granularity levels has been
proposed in the literature in the past [246,42,79,126,127,160,178,231,23,65,
130]. These taxonomies cover a variety of different aspects of explanation fa-
cilities, such as their purpose, the knowledge they use internally, or the infor-
mation they convey to the user. Our review, however, revealed that there are
a number of facets should be considered when designing a new explanation
approach, which are not covered by these existing taxonomies.

The comprehensive new taxonomy that we discuss next is based both on the
primary studies that were investigated in our review as well as on the existing—
and sometimes not fully compatible—taxonomies from the literature. The un-
derlying idea of our taxonomy is that explanations that are presented to the
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user consist of one or more user interface components. A component can be
a justification in natural language, a histogram, or some other way of con-
veying information to the user. Our taxonomy, shown in Figure 11, includes
both general facets that are associated with explanations and their generation
approach as well as facets related to the content and the presentation of in-
dividual explanation components (referred to as user interface components),
which collectively comprise an explanation.

5.1.1 General Facets of Explanations

When designing an explanation approach, we should first determine what is
the objective of providing explanations to the users. Previous research work de-
scribed a number of possible explanation purposes, as discussed in Section 4.3.
These possible purposes (e.g. transparency, efficiency, and trust) are often pro-
vided as a flat list, indicating that they are independent. In reality, as stated
by Tintarev and Masthoff [222] and others, the possible purposes can, however,
be related in different ways. Achieving transparency can, for example, consti-
tute one of several factors that contribute to user trust in the system [68,244,
154,165]. Moreover, trust is usually not even the ultimate goal from the per-
spective of the provider of the advice-giving system, who might be interested
in increasing the user intention to continue to use the system in the future. In
the spirit of Jannach and Adomavicius’s work [106], we distinguish between
three levels of possible objectives of explanations:

(i) stakeholder goals, e.g. to increase the user’s intention to reuse the system;
(ii) user-perceived quality factors, which are system quality factors that can

contribute to the achievement of the stakeholder goals (e.g. trust); and
(iii) explanation purposes, which are explanation-specific objectives that can

contribute to achieving the objectives at the other levels.

The key idea of having these three levels is that the choice and design of an
explanation mechanism must be guided by the overarching goals that should
be achieved with the explanations. Without clearly knowing the underlying
motivations and in which ways the explanations are related to the quality
perceptions of users, explanations might be added to a system in an arbitrary
way. If, for example, the objective of the service provider is establish long-
term customer relations (i.e. quality improvement), the service provided must
optimise an adequate related quality factor at the user side (e.g. confidence).
Based on the selected quality factor, the chosen explanation design should
then support a corresponding purpose (e.g. effectiveness).

Based on previously proposed explanation purposes [222,33], the different
types of objectives can be further refined as shown in Figure 11. Additional
details about the objectives at the lower levels are provided in Table 16. We
highlight that, differently from Tintarev and Masthoff [222], we do not con-
sider satisfaction as a single objective, but split it into ease to use, enjoyment,
and usefulness. As shown in the analysis of evaluation studies, these are
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Fig. 11 Explanation Taxonomy.
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Table 16 Description of the Objective Facet.

Category Property Description

Stakeholder
Goals

Acceptance
Intention

Increasing the probability of users accepting the
suggestion (referred to as purchase intention in e-
commerce systems).

Education Providing users with knowledge to make decisions
in the system domain.

Use Intention Increasing the probability of users using the system.
Quality
Improvement

Improving the quality of user decisions (in terms of
correctness) by detecting possible system flaws.

User-perceived
Quality Factors

Confidence Being perceived as a system that helps users make
good decisions, i.e. making users confident of the
decision quality.

Ease of Use Being perceived as easy to use.
Enjoyment Being perceived as a system that brings enjoyment

to users.
Perceived
Transparency

Being perceived as transparent, i.e. a system that
exposes its inner workings.

Scrutability Being able to receive and use user feedback about
the decision advice.

Usefulness Being perceived as a useful system.
Trust Being perceived as a trustworthy system.

Explanation
Purposes

Effectiveness Providing information to allow assessment of
whether the suggested alternative is appropriate.

Efficiency Providing information to help users make faster de-
cisions.

Persuasiveness Providing information to convince users that the
suggested alternative is appropriate.

Transparency Providing information to understand the inference
logic of the advice-giving system.

investigated and evaluated separately, in addition to being possibly conflict-
ing. Explanations may be provided to increase the perceived usefulness of
the system, although this may compromise ease of use. Moreover, note that
we distinguish perceived transparency (a user-perceived quality factor) from
transparency (an explanation purpose). The information provided to a user
may be perceived as detailing how a system works. However, such information
may not necessarily match how the system actually works.

Our taxonomy includes five additional general facets. With the explana-
tion Target facet, we distinguish between situations in which the provided
explanations refer to a single decision alternative, to a group of alternatives,
or the decision output as a whole. The Generality facet captures whether an
explanation is generated using information that comes from a particular do-
main and, therefore, the explanation generation process is domain-specific and
not general enough to generate explanations in other domains. Furthermore,
generality also refers to the question whether the approach to generate expla-
nations is tied to a specific underlying decision inference method or if it is able
to generate explanations only considering specific decision inference methods.
With the Responsiveness facet, we distinguish between explanations that are
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adapted to the current user context and those that are not. In addition, the
Level of Detail indicates that explanations with more or less details can be
provided, depending on a certain criterion, such as user expertise. More de-
tailed explanations are more informative, but can require a higher cognitive
effort from the user. To deal with this trade-off, there are approaches that
provide multiple levels of detail, which can be explored by users as needed
or displayed according to the current context. Finally, the Display facet char-
acterises what triggers an explanation to be displayed. The usual alternatives
are manual (shown upon user request), automatic (always shown), or adaptive
(depending on the context).

5.1.2 User Interface Components

The other facets of our taxonomy are concerned with aspects related to the
content and the presentation of explanations. This part of the taxonomy is
mainly orthogonal to the previously introduced facets. However, the design
decisions that are made along the dimensions of these general facets can im-
pact on these remaining choices. For example, if the explanation target is the
decision as a whole, a baseline cannot be selected for a user interface compo-
nent, because baselines make only sense when comparing alternatives.

Regarding the Content facet, we identified four key types of information
that can be presented in explanations, detailed as follows.

Input Parameters. User interface components that refer to the inputs that
were provided for a particular decision problem, e.g. the set of symptoms
that were entered in a medical decision support system or the current user
mood in the case of a movie recommender system.

Knowledge Base. User interface components that include information that re-
sides in the knowledge base of an advice-giving system. The provided in-
formation can be personalised, i.e. tailored to the specific user that receives
the advise, or it can be background (or world) knowledge that is selected
independent of the current user. Examples of the different types of knowl-
edge are provided in Figure 11.

Decision Inference Process. User interface components can also include infor-
mation that is related to the system’s internal process of determining the
suggested alternatives. Such explanations can refer to a specific decision
problem instance or provide general information about the internal infer-
ence method. In this latter case, the system can either explain the general
idea behind the algorithm (e.g. recommendation of alternatives that sim-
ilar users like) or the data it uses (e.g. use of users’ shopping history to
identify what they like). When the explanations are tied to the specific de-
cision problem instance, the explanations can be procedural, i.e. describe
the steps taken to reach a decision (e.g. rule trace), or declarative, providing
information such as the confidence in the decision.

Decision Output. Finally, user interface components can focus on the deci-
sion reasoning outcome and, for example, describe the particular features



36 Ingrid Nunes, Dietmar Jannach

and feature values of the recommended and non-recommended alternatives.
The explanation style Pros and Cons presented in Table 7 illustrates an
explanation component that falls into this category.

Looking at the Presentation facet of the taxonomy, there are three sub-
facets. First, there are different ways of including none or multiple baselines
for comparison in the explanation. The baseline (or anchor) can be a single
alternative to that recommended or a group of alternatives. Second, different
output formats can be chosen, as discussed previously in our review, such
as using natural language or different types of visualisations. We list possible
alternatives in their corresponding boxes. For example, canned text consists of
a set of text segments that, when combined, form one sentence. Templates, in
contrast, are usually almost complete sentences that must be completed with a
set of arguments. Finally, the perspective in which an explanation is presented
can either be positive, i.e. focusing on why an alternative is suitable for a user,
or negative, i.e. detailing why certain negative aspects of an alternative could
be acceptable.

5.2 Future Directions

While a substantial amount of work has already been done in the context of
explanations, a variety of open issues still need to be addressed. In this sec-
tion, we give examples of such open research questions. These questions refer
to several concerns that need further investigation, ranging from questions
related to the general objectives of explanations, over questions regarding the
choice of the explanation content, to open methodological issues.

Understanding the Relationship among Stakeholder Goals, User-Perceived Qual-
ity Factors, and Explanation Purposes In the previous section, we argued that
the explanation purposes that are mentioned in the literature can be different
in nature and some are only indirectly related to explanations. Correspond-
ingly, we distinguished between Stakeholder Goals, User-Perceived Quality
Factors, and Explanation Purposes in our taxonomy. These objectives are in-
terrelated, e.g. transparency can have an impact on trust. Although one can
form intuitive hypotheses about the relationships among these objectives, more
systematic studies of these relationships still need to be done.

Selecting the Right Explanation Content As shown in our taxonomy and in
the discussion regarding explanation content, various types of information can
be presented within explanations. Most of the user studies that we examined
in this work compared largely different forms of explanations and there is no
common baseline explanation form that is used in many studies. Furthermore,
the compared explanation forms often vary in many different aspects so that
it is not possible to understand what content should be presented to which
kind of users and when. In the early years of expert systems, explanations
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often focused on the decision inference process and provided inference traces.
However, it soon became clear that explanations that focus on why an alter-
native is adequate are more helpful for users. Based on these considerations,
we argue that explanation generation approaches should be further investi-
gated in the future, being as independent as possible of the underlying deci-
sion inference process, thereby increasing the possibility to reuse approaches
for different types of advice-giving systems. In our systematic review, only a
small number (11) of primary studies consists of approaches that are detached
from the underlying decision inference method. As a consequence, with the
increasing adoption of complex machine learning methods, such forms of ex-
planations will become increasingly more important in the future. The same
holds for application domains in which the internal inference methods are con-
fidential [23]. Nevertheless, algorithm-independent explanations might not be
appropriate when systems autonomously make decisions regarding individuals.
Regulations, such as the General Data Protection Regulation13, have emerged
to give citizens the right to go against algorithmic-based decisions that affect
them. Consequently, the provision of transparent explanations is required in
these cases.

Investigating Fine-grained Details of Presentation Aspects Various questions
are also open with respect to the fine-grained details of how to present ex-
planations to the users. Explanations can vary, for example, with respect to
(i) their length; (ii) the adopted vocabulary if natural language is used; (iii)
the presentation format, and so on. When explanation forms are compared
in user studies that are entirely different in these respects, it is impossible to
understand how these details impact the results. Therefore, more studies are
required to investigate the impact of these variables. Such user studies could
then provide a more solid foundation for the development of new explanation
approaches. From all investigated studies, only two [6,26] of the proposed ex-
planation forms were explicitly founded and motivated by a preliminary study.
Many of the others studies might have used existing research results in the lit-
erature as foundation of their work. However, this could have been highlighted
to justify design decisions associated with explanations.

Towards More Responsive Explanations Intelligent advice-giving systems are
adopted in a wide range of domains. In some of them (like health), decisions
are more critical than in others (like movie recommendation). Therefore, it is
important to better understand which forms of explanations are appropriate
for which scenarios. When designing an explanation facility one should, for
example, consider how much effort users might be willing to make in order to
analyse explanations. Moreover, taking into account the user who is interacting
with the system, and her background knowledge, is also relevant—as discussed
in some of the analysed studies. However, only 16 explanation techniques and
tools, i.e. 8% of all studies of these types, aimed at providing explanations
that are tailored to a given context or user expertise.

13 http://www.eugdpr.org/

http://www.eugdpr.org/
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The Need for Adequate Objective Evaluation Protocols and Metrics The most
common way of assessing different explanation aspects, e.g. transparency or
persuasiveness, is to use questionnaires that the participants fill out as part
of or after an experiment, which is a well-established research instrument.
Such studies rely on the participants’ subjective perception of certain system
or explanation aspects and on their behavioural intentions. Nonetheless, this
research approach has limitations, as study participants may find it difficult
to express to what extent they feel persuaded by a system or consider the
system’s explanations transparent, for example. A further limitation is that
there are no standardised study designs or list of questionnaire items in the
field. Consequently, it is important that researchers develop a standardised set
of evaluation protocols to measure certain aspects of explanations. Moreover,
these protocols should rely on objective measures, in addition to the subjective
quality perception statements. One example of such a protocol is what we
referred to as the explanation exposure delta. However, this protocol can only
be used to assess certain aspects, and more work towards a comprehensive
evaluation framework for explanations is still required.

5.3 Research Limitations

The main goal of our systematic review is to develop a comprehensive un-
derstanding of what has been done in the field of explanations based on an
unbiased selection and analysis of a large amount of primary studies. However,
due to the systematic process of selecting the studies from a specified set of
digital libraries, our survey does not cover all existing work on explanations.
We generally selected widely used digital libraries as sources, which we as-
sumed that would contain the largest number of relevant studies. An example
of a comparably often cited study that was not retrieved in our search is that
of Bilgic and Mooney [21], because it was published in workshop proceedings.
However, we believe that the number of relevant studies that were published
only in a workshop and were not continued in a conference or journal paper
is low. A few other relevant studies [168,113,38] were also not included in
our review, because they are part of the the AAAI Digital Library14, which
unfortunately provides too limited search support to be usable for our survey.
Nevertheless, the advantage of systematic reviews is that they can be further
extended in future reviews, which can follow the specified procedure with other
databases or in a future publication time range.

6 Summary

The increasing trend of using software systems as advice givers and also making
them more autonomous calls for approaches that allow systems to be able to
explain their decisions. Due to this trend, explanations increasingly receive

14 http://www.aaai.org/Library/library.php

http://www.aaai.org/Library/library.php
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more attention. However, a substantial amount of work has already been done
in the field of explanations in advice-giving systems, mainly in the context
of expert systems. Therefore, to have a comprehensive view of what has been
done in this field, we presented the results of a systematic review of studies that
proposed new techniques to generate explanations, described tools that include
an explanation facility, or detailed the results of evaluation and foundational
studies. A wide range of aspects associated with explanations were discussed
in the 217 analysed studies.

We observed that most of the explanations provided in existing work consist
of inference traces that were collected during the internal process of reason-
ing about which alternative(s) should be suggested to users. To be presented,
such traces are often transformed into natural language statements. The adop-
tion of this form of explanation was mainly due to the underlying inference
method, which was some form of rule-based reasoning in most cases. The
use of traces also explains the most frequent intended purpose of providing
explanations, which is transparency (i.e. detail how a system reached a partic-
ular conclusion), so that users can trust the system. However, such traces are
often not helpful for end users. Therefore, other forms of explanations were
explored, such as those that focus on the features of the suggested alternatives
and those that present visualisations rather than natural-language statements.
This also led to the exploitation of explanations to persuade users or increase
their satisfaction while interacting with the system. By analysing the results
of studies which evaluated and compared explanations, we observed that there
is a lack of standardised protocols and measurements to guide the study de-
sign, which makes a comparison of the obtained results difficult. However, a
deeper analysis of results that were obtained mainly through user studies in-
dicated divergence in terms of the reached conclusions. Consequently, there
is a need for conducting further studies to identify the real pros and cons of
explanations.

Based on our literature review, we proposed an explanation taxonomy,
which covers a wide range of facets that can be used as a guideline by re-
searchers when proposing and evaluating future approaches to generate expla-
nations. Our taxonomy highlights the importance of specifying clear objectives
as a key driver when designing new approaches, with objectives ranging from
stakeholder goals to the specific explanation purposes. Moreover, we discussed
open challenges that remain open, such as the understanding of the right
explanation content according to different contexts and the subtleties of the
explanations that may have an impact on the user, e.g. the used vocabulary.
The identified challenges leave room for much research work that needs to be
done in order for users to develop trust towards future advice-giving systems
and autonomous systems.

Our review focused on explanations provided to end users, who need fur-
ther information when receiving recommendations from advice-giving systems,
with varying purposes. However, due to the increasing complexity of machine
learning techniques, including those based on deep learning, providing expla-
nations for data scientists to understand the outcomes of these techniques is
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becoming crucial, leading to what is generally referred to as explainable artifi-
cial intelligence. This broader topic is out of the scope of our work but should
be further investigated in the future.
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81. Güenir, H., Emeksiz, N.: An expert system for the differential diagnosis of erythemato-
squamous diseases. Expert Systems with Applications 18(1), 43–49 (2000)

82. Guida, G., Mussio, P., Zanella, M.: User interaction in decision support systems: the
role of justification. In: 1997 IEEE International Conference on Systems, Man, and
Cybernetics. Computational Cybernetics and Simulation, vol. 4, pp. 3215–3220 (1997)

83. Guida, G., Zanella, M.: Active operator support: a case study in steel production. In:
IEEE International Conference on Systems, Man and Cybernetics. Intelligent Systems
for the 21st Century, vol. 4, pp. 3340–3345 (1995)

84. Guy, I., Zwerdling, N., Carmel, D., Ronen, I., Uziel, E., Yogev, S., Ofek-Koifman, S.:
Personalized recommendation of social software items based on social relations. In:
Proceedings of the Third ACM Conference on Recommender Systems, RecSys ’09, pp.
53–60 (2009)

85. Guy, I., Zwerdling, N., Ronen, I., Carmel, D., Uziel, E.: Social media recommendation
based on people and tags. In: Proceedings of the 33rd International ACM SIGIR
Conference on Research and Development in Information Retrieval, SIGIR ’10, pp.
194–201 (2010)

86. Hair, D.C., Pickslay, K., Chow, S.: Explanation-based decision support in real time sit-
uations. In: Proceedings of the Fourth International Conference on Tools with Artificial
Intelligence, TAI ’92, pp. 22–25 (1992)

87. Hanshi, W., Qiujie, F., Lizhen, L., Wei, S.: A probabilistic rating prediction and ex-
planation inference model for recommender systems. China Communications 13(2),
79–94 (2016)

88. Hasling, D.W., Clancey, W.J., Rennels, G.: Strategic explanations for a diagnostic
consultation system. International Journal of Man-Machine Studies 20(1), 3–19 (1984)

89. Hatzilygeroudis, I., Prentzas, J.: Symbolic-neural rule based reasoning and explanation.
Expert Systems with Applications 42(9), 4595–4609 (2015)

90. Helms, G.L., Richardson, J.W., Cochran, M.J., Rister, M.: A farm level expert simu-
lation system to aid farmers in selecting among crop insurance strategies. Computers
and Electronics in Agriculture 4(3), 169–190 (1990)

91. Herlocker, J.L., Konstan, J.A., Riedl, J.: Explaining collaborative filtering recommen-
dations. In: Proceedings of the 2000 ACM Conference on Computer Supported Coop-
erative Work, CSCW ’00, pp. 241–250 (2000)

92. Hodgkinson, L., Walker, E.: An expert system for credit evaluation and explanation.
J. Comput. Sci. Coll. 19(1), 62–72 (2003)

93. Holman, J.G., Wolff, A.H.: An expert adviser for oliguria occurring on the intensive care
unit. In: Proceedings of the Annual International Conference of the IEEE Engineering
in Medicine and Biology Society, pp. 1442–1443 (1988)

94. Horan, J., O’Sullivan, B.: Towards diverse relaxations of over-constrained models. In:
2009 21st IEEE International Conference on Tools with Artificial Intelligence, pp. 198–
205 (2009)

95. Horn, W., Popow, C., Miksch, S., Seyfang, A.: Quicker, more accurate nutrition plans
for newborn infants. IEEE Intelligent Systems and their Applications 13(1), 65–69
(1998)



A Systematic Review and Taxonomy of Explanations 45

96. Hornung, T., Ziegler, C.N., Franz, S., Przyjaciel-Zablocki, M., Schätzle, A., Lausen, G.:
Evaluating hybrid music recommender systems. In: IEEE/WIC/ACM International
Joint Conferences on Web Intelligence (WI) and Intelligent Agent Technologies (IAT),
vol. 1, pp. 57–64 (2013)

97. Hu, Y., Koren, Y., Volinsky, C.: Collaborative filtering for implicit feedback datasets.
In: 2008 Eighth IEEE International Conference on Data Mining, pp. 263–272 (2008)

98. Hudson, D.L., Cohen, M.E.: Human-computer interaction in a medical decision support
system. In: Proceedings of the Twenty-Second Annual Hawaii International Conference
on System Sciences. Volume II: Software Track, vol. 2, pp. 429–435 (1989)

99. Hunt, J., Price, C.: Explaining qualitative diagnosis. Engineering Applications of Ar-
tificial Intelligence 1(3), 161 – 169 (1988)

100. Hussain, S., Abidi, S.S.R.: Ontology driven CPG authoring and execution via a se-
mantic web framework. In: 40th Annual Hawaii International Conference on System
Sciences, HICSS 2007, pp. 135–135 (2007)

101. Hussein, T., Neuhaus, S.: Explanation of spreading activation based recommendations.
In: Proceedings of the 1st International Workshop on Semantic Models for Adaptive
Interactive Systems, SEMAIS ’10, pp. 24–28 (2010)

102. Jabri, M.A.: Knowledge-based system design using prolog: the PIAF experience.
Knowledge-Based Systems 2(1), 72–79 (1989)

103. Jaimes, A., Gatica-Perez, D., Sebe, N., Huang, T.S.: Guest editors’ introduction:
Human-centered computing–toward a human revolution. Computer 40(5), 30–34
(2007)

104. Jamieson, P.W.: A model for diagnosing and explaining multiple disorders. Computers
and Biomedical Research 24(4), 307–320 (1991)

105. Janjua, N.K., Hussain, F.K.: Defeasible reasoning based argumentative Web-IDSS for
virtual teams (VTs). In: 2011 IEEE/WIC/ACM International Conferences on Web
Intelligence and Intelligent Agent Technology, pp. 330–334 (2011)

106. Jannach, D., Adomavicius, G.: Recommendations with a purpose. In: Proceedings of
the 2016 ACM Conference on Recommender Systems, RecSys ’16, pp. 7–10 (2016)

107. Jannach, D., Resnick, P., Tuzhilin, A., Zanker, M.: Recommender systems — beyond
matrix completion. Commun. ACM 59(11), 94–102 (2016)

108. Jannach, D., Zanker, M., Felfernig, A., Friedrich, G.: Recommender Systems: An In-
troduction. Cambridge University Press, New York, NY, USA (2010)

109. Ji, K., Shen, H.: Jointly modeling content, social network and ratings for explainable
and cold-start recommendation. Neurocomputing 218, 1–12 (2016)

110. Joch, J., Dudeck, J.: Decision support for infectious diseases–a working prototype.
International Journal of Medical Informatics 64(2-3), 331–340 (2001)

111. Jugovac, M., Jannach, D.: Interacting with recommender systems – overview and re-
search challenges. ACM Transactions on Interactive and Intelligent Systems (forth-
coming) (2017)

112. Jung, D., Burns, J.R.: Connectionist approaches to inexact reasoning and learning
systems for executive and decision support. Decision Support Systems 10(1), 37–66
(1993)

113. Junker, U.: Quickxplain: Preferred explanations and relaxations for over-constrained
problems. In: AAAI’04, pp. 167–172. USA (2004)

114. Kadhim, M.A., Alam, M.A., Kaur, H.: Design and implementation of intelligent agent
and diagnosis domain tool for rule-based expert system. In: 2013 International Con-
ference on Machine Intelligence and Research Advancement, pp. 619–622 (2013)

115. Kagal, L., Pato, J.: Preserving privacy based on semantic policy tools. IEEE Security
Privacy 8(4), 25–30 (2010)

116. Karwowski, W., Mulholland, N.O., Ward, T.L., Jagannathan, V.: A fuzzy knowledge
base of an expert system for analysis of manual lifting tasks. Fuzzy Sets and Systems
21(3), 363–374 (1987)

117. Katarya, R., Jain, I., Hasija, H.: An interactive interface for instilling trust and pro-
viding diverse recommendations. In: International Conference on Computer and Com-
munication Technology (ICCCT), pp. 17–22 (2014)

118. Keeney, R.L., Raiffa, H.: Decisions with Multiple Objectives: Preferences and Value
Tradeoffs. Wiley series in probability and mathematical statistics. Wiley (1976)



46 Ingrid Nunes, Dietmar Jannach

119. Kim, B.O., Lee, S.M.: A bond rating expert system for industrial companies. Expert
Systems with Applications 9(1), 63–70 (1995)

120. Kim, S.K., Park, J.I.: A structural equation modeling approach to generate explana-
tions for induced rules. Expert Systems with Applications 10(3), 403–416 (1996)

121. Kitchenham, B., Brereton, P.: A systematic review of systematic review process re-
search in software engineering. Inf. Softw. Technol. 55(12), 2049–2075 (2013)

122. Kitchenham, B., Charters, S.: Guidelines for performing systematic literature reviews
in software engineering. Technical Report EBSE-2007-01, School of Computer Science
and Mathematics, Keele University (2007)

123. Klein, D.A., Shortliffe, E.H.: A framework for explaining decision-theoretic advice.
Artificial Intelligence 67(2), 201–243 (1994)

124. Koussev, T., Weiss, M.P., Reiss, K.: A graphic explanation environment for expert
systems. In: Second International Conference on Software Engineering for Real Time
Systems, pp. 11–15 (1989)

125. Labreuche, C.: A general framework for explaining the results of a multi-attribute
preference model. Artificial Intelligence 175(7), 1410–1448 (2011)

126. Lacave, C., Dı́ez, F.J.: A review of explanation methods for bayesian networks. Knowl.
Eng. Rev. 17(2), 107–127 (2002)

127. Lacave, C., Diez, F.J.: A review of explanation methods for heuristic expert systems.
Knowl. Eng. Rev. 19(2), 133–146 (2004)
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