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Abstract
Massive Online Open Course (MOOC) platforms are considered a distinctive way
to deliver a modern educational experience, open to a worldwide public. However,
student engagement in MOOCs is a less explored area, although it is known that
MOOCs suffer from one of the highest dropout rates within learning environments
in general, and in e-learning in particular. A special challenge in this area is find-
ing early, measurable indicators of engagement. This paper tackles this issue with a
unique blend of data analytics and NLP and machine learning techniques together
with a solid foundation in psychological theories. Importantly, we show for the first
time how Self-Determination Theory (SDT) can be mapped onto concrete features
extracted from tracking student behaviour on MOOCs. We map the dimensions of
Autonomy, Relatedness and Competence, leading to methods to characterise engaged
and disengagedMOOC student behaviours, and exploring what triggers and promotes
MOOC students’ interest and engagement. The paper further contributes by building
the Engage Taxonomy, the first taxonomy of MOOC engagement tracking parameters,
mapped over 4 engagement theories: SDT, Drive, ET, Process of Engagement. More-
over, we define and analyse students’ engagement tracking, with a larger than usual
body of content (6 MOOC courses from two different universities with 26 runs span-
ning between 2013 and 2018) and students (initially around 218.235). Importantly, the
paper also serves as the first large-scale evaluation of the SDT theory itself , providing
a blueprint for large-scale theory evaluation. It also provides for the first-time metrics
for measurable engagement in MOOCs, including specific measures for Autonomy,
Relatedness and Competence; it evaluates these based on existing (and expanded)
measures of success in MOOCs: Completion rate, Correct Answer ratio and Reply
ratio. In addition, to further illustrate the use of the proposed SDT metrics, this study

B Alexandra I. Cristea
alexandra.i.cristea@durham.ac.uk

Extended author information available on the last page of the article

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s11257-023-09374-x&domain=pdf


324 A. I. Cristea et al.

is the first to use SDT constructs extracted from the first week, to predict active and
non-active students in the following week.

Keywords Student engagement · Learning analytics · SDT · MOOCs

1 Introduction

There is no doubt that the global digital revolution and growing availability of broad-
band have paved the way for new forms of education (Phillips 2005). These include,
but are not limited to, online learning, digital educational content production and
delivery, and mobile learning. The recent advent of Massive Online Open Courses
(MOOCs,1 relatively short online courses) which target large student numbers and
international audiences (De Freitas et al. 2015)—has raised the interest of students,
educators and researchers alike. However, regardless of the low access barriers of
MOOCS, compared to traditional higher education, concerns have arisen regarding
the tremendously low completion rate—only 12% by a meta-analysis of 221 courses
in this medium (Jordan 2015). Recently, the dynamics of engagement and motivation
in MOOC systems has been especially targeted (Ferguson et al. 2015). However, to
the best of our knowledge, there are no works to date, which systematically employ
motivational theories, mapping online student behaviour onto them, to analyse the
drives and triggers promoting student engagement. Moreover, in the past, engage-
ment theories have been created often based on theoretical findings from psychology,
or small-scale experiments (Moreno-Murcia et al. 2013; Shen et al. 2009; Langdon
et al. 2014). We advocate that, in addition, it is vital to provide numerical, tested
engagement measures, for direct application in MOOCs and numerical comparisons.
We consider the advent of ‘big data’ as a chance to evaluate these theories at scale.

To address these gaps, we use raw multimodal, multi-dimensional data from com-
prehensive tracking of student behaviour, as well as aggregate features—such as those
extracted from natural language processing (NLP)—to cluster students, then analysing
the engagement parameters of these clusters, based on solid motivational theories—s-
tartingwith one of themostwell-known, cited and used one, especially in the education
domain—the Self-Determination Theory (SDT)(Zhou 2016; Duncan et al. 2020; Deci
and Ryan 2013). Many previous works focus only on some particular aspects of the
student behaviour (Cristea 2018, Shi and Cristea 2018a). Instead, here, we triangulate
multimodal tracking data at various granularity levels—temporal mode (time-stamp,
day, week, course), action mode (where we compute frequencies of student actions
for a given time interval), natural language mode (where we analyse the language
exchange content, including its sentiment mode, etc.)—resulting in 17 indicators. To
obtain significant, generalisable results, we perform this engagement analysis on a
large longitudinal dataset (6 MOOC courses with 26 runs,2 spanning 2013–2018,
delivering to 218,235 students).

1 MOOC refers to a web-based class, designed to support a large number of participants. It can deliver
learning content online to anyone wanting to take a course, with no limit on attendance (Dutta 2021).
2 A run in FutureLearn means a course being in effect, usually for 4–9 weeks; runs of a course usually are
repeated on a yearly basis.
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Thus, the main research question addressed in this paper is: “Can engagement
theories help in identifying student success on MOOCs?”. The follow-up question
addressed is: “How are engagement theories applicable in MOOCs?”.

The main contributions of our work are thus:

• the Engage Taxonomy: a new and, to the best of our knowledge, first of its kind
taxonomy mapping multimodal student behaviour and data, based on a temporal
mode, action mode and language mode in MOOCs, over several motivational the-
ories, allowing for measurable engagement;

• Providing Engagement Measures for MOOCs (specifically measurable SDT axes,
such as measurable Autonomy, Competence and Relatedness);

• Amethodology of how to use the Engage Taxonomy, specifically, the SDTmapping,
for identifying and semantically labelling student clusters, potentially leading to
improved course design and personalised, adaptive intervention methods;

• A large-scale evaluation of the SDT theory for online learning and MOOCs, based
on success measures;

• An analysis of a large dataset;
• Applying machine learning techniques, by using SDT constructs as an input, to
predict active and non-active students in the following week (week-by-week pre-
diction).

• Importantly, this novel work could bring a new way of thinking in terms of merging
the prior top-down, theory-driven learning system building, to the current bottom-
up, data-intensive approaches (such as MOOCs).

The remainder of the paper is structured as follows. Section 2 presents related
works, including the most influential works from the engagement literature, and then
literature targeted specifically at engagement and motivation of students in MOOCs.
Section 3 describes theEngage Taxonomy, i.e. themodel that we designed, bymapping
the concepts from motivational theories to raw and aggregated tracked student data,
together withmeasures for engagement. Section 4 presents the data, methods and tools
that were used for conducting the study. Section 5 compares engagement clusters and
shows the results of machine learning prediction. Section 6 presents the discussion
concerning our results, including limitations. Finally, Sect. 7 presents our conclusions
and future work.

2 Related work

As studies on mapping motivational theories of engagement onto MOOC features
with the goal of evaluating these top-down theories in a bottom-up fashion do not
exist in the literature (to the best of our knowledge) we are exploring here first the
notion of ‘engagement’, and then popular engagement theories (to substantiate also
our choice of SDT). Finally, we analyse the current state of the art in engagement and
motivation-related studies in MOOCs, as our closest ‘competitors’, individually, as
well as in a summary table (Table 1).
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Table 1 Summary of comparison of our Engage Taxonomy with related work and state of the art

Study Theory-driven Data-driven Motivation
and
engagement
analysis

Prediction
(learning
outcomes
and
success)

Sentiment
analysis

(Sunar et al. 2016) X X X

(Nam et al. 2017) X X X

(Chiang 2019) X X X

(Pardo et al. 2016) X X

(Barak et al. 2016) X X

(de Barba et al. 2016) X X X X

(Wang et al. 2015) X X X

(Brinton et al. 2014) X X

(Moreno-Marcos 2018,
Moreno-Marcos et al.
2018, Kloos 2018)

X X X

Adamopoulos (2013) X X X

Wen et al. (2014) X X X X

(Arroyo et al. 2007) X X

(Cocea 2007) X X

(Jackson et al. 2009) X X

(Adnan 2021) X X

(Khodeir 2021) X X

(Mubarak 2020) X X

The Engage Taxonomy X X X X X

2.1 Engagement

Engagement is a complex concept, and there are several definitions for it (Alarcon
and Edwards 2011); indeed, some authors claim that there is no single definition suit-
able for all contexts (Witchel 2013). One possible definition of the engagement of
students in their learning (see, e.g. Deng et al. 2020),which we use in this paper, is
as the behavioural, cognitive, emotional and social connections that MOOC partici-
pants make with the course content, the instructor and/or other learners. Engagement,
regardless of its definition, has been shown to be a significant attribute towards stu-
dents’ learning success (Kuh 2003). Challengingly, engagement is notoriously difficult
to be achieved, especially in learning environments (Willms 2003; Shernoff et al.
2017). In MOOCs, sustaining engagement is even more difficult, as reflected by the
higher rates of dropout (Jordan 2015; Shi and Cristea 2018b). Thus, to study the
concept of engagement in MOOCs in a systematic, theoretically viable way, we have
chosen to apply engagement theories and frameworks that aremost popular (most used
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and highly cited) in computer science studies, which are also applicable to e-learning
(O’Brien and Toms, 2008, Kearsley and Shneiderman 1998).

2.2 Theories of engagement

A classic work on Engagement Theory (ET) (Kearsley and Shneiderman 1998) stated
that students are engaged, when they are intrinsically motivated to learn, and the
activities they perform involve active cognitive processes, such as problem-solving.
The ET framework promotes three main principles: Relate, which emphasises social
interactions, mainly collaborating with other peers; Create, i.e. making learning a
purposeful activity, related to the students’ own pace; and Donate, where the student
makes useful contributions while learning, applying the knowledge onto something
practical.

Another highly influential conceptual framework for user engagement with tech-
nology, Process of Engagement (O’Brien and Toms 2008), proposed four phases tied
to the engaged state: Point of engagement, where the user gets acquainted with the
application; the Period of engagement, where the user is using the tool; the Disen-
gagement, where they present reasons on why the user would stop using the tool; and
the Reengagement, which is an iterating process that returns to the first phase, Point of
engagement. At the Point of engagement, the users start to use an application based on
its aesthetics, novelty, extrinsic motivation to accomplish a task, interest, immersive
experience with the product and the Autonomy provided to use the application. The
users continue using the system during the Period of engagement, where the users’
experience with the system is one of the engaging factors, as are realism, customisable
interfaces, fun, time perception, connection with other people and feedback. They also
conceptualised some attributes that are related to the disengagement factor, such as
the inability to interact, or the lack of challenges and frustration within the system.

Another fundamental book of high influence and extensive implementation, by
Deci & Ryan, proposed the Self-Determination Theory (SDT) (Deci and Ryan 2013).
This theory suggested that human motivation is sustained by three main constructs:
Autonomy, which is related to the user control over their actions; Competence, related
to the skills obtained and used to perform a certain task; and Relatedness, concerned
with the users’ interactions with others, as they perform the given task. The theory
helps investigate why humans engage in certain activities and the purpose of those
activities (Hofer and Busch 2011). The use of SDT has become commonplace in
the educational domain, as the theory supports the idea that the students’ intrinsic
motivation is a primary determinant in their engagement (Zhou 2016).

A similar theory, Drive, described also in a recent, authoritative book, by Pink
(2011), brings to the fore similar constructs to SDT, like Autonomy and Mastery (the
latter related to Competence); however, instead of Relatedness, the author proposes the
construct of Purpose, which is tied to the personal desire of the user to do something
meaningful for themselves or the community. However, SDT has far more and deeper
studies and instruments that can be used, e.g., for intrinsic motivation.

Oneof the latest proposals byMarczewski (2015)merges the above two theories into
a new intrinsic motivation theory, where all four concepts are supported (Autonomy,

123



328 A. I. Cristea et al.

Mastery, Purpose and Relatedness). However, this theory has yet to gain much support
(in terms of citations).

2.3 Engagement andmotivation in AIED and ITS studies

Engagement and motivation have been also studied in the areas of Artificial Intel-
ligence in Education (AIED) and Intelligent Tutoring Systems (ITS), where the
connection to theories is more or less explicit. One of the earliest studies, by Arroyo
et al. (2007), showed that students were more likely to get re-engaged with the sys-
tem by providing monitoring interventions to students in-between problems. Also, the
negative feedback messages may have motivated some students to be more attentive,
to avoid receiving such feedback in their future.

Another early studywas conducted byCocea (2007), to detect the students’ engage-
ment level in an e-Learning system. Students were labelled (engaged/disengaged)
based on their performance. For instance, a student who took longer or less than the
necessary time to perform a given task was considered as a disengaged student. The
study showed that the average time spent reading was the best indicator for engage-
ment.

Jackson et al. (2009) divided students into two groups, based on their expectations
before they engaged with a system. The first group included students who were “sure”
that using the eLearning system would help them improve their knowledge, and the
second group had the students who were unsure whether a system could assist them.
The results of the post-survey indicated that the students in the first group thought
that the system was significantly more enjoyable, more motivating. In contrast, the
students in the second group did not like the engagement and found it less motivating.

A more recent work of Walker and Ogan (2016) proposed a vision of the future,
in which students would be able to build social relationships with their eLearning
systems that are context-sensitive, evolve, and are carefully implemented, in order to
enhance the learning environment through the theory-driven approach.

In the last few years, the movement has been more towards Educational Data
Mining. As such, there have been studies that have proposed using several machine
learning techniques at the same time, to build their prediction models. One very recent
study Adnan (2021) used seven different machine learning techniques, including RF,
SVM,K-NN, ANN, ExtraTrees, AdaBoost andGradient Boosting to predict four cate-
gories (Withdrawn, Fail, Pass andDistinction). Additionally, another very recent study
(Khodeir 2021) deployed the state of art language modelling Transformers (BERT)
for the natural language processing task, by using the student comments in a MOOC
as input, to predict students who require urgent intervention. (Mubarak 2020) targeted
struggling learners who need early intervention, to keep the engagement, by design-
ing a prioritising at-risk student temporal model to predict whether the student will
dropout next week.

Compared to all of these theoretical and practical works, which are somewhat
related, our work maps, for the first time, to the best of our knowledge, MOOC
behaviour onto these classic, highly respected engagement and motivation theories
from the field of psychology and learning psychology. Thus, concrete behaviour
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extracted by exploiting tracking technologies and techniques, some of which have
only recently been made available, can be directly connected to concrete engagement
constructs, potentially forming measurable indicators of engagement. To establish
the latter, we cluster students according to their tracked behaviour, to find promising
predictors, and analysing these clusters in terms of engaged and disengaged behaviour.

2.4 Engagement andmotivation in MOOCs

Finally, (see Table 1), we analyse the state-of-the-art in engagement and motivation-
related studies in MOOCs. In a recent work conducted by Sunar et al. (2016), the
authors investigated how social interactions impact on course completion in MOOCs.
According to the authors, dropout rates could be reduced by increasing the users’
engagement with social interactions in the systems. The authors presented descriptive
statistics and a literature review on the prediction of user behaviours inMOOCs. How-
ever, the authors did not base their investigation on any existing motivational theories.
Their survey showed that many works (8 out of 15 of their reviewed studies) con-
cerned with predicting students’ behaviour, focused on course attrition, by analysing
clickstream data and student activity within the system. They argued that social inter-
action also needed to be analysed—thus supporting the social interaction analysis we
do in our work. However, none of the surveyed works analysed the engagement of
the students within the course, as a continuous variable, nor focused on extracting
measurable engagement indicators.

A recent work by Nam et al. (2017) predicted disengaging behaviour using data-
driven methods on a small scale (25 students) Intelligent Tutoring System (ITS). The
authors developed a model to predict when the students were not engaged with the
activity of vocabulary training. According to the authors, different attributes could be
used to predict engagement and context-sensitive information improved the prediction
accuracy. They performed a feature analysis, to select the best prediction features,
but they only used supervised learning (with manually labelled data). Although they
claimed to create temporal engagement patterns, in fact, whilst some of their analysed
features were of a temporal nature, this did not translate into a continuous value
for the engagement of students. The continuous data provides more informative and
more statistical power to distinguish between groups (Creveling et al. 2006; Jiang
et al. 2013).In our work, we use distinct values of the feature on a continuous scale, as
interaction with the system is continuously monitored.More importantly, they also did
not systematically employ engagement theories, but instead labelled the datamanually
as engaged/disengaged.

Another very recent work of Chen (2019) proposed the prediction of learning out-
comes through learning behaviour, including engagement, in short online courses. In
this work, the authors adopted time spent and completion rate to model engagement.
They also stated that by using social learning network features, they could increase
the prediction accuracy over time. Although relevant, the attributes used to model
engagement were not based on any engagement or motivational theory.

In the study conducted by Pardo et al. (2016), the authors focused on creating an
approach that combined data about self-regulated learning skills and online activities
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in a blended learning course. In this study, engagement was measured through a self-
reported questionnaire at the end of the course, and not in real-time, using variables
from the system.

Another study, conducted by Barak et al. (2016), explored the motivation to learn
in MOOCs. They analysed existing theories and created a model of motivational com-
ponents, to inspect the influence of language and social engagement in a MOOC.
They found a positive relationship between the social interactions e.g. the number of
messages posted in online forums and the number of members in online communities.
The authors developed a model to measure students’ motivation based on pre- and
post-course questionnaires; only 325 out of 13,405 students participated in the ques-
tionnaire (which is not that surprising, considering the response rates in MOOCs are
generally lower for questionnaires Mihalec-Adkins et al. 2016). The authors defined
success as students completing essay questions, ten weekly quizzes and a final project.
However, they did not focus on predicting success or tying the motivation to success
measures. According to their findings, the larger the number of posts, the higher the
students’ motivation. Finally, the authors also provided a classification of MOOC
users, based on their interactions. Another study by Lan and Hew (2020) used self-
reported questionnaires and interviews to measure learner engagement and motivation
for both completers and non-completers. They also received a low response rate from
participants (82 out of 693 students agreed to be interviewed). The study showed
that completers are more willing to participate in the social network and receive a
certificate.

Moreover, research by Stone (2021) used self-reported questionnaires with only 68
learners to examine “why students are motivated to enrol”. The scope of this research
focuses only on the motivation that led students to enrol in MOOC courses based on
the questionnaire’s outcome. The author did not analyse students’ interaction data to
explore the link between student activities and their motivation. In the same line of
research, de Barba et al. (2016) focused on using student motivation as a predictor
for learning performance. The authors created a theory-rooted predictive model, to
estimate students’ intrinsic motivation and participation, and found that the number
of attempts in answering quizzes was a good predictor of their final grades. However,
this study included only students who were active during the last three weeks of the
course and responded to the questionnaire on the last week.Meanwhile, themajority of
participants inMOOCs will drop out much earlier. As a result, analysing such learners
at an early stage is critical, in order to give early assistance and maintain engagement.

Wang et al. (2015) analysed comments within a MOOC and aimed at creating a
predictive model that relates the learning gains with social interactions. The authors
defined a taxonomy for the comments and concluded that students that present active
(who actively practiced the learningmaterial via quizzes) and constructive discussions
(who produced content, e.g. explanations and examples, based on the course mate-
rial) had significant learning gains. According to the authors, constructive behaviours
produced more learning gains than active behaviour. However, they only explored the
engagement related to social interactions, to the detriment of other aspects, including
motivational theories.

The study conducted by Brinton et al. (2014) focused on providing statistical evi-
dence and a Generative Model (a model used to learn the distribution of data using
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unsupervised learning) based on user interaction within a MOOC. The authors per-
formed a large-scale study (73 courses) and found that teachers’ participation within
forumswas positively associatedwith the level of interaction (e.g. increased discussion
threads), but did not affect the decline rate of participation in the course. By conducting
this analysis, the authors focused on improving social learning in MOOCs. Although
promising results were presented, the authors did not evaluate or predict student per-
formance.

Concerning sentiment analysis, this new field has gained traction in recent MOOC
studies (Moreno-Marcos 2018). Adamopoulos (2013) used sentiment analysis to pre-
dict student completion of a MOOC. According to the authors, positive sentiments
towards the course instructor, assignments and course material were positively related
to course retention and completion. However, the authors did not relate the senti-
ment analysis with student motivation, but only to positive attitudes (comments) in
the course. Additionally, their course retention variable was self-reported and not
collected from the system log.

Another similar work, conducted byWen et al. (2014), focused on a sentiment anal-
ysis in a MOOC, aiming to understand the relation between students’ comments and
course success. The authors developed a model to identify motivated students, based
on their comments in a course forum. According to the authors, students who had a
positive behaviour towards the course (according to their motivation model) had lower
rates of dropping out from the course. Our work is pioneering work, in that there are no
works that create an engagement taxonomy, with measurable engagement parameters,
and allowing for an engagement theory (here, SDT ) to be evaluated on a large scale.
A comparison of the state-of-the-art in engagement and motivation-related studies in
MOOCs and our current work depicted in this paper can be observed in Table 1. As
can be seen, our proposed method, the Engage Taxonomy (see definition in Sect. 3),
brings together all these strands: theory-driven and data-driven approaches, as well
as the important motivation and engagement analysis, prediction in terms of learning
outcomes and success, as well as emotional engagement (via sentiment analysis). This
is done in a focused attempt to express motivational engagement theories via data-
driven approaches, and then evaluate them, as further explained. Next, we introduce
our Engage Taxonomy.

3 Engage taxonomy: mapping of MOOC indicators onto engagement
theories

3.1 Extracting raw and computing aggregatedMOOC indicators

As we have observed, most of the motivational theories discussed in Sect. 2 have
relatively similar concerns about what triggers student engagement and motivation.
The challenge is, then, to map their respective engagement concepts onto MOOC
behaviour, available as tracked data, to extract concrete measures that address them.
Thus, our next step is to have a collection of potentially relevant data that can be
tracked from MOOCs in general. The point being that the more available the data
is across different MOOC types and platforms, the more likely it is that this process
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is generalisable. Most MOOCs track access to the material, answers to any quizzes,
and store chats of their students. Based on indicators used by prior MOOC research
for clustering (Oyelade et al. 2010) (Rana and Garg 2016), prediction (Alamri 2019,
Alshehri 2021, Chen 2019), data analytics (Moreno-Marcos et al. 2020; Shorfuzzaman
et al. 2019), we gather the following:

• Number of accesses steps per week: howmany steps are accessed by a given student
per week.

• Number of correct answers per week: questions within quizzes answered correctly
by a given student.

• Number of wrong answers per week: as students can have multiple attempts to a
question, before they get it right, this counter controls how many of those wrong
attempts were made by a given student.

• Number of attempts per week: number of wrong answers per week plus the number
of correct answers per week. This is a measure of the total activity of a student in
terms of quizzes per week, showing their engagement along this axis.

• Number of comments per week: as students can comment on any ’step’, they can
produce varying numbers of comments each week. This is the most straightforward
way to measure their social contribution and engagement.

• Number of replies posted per week: to incorporate part of the social interactive
engagement element, we track how many replies a student places to others, thus
where they go beyond uttering their opinions in public, but instead, consider the
opinions of others. Please note this only reflects on the quantity of replies, and not
capturing only prosocial comments.

• Number of replies received per week: this is a social construct, but also a measure
of the popularity, and hence influence of a given student on their peers—receiving
comments shows how engaged other students are with this particular one.

• Number of likes received per week: this is a clearly positive social construct; it is a
measure of the influence, popularity, as well as of the engagement of other students
with a given student.

• Number of positive comments per week: this is an aggregate measure, derived based
on sentiment analysis, to measure the (positive) nature of engagement of a student
with peers.

• Number of negative comments per week: this is a similar measure as the one above,
measuring negative engagement.

• Number of (positive–negative-neutral) replies posted per week: these three self-
developed aggregated constructs, based on sentiment analysis, are a measure of the
nature of the social engagement of the current student with their peers.

• Number of (positive–negative-neutral) replies received per week: these three self-
developed aggregated constructs are a measure of the impact of a student on others,
as well as of the nature of this impact.

3.2 Mapping indicators to engagement theories

Next, the mapping between the engagement and motivation concepts and the potential
indicators within MOOCs was done independently by three experts (see details on
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the procedure in Sect. 4.4). Table 2 presents the mapping performed by our experts
between the engagement and motivation concepts and the potential indicators within
MOOCs that can be tracked, resulting in the Engage Taxonomy. As can be seen from
the table, due to the generic nature of the MOOC indicators selected, our Engage
Taxonomy is available to the research community for further exploitation of other
motivational theories. In fact, Table 2 shows mapping onto four popular motivational
theories, SDT, Drive, Engagement Theory and Process of Engagement. Thus, this
paper can be used to showcase how to tackle this exploitation, and continue using both
SDT and the other motivational theories.

Analysing the expert mapping, for example, experts found that MOOC learners’
independent, voluntary activities, such as #Accessed Steps, could be related to their
‘Autonomy’ (AUT). Any activity showcasing users’ skills, such as #Correct Answers,
could be related to the ‘Competence’ (COM) construct in the SDT theory, and the
‘Mastery’ (MAS) construct in the Drive theory, respectively. User’s skills in MOOCs
could be tracked by storing numbers—such as the number (#) of completed courses or
steps, as well as number of quizzes answered. Similarly, the users’ social interactions
address the ‘Relate’ (REL) concept in theEngagement Theory, the ‘Relatedness’ (REL)
concept in SDT and other social attributes within the ‘Period of Engagement’ (PER);
this may be represented in MOOCs by indicators, such as the number of # Main
Comments posted and interactions within those comments, or replies and likes. Please
note that similar constructs, such as AUT in SDT and Drive, have a similar mapping.
‘Create’ (CRE) in the Engagement Theory is somewhat related to autonomy, but it
is more concerned with the process of creating a students’ own path, or, even more
interestingly, creating new information via comments. On the other hand, none of the
above indicators were considered appropriate for the ‘Point of Engagement’ (POI),
which would need to be extracted from first-access data. All constructs regarding
comments and replies were considered to be a good mapping for ‘Relatedness’ (REL)
in both SDT and Engagement Theory. However, ‘Competence’ (COM) in SDT was
only showcased in Comments by the #Likes Received and inReplies by positive replies
posted or received—although the #Replies Posted also was considered a measure of
competence, possibly as the ones feeling ready to answer other learners’ questions
would show a degree of competence.

However, this proposed mapping (according to our experts), whilst potentially of
use to the research community, evaluated in various ways in the rest of the paper and
showed to be performant, is not claiming to be optimal, but can be further improved
upon. Moreover, the process of obtaining and testing it are, we believe, just as useful
as the final product.

Next, we explain why and how we select SDT, for the evaluation of the expert
mapping.

3.3 SDT as illustrator of the engage taxonomy

We only work with Self-Determination Theory (SDT) (Deci and Ryan 2013), as it
is arguably the most well-known engagement theory, and is well-supported by socio-
psychological literature (Gerber and Anaki 2021). SDT is a macro-theory linking

123



334 A. I. Cristea et al.

Ta
bl
e
2
E
ng

ag
e
Ta
xo
no

m
y:
m
ot
iv
at
io
na
lt
he
or
ie
s
m
ap
pe
d
on
to

st
ud
en
ts
’
ac
tiv

iti
es

(i
nd
ic
at
or
s)
in

M
O
O
C
s

T
he
or
ie
s:

SD
T

D
ri
ve

E
ng
ag
em

en
tt
he
or
y

P
ro
ce
ss

of
E
ng

ag
em

en
t

M
O
O
C
fe
at
ur
es

(i
nd
ic
at
or
s)
:

A
ct
iv
iti
es

pe
r
w
ee
k

A
U
T

C
O
M

R
E
L

A
U
T

M
A
S

PU
R

C
R
E

R
E
L

D
O
N

PO
I

PE
R

D
IS

R
E
E

St
ep
s

#
A
cc
es
se
d
St
ep
s

x
x

x
x

Q
ui
z

#
C
or
re
ct
A
ns
w
er
s

x
x

x
x

#
W
ro
ng

A
ns
w
er
s

x
x

x
x

x

#
A
tt
em

pt
s
to

an
sw

er
in
g
qu
es
ti
on
s

x
x

x

C
om

m
en
ts

#
M
ai
n
C
om

m
en
ts
po
st
ed

x
x

x
x

x
x

x
x

#
L
ik
e
R
ec
ei
ve
d

x
x

x
x

#
Po

si
ti
ve

co
m
m
en
ts
po
st
ed

x
x

x
x

x
x

x
x

#
N
eg
at
iv
e
co
m
m
en
ts
po
st
ed

x
x

x
x

x
x

x
x

#
N
eu
tr
al

co
m
m
en
ts
po
st
ed

x
x

x
x

x
x

x
x

R
ep
li
es

#
R
ep
li
es

Po
st
ed

x
x

x
x

x
x

x
x

x

#
R
ep
li
es

R
ec
ei
ve
d

x
x

#
Po

si
ti
ve

R
ep
li
es

po
st
ed

x
x

x
x

x
x

#
Po

si
ti
ve

re
pl
ie
s
re
ce
iv
ed

x
x

x
x

x
x

#
N
eu
tr
al

re
pl
ie
s
po
st
ed

x
x

x
x

x

#
N
eg
at
iv
e
re
pl
ie
s
re
ce
iv
ed

x
x

x
x

#
N
eg
at
iv
e
re
pl
ie
s
po
st
ed

x
x

x
x

x

#
N
eu
tr
al

re
pl
ie
s
re
ce
iv
ed

x
x

x

123



The engage taxonomy: SDT-based measurable engagement… 335

personality, human motivation, and optimal functioning. It stems from research on
two main types of motivation —intrinsic and extrinsic— that are further thought to
shape human behaviour (Deci and Ryan 2013). SDT posits that humans become self-
determinedwhen their needs forCompetence, Relatedness andAutonomy are fulfilled.
Self-determined individuals believe they are in control of their lives, take responsi-
bilities for their behaviours, are self-motivated and determine their actions based on
internal values and goals. SDT has led to various sub-theories, such as organismic
integration theory and causality orientation; and questionnaires (Hagger and Hamil-
ton 2021), such as the Aspiration Index, Basic Psychological Needs Scale, Christian
Religious Internationalisation Scale (Courtney 2018), to name but a few. In education
(Standage et al. 2005), students are more likely to learn and succeed when they are
intrinsically motivated by their need for Competence, than when extrinsically moti-
vated. Studies within SDT provide strong psychological evidence to support a more
interactive, multidimensional picture of human nature in various sociocultural con-
texts (Chirkov 2009). SDT has been used in musical education (Evans 2015), physical
education (Vasconcellos et al. 2020), science education (Lavigne et al. 2007), medical
education, amongst others. It is worth mentioning that SDT is further connected with
the self-regulated learning (Littlejohn et al. 2016) method—which is the predominant
approach in MOOCs, and thus we consider SDT an excellent choice of a first analysis
of motivational theory application and testing for MOOCs.

Whilst SDT is, as mentioned, well-known and frequently applied, nevertheless,
SDT, as well as other motivational theories, have not yet been evaluated on large-scale
data. This opportunity is given to us in the context of online learning and MOOCs.
Finding out to what extent SDT is really applicable is thus a useful endeavour. Hence,
SDT represents a good starting point to experiment with mapping of MOOC features
onto motivational theories.

In this paper we propose and use early measurable indicators of engagement (the
Engage Taxonomy for SDT) from the first week activities (see Sects. 3.2 and 3.3),
as mapped by experts (see Sect. 4.4), and apply these onto the concrete data from
our MOOCs to all student clusters. These early behavioural clusters are analysed in
terms of their semantics derived from SDT , on the axes of Autonomy, Competence
and Relatedness. The idea being that, if we find semantically relevant clusters, build
based on SDT variables, and then further find that they are correlated to the success
parameters, this confirms that the motivational theory-rooted methodology can be
applied to characterise students’ success.

After performing the above SDT mapping, we need to establish how to measure
its success. This is further explained in Sect. 3.5. Next, we tackle how to compute the
engagement measures.

3.4 Engagementmeasures: computing SDT aggregate constructs

As mentioned, we proceed in our further analysis with the SDT model and map-
ping. Thus, we analyse the following SDT-related constructs, proposing hereby also
numerical ways of computing them:
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Autonomy (per week): we created this aggregate construct, based on (a generalised
version of the data in) Table 2, computed as a normalised value, Aut ∈ [0,1], as
follows:

Aut(s,w) =
∑w

c∈CAut

(
wec ∗ csw

maxss∈S(w)cssw

)

∑w
c∈CAut

(1)

Here CAut are all constructs (extracted from tracking data) usable for establishing the
Autonomy of students; where csw is the value of construct c∈CAut for student s ∈ S(w)
in week w, normalised by dividing it by the maximum of all values of c in that week
w, for all students ss ∈ S(w);wec is the weight of construct c in the computation of the
Autonomy, and should be a value between [0,1]; this weight allows to have different
constructs influence the result in a different way; currently, we usedwec = 1, although
further experimentation could render more exact results. Finally, to ensure Aut(s,w) ∈
[0,1], we normalise the result by dividing it by the number of constructs in CAut . E.g.,
if in week w1 there are 6 steps in total, 3 quizzes, and students have posted together 5
comments (out of which, 2 are positive, 2 neutral and 1 negative), and there have been
in total 2 replies; a student s1 has accessed 3 out of the max 6 steps, answered 1 of the
3 quizzes, and, for simplicity, 0 out of 5 comments in week w1, as

∑w
c∈CAut

1 = 7 as
we have 7 features on Autonomy for SDT in Table 2. Then Aut(s1,w1) = (3/6 + 1/3
+ 0/5 + 0/2 + 0/1 + 0/2 + 0/1)/7 = 0.119. A student s2 performing the maximum
number of activities related to autonomy constructs would have a total of Aut(s2,w1)
= (6/6 + 3/3 + 5/5 + 2/2 + 1/1 + 2/2 + 1/1)/7 = 1, representing the maximum value
of the autonomy computable in that week.

Competence (per week): is also our created aggregate construct, on Table 2, defined
similarly to the Autonomy construct above (Eq. 1), but summing only over CCom , the
Competence-related constructs (formed of tracked data). For example, if a student s3
has 1 correct answer out of a maximum of 3, 2 wrong answers out of 3, 1 like received
out of 2, 2 replies posted out of 6, 1 positive reply posted out of 3 and 2 positive replies
received out of a maximum 2, in weekw1, as

∑w
c∈C

Com
1 = 6, as we have 6 features

on competence for SDT in Table 2, Com(s3,w1) = (1/3 + 2/3 + 1/2 + 2/6 + 1/3 +
2/2)/6 = 0.53.

Com(s,w) =
∑w

c∈CCom
(wec ∗ csw

maxss∈S(w)cssw )
∑w

c∈CCom

(2)

To further illustrate the usefulness of theweights, it is possible that, instead of using the
same weight overall, we would consider in a further iteration of this research (not fur-
ther explored here beyond this section) that, for the Competence construct, quiz results
are much more important than comments and replies. Thus, with the rest of the data as
above, instead ofwec = 1 for all, we could havewe#LikeReceived=we#RepliesPosted =
we#PositiveRepliesposted=we#Positiverepliesreceived = 0.5;we#Correct Answers =
we#WrongAnswers = 1. Thus, if student s4would have themaximum number of correct
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answers, and no other competence-related accomplishments in week w1, whereas stu-
dent s5would have themaximumnumber of comments liked during the sameweek, but
no other accomplishments, in this case we would haveCom(s4, w1) < Com(s5,w1),
as:

Com(s4, w1) =
(
3
3

)
∗ 1 +

(
0
3

)
∗ 1 +

(
0
2

)
∗ .5 +

(
0
6

)
∗ .5 +

(
0
3

)
∗ .5 +

(
0
2

)
%.5

6
= 0.167

< Com(s5,w1) =
((

0

3

)

∗ 1 +
(
0

3

)

∗ 1 +
(
2

2

)

∗ .5 +
(
0

6

)

∗ .5 +
(
0

3

)

∗ .5 +
(
0

2

)

%.5

)

/6 = 0.083

Relatedness (per week): is our final aggregate construct, again based on Table 2, and
defined similarly to theAutonomyandCompetence constructs (Eqs. 1 and2), summing
here over CRel , the Relatedness-related constructs (formed of tracked data):

Rel(s,w) =
∑w

c∈CRel
(wec ∗ csw

maxss∈S(w)cssw )
∑w

c∈CRel

(3)

From thegenericwaywehave created these formulas, one could see that they are imme-
diately applicable onto the other theoretical engagement and motivation approaches
analysed in Table 1, such as Drive, Engagement Theory, and Process of Engagement.
Please note that we do not claim this model to be optimal; it is however a simple one,
thus an Occam-razor based approach.

The overall connection between the definitions above, the mapping in Sect. 3.2
(Table 2) and the indicators in Sect. 3.1 are further shown in Fig. 1. For instance, raw

Fig. 1 SDT Theory, mapped to students’ activities in MOOCs
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data, such as course contents, maps, via pre-processed data #Accessed_steps (num-
ber of steps accessed by the current student), to the construct on Autonomy in the
SDT mapping. Similarly mapped to Autonomy are #Attempts to answering questions,
#Main Comments posted, etc.). Based on this mapping, theAut(s,w)measurable, SDT-
related construct, is defined. Thus, Fig. 1 illustrates how, from raw student tracking
data, we can obtain measurable motivational theory constructs. It shows the sequence
of operations for extracting these features and turning them into the input data used
for clustering and machine learning.

3.5 Computing SDT success

How to measure success in MOOCs is a debatable issue (Davis et al. 2013). Whilst
completion is the most frequently used parameter for success (Mohamed and Salleh
2021; Loizzo et al. 2017), it is not unanimously agreed upon as the best way of
measuring the perceived, or even the actual success of MOOC students. Students may
have different objectiveswhen they embark on aMOOC-journey. Studentsmaywish to
learn a new topic in its entirety, but also, they may wish to use the obtained knowledge
for different aims. Thus, besides completion, it is useful to look at other measures of
success. We do this here in two ways: one, by using a new, rigorous methodological
approach based on engagement and motivation theory—and mapping SDT constructs
onto track data (raw or derived) of the students, from 12 features, including lesser
used features, such as sentiment-related ones (as described in Sects. 3.1, 3.2). The
second way is in measuring the success in terms of the other ways a student can
interact with a MOOC, beside reading (and completing) pages: by answering quizzes
and posting comments. Thus, we measure the student’s success additionally via the
Correct Answer ratio and the Reply ratio from week 2 to the last week (Fig. 2 and see
also Sect. 4.8).

In terms of completion itself, various studies proposed different formulas to estimate
the completion (Sunar 2017). We use here the 80% threshold to define Active students
in the following week as in (Alamri 2021) (see Sect. 4.9). Please note that this binary
way of computing completion has been applied in several prior studies and is accepted
in the literature (Alamri 2021, Alamri 2019, Alamri 2020).

We use the measures of student success, as defined in Sect. 4.7, to evaluate the
clustering (as explained in Sect. 4.6) and ML prediction based on the proposed SDT
theory and the Engage Taxonomy, as illustrated in Sect. 4.9.

Figure 2 shows the input values (SDT elements from Students’ activities in the first
week) and output results from both the Success measures from clusters analysis and
Active students prediction from Machine learning.
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Input Output 

Clusters

Analysis

Fig. 2 SDT constructs versus success measures

4 Methodology

4.1 Courses description

FutureLearn3 is one of the youngest MOOC platforms (since 2012), and the European
counterpart to USA’s Coursera,4 EdX,5 etc., which now supports 327 courses, created
by 83 partners, and reached 3 million students in 2018.6 In general, FutureLearn’s
philosophy is grounded in social learning theories,7 where the students’ interactions
with other students may impact positively on the individual success of each one.

As it is however a newer platform, there are fewer studies performedon it.Wefill this
gap, by selecting courses delivered through it. In this study,we analyse a large dataset of
26 runs of 6 multidisciplinary courses, which fall under 3 main categories: Literature,
Business and Psychology. The courses have been delivered through FutureLearn by
two universities in the United Kingdom (< names removed here for anonymity >)
between 2013 and 2018. The studied courses have a length of 4 to 10 weeks. The
structure of these courses is based on a weekly learning unit. Every learning week
includes so-called ’steps’, which cover images, videos, articles and quizzes. Having
joined a given course, students can access these steps, and optionally mark them as
completed, or solve quizzes. These steps also allow comments, replies and likes on

3 https://futurelearn.com/
4 https://www.coursera.org/
5 www.edx.org/
6 https://about.futurelearn.com/press-releases/futurelearn-has-3-million-learners
7 https://www.futurelearn.com/courses/learning-network-age/0/steps/24637
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these comments, from different users enrolled within the course. Moreover, quizzes
can be frequently attempted, until the Correct Answer is obtained.

4.2 Multimodal andmulti-dimensional tracking data

From the very first interaction with the website, every student’s activity has been
logged, along with a timestamp, into our dataset, with their unique student IDs. Our
longitudinal dataset, consisting of the repetition of the 6 courses delivered over con-
secutive years has enabled a deep exploration of student behaviour. In this in-depth
analysis,weusemulti-modal data, frommanyperspectives. Firstly,weuse time-related
data, as well as numerical data and textual data. Second, we use data of different gran-
ularity: from a time-related perspective, we analyse data at the level of a timestamp,
a day, a week, several weeks, or the whole course.

4.3 Data preparation and pre-processing

We started with 6 courses with 27 runs with 2167 steps in total (an average of around
80.3 steps per run), and 136 quizzes (on average, about 5.2 quizzes per run). The
courses are: Course 1, ‘Open Innovation in Business (OI)’; Course 2, ‘Leading and
Managing People-Centred Change (LMPCC)’; Course 3, ‘Babies in Mind (BIM)’;
Course 4, ’ Shakespeare (SHK)’; Course 5, ‘Supply Chains (SUP)’; Course 6, ‘The
Mind is Flat (THM)’ as shown in Table 3.

Originally, 218,235 students enrolled in these courses. The first step of the data
preparation refined the raw data, by removing all students who had enrolled on one
of the courses, but never viewed (accessed) any of the materials (steps). These stu-
dents clearly never engaged, and thus are irrelevant for our online course behaviour
analysis with track data; moreover, these students have been analysed, based on
earlier parameters, i.e., registration date, in our previous work [ref-removed]. As a
result, we were left with analysing 107,771 students, which is still a large number, to
extract behavioural patterns from (tracking data as above). The final dataset included
2,824,891 accesses (i.e., 33.44 steps of the course), 2,538,406 completions (30.04%
steps of the course), 2,125,961 attempts answers, 1,425,297 correct answers, 700,664

Table 3 FutureLearn courses’ summary

Course Enrolled Accessed Run

Open innovation in business (OI) 6071 2792 4

Leading and managing people-centred change (LMPCC) 10,417 6599 3

Babies in mind (BIM) 48,771 26,175 6

Shakespeare (SHK) 63,625 29,432 4

Supply chains (SUP) 5808 2912 2

The mind is flat (THM) 83,543 39,894 7

Total 218,235 107,771 26
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wrong answers, 196,143 comments, of which 154,432 were replies to previous com-
ments, 294,942 likes, 154,088 positive comments (representing 78.5% from the total
number of comments), 24,755 negative comments (12.6% from total of comments),
and 17,300 neutral comments (8.8% from total of comments), 78,362 positive replies
(67.88% from total of replies), 17,555 negative replies (15.20% from total of replies),
19,515neutral replies (16.90%from total of comments).Anormality test indicated that
these variables are not normally distributed (Shapiro–Wilk test; p < 0.05). Thus, this is
further evidence that the students’ behaviour is not homogenous, and, if engagement
indicators are found, these are expected to have different values for different student
sub-populations. As a result, we cluster students based on the tracking parameters
(raw or derived), before we proceed to the engagement analysis.

4.4 Expert mapping

To map the features extracted (indicators) from MOOCs onto the set of chosen pop-
ular Engagement Theories and, importantly for this study, the SDT theory, we used
expert labelling. We put forward some requirements to ensure the annotation quality.
Therefore, we selected annotators who held at least a PhD degree and were experts
in the domain of learning analytics (LA). The mapping between the engagement and
motivation concepts and the potential indicators within MOOCs was done indepen-
dently by the experts (two professors and one PhD holder). In terms of our experts
being LA experts, this was considered necessary, as LA experts understand the need
for labelling data for any kind of neural network-based automatic machine-learning.
Additionally, they also had the educational expertise to understand what motivates
students (as per target of this study). In terms of their knowledge of the purpose of the
study, the mapping was done independently of, and at a stage prior to the evaluation
study. To further increase the quality of the categorical labelling, in the case where two
experts disagreed on mapping a specific behaviour onto the theory’s constructs, the
mapping from the third expert was considered to determine the decision.Moreover, the
interrater Fleiss’ Kappa agreement test has been used to assess the inter-rater agree-
ment between experts’ mapping. The test resulted in k = 0.72, which is interpreted as
a substantial agreement (Fleiss et al. 1981). The Engage Taxonomy constructed thus
is described in detail in Sect. 3. Please note that, beside the efforts taken as described
here to ensure the quality of the process, further validation of the experts’ mapping is
indirectly provided by measuring the success of students based on their SDT values
(as further explained in Sects. 4.7, 4.8 and 4.9, and evaluated in Sects. 5.2 and 0). Con-
struct validity is estimated at face validity (Nevo 1985), as in Sect. 3.2.Additionally, the
stronger, established and effective ‘gold standard’ measurement of criterion validity
(Amirkhan 1994) is provided by calculating the correlation between the results of the
mapping and the results of the criterion measurement (here, the success measurement,
as introduced in Sect. 4.7 and with results in Sects. 5.2). The usage of the resulting 3
SDT constructs in practice for a prediction of active students in the following week
provides further ‘in-practice’ proof of the usefulness of the SDT mapping (see Fig. 1
and Sects. 4.9 and 5.3). However, whilst we took great care with all steps in our and
innovative process of evaluating motivational theories via data-driven approaches, and
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have had promising results (see Sect. 5), we do not claim each step is optimal; indeed,
this process illustrated here is provided to the research community to further improve
upon and explore, as also discussed in Sect. 6.

4.5 Sentiment analysis

Sentiment analysis has become valuable to a wide range of problems, to extract
opinions and make decisions across different disciplines and fields, including soci-
ology, marketing and advertising, psychology, economics, political science and others
(Bakharia 2016). There are relatively few studies that employ sentiment analysis in
MOOCs. Here, we use the outcomes of sentiment analysis, to generate some of the
potential indicators for the behavioural clustering of students, such as numbers of pos-
itive/negative/neutral comments or replies (see Sect. 3.1). To achieve this, a Natural
Language Processing (NLP) tool called TextBlob8 has been employed, in order to clas-
sify students’ comments into three categories: positive, neutral and negative. TextBlob
is an NLP-oriented Python library trained on a movie reviews corpus. TextBlob offers
a simple API tomeasures polarity and subjectivity of a textual dataset for certain tasks,
such as sentiment analysis, classification, part-of-speech tagging, extraction and more
complex text processing tasks (Brinton et al. 2014). The tool has been widely used
on similar datasets extracted from several social media platforms and proved to be an
effective tool for sentiment analysis (Vyas and Han 2019; Dutta 2021; Lohar et al.
2021; Gryllos et al. 2017). This would help understand student expectation and over-
all satisfaction with the course contents and outcomes. We use sentiment analysis to
derive some of the aggregate MOOC indicators, as a basis for the Engage Taxonomy
(Sect. 3.2). Appendix H shows an example of using TextBlob to classify students’
comments in our datasets.

4.6 Clustering students

As we wish to explore commonalities of students, clustering (Alamri 2019, Rana
and Garg 2016) seems like the most appropriate technique to employ first. In terms
of student clustering, we analyse data at the level of individual students, groups of
students, all students in a run of a course, all students for all runs of a course, and even
students who perform several runs of a course.

To decide which clustering technique to use, we have applied several techniques,
such as Spectral Clustering, Density-based spatial clustering, Gaussian Mixture Mod-
els and K-means clustering. We found that the K-means has the best result in term of
Silhouette Coefficient.

The K-Means clustering technique is an unsupervised machine learning algorithm
and one of the most popular clustering techniques in data analytics (Xu and Wunsch
2005). Previous research used this technique for related tasks—e.g., (Moreno-Marcos
2018) used sentiment analysis and k-means clustering to analyse discussion patterns
on FutureLearn. K-means produces a pre-specified number k of clusters. To find the

8 https://textblob.readthedocs.io/en/dev/
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optimal k, we used the means silhouette coefficient, i.e., running clustering on a range
of values of k (2 ~ 10, in our case), calculated using intra- and inter-cluster distance.
Thus, we used it to partition students based on their behaviour.

We use raw data and aggregate data, i.e. data composed from different raw data
sources. We use data for early prediction as well as for general descriptive analysis.
We use data generated with various techniques: e.g., generated by ’simple’ tracking of
students, by applying motivational theories, by applying sentiment analysis on student
information exchange, by applying statistical indexes on the data, etc. Considering the
multiple sources and complexity of the data processed, and to limit it somewhat for the
current paper, we have decided to perform a first aggregation step based on the weekly
learning unit, which is used as a synchronisation point in instructor-led FutureLearn
courses.

This approach further allows for early prediction (see Sect. 4.9)—starting by
analysing clustering in week 1. Additionally, we ensure that tracking data covers all
aspects of the motivational theories involved (see Sect. 3)—especially the SDT theory,
which is studied here, as being the most widely used one (see Sect. 3.3).

4.7 Student success measure definitions

Although a considerable amount of literature has been published on student success
in a MOOC, there is no formal definition of student success. The concept of MOOC
success ismultidimensional and the researchers in the domain have been using a variety
of definitions such as Course completion, Pass/Fail, certificate earners and final exam
grade (Gardner and Brooks 2018).

To measure student success in MOOCs, in the clusters we identify as explained in
Sect. 4.6, we use an extended set of parameters (besides the ’basic’ Completion ratio),
as proposed by (Shi et al. 2020) (as explained at a generic level in Sect. 3.5) d.

• Completion ratio: this is the most often used success measure in learning in general,
and in online learning in particular: did the student complete the course? Here,
instead of obtaining a binary value based on various criteria, such as an (often)
arbitrary proportion of the course completed (Alshehri et al. 2018), we instead use
the actual (normalised) proportion as a target, we normalised the Completion rate
for each student, by dividing the number of completed steps by total course steps
available, which had the effect of scaling all scores between 0 and 1.

• Correct Answer ratio: often, completion is not sufficient for estimating the success
of a student. (Shi et al. 2020) have thus proposed to use other measures on a differ-
ent ’axis’, that of quizzes, and to explore how many answers have been correctly
answered by a student, from all answers delivered by that student during the same
period.

• Reply ratio: similarly, the social activity of a student may be considered another
type of measure of success, which is here represented by the number of replies a
student receives for their comments.
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4.8 Analysing student clusters

To analyse the student subpopulations in the clusters obtained, we performed statistical
analysis of the input parameters: the SDT constructs (Autonomy, Competence and
Relatedness), defined via the Engage Taxonomy, see Sect. 3. In addition, the success
measures (Completion ratio, Correct Answer ratio and Reply ratio, see Sect. 5.2) have
been analysed in each cluster. For this purpose, we computed the mean and standard
deviation of these parameters. Additionally, the highest two clusters in terms of the
mean of the success measures (Completion Ratio, Correct Answers Ratio and Reply
Ratio) are further compared pairwise via a Mann–Whitney U test, for each of the
success measures. Moreover, the Pearson correlation coefficient test (PCC) (Benesty
et al. 2009) has been employed to assess the relation between SDT constructs and
success measures.

4.9 Machine learning prediction

To illustrate the power of the extracted SDT constructs, we evaluate if they can be used
directly as early predictors of student activity. For this, we define Active students as
those that did access 80% of the course material (80% = 0.8 of the number of #steps;
see also Sect. 3.5, (Alamri 2021), and the rest as Non-Active students (Eq. 4):

NA(s,w) =
{
1, i f T AS(s, w) < T S(w) ∗ 0.8

0, rest
(4)

T AS(s,w) =
∑

j=0..T S(w)

AS(s,w, j)

AS(s,w, j) =
{
1, i f students accessed step j inweek w

0, rest

where s: student, TAS(s,w): total steps accessed by student s in week w; TS(w): total
course steps available in weekw; where TAS(s,w) < = TS(w), as themaximum number
of steps a student could access in week w are all available ones.

As we aim at early prediction, we use machine learning to predict Non-Active
Students (NA) in week 2, by using SDT constructs (defined via the Engage Taxonomy,
see Sect. 3) as input, which were extracted fromweek 1. Thus our prediction problems
is:

Given a student s, and their SDT constructs from the current week (weekw = 1)
predict if the same student s is non-active (NA(s,w + 1)) in the following week
(i.e.,weekw + 1 = 2).

For a comprehensive analysis, we employed several competing ML ensembles
methods, as follows:RandomForest (RF) (Breiman2001),GradientBoostingMachine
(Gradient Boosting) (Friedman 2001), Adaptive Boosting (AdaBoost) (Freund and
Schapire 1997), XGBoost (Chen andGuestrin 2016), (ExtraTrees) (Geurts et al. 2006),
Logistic Regression (LR) (Rawlings et al. 1998) and (K-nearest Neighbour) (Anchalia
and Roy 2014). Ensembles refer to learning algorithms that fit a model via combining
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Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 Run 7

Training set                                         Testing set

Fig. 3 The Mind Is Flat course

several simpler models to strengthen the accuracy (Zhang and Ma 2012). In cases
of binary classification (like ours), Gradient Boosting uses a single regression tree
to fit the negative gradient of the binomial deviance loss function (Friedman 2001).
XGBoost, a library for Gradient Boosting, contains a scalable tree boosting algorithm,
which iswidely used for structured or tabular data, to solve complex classification tasks
(Chen and Guestrin 2016). AdaBoost is another method, performing iterations using
a base algorithm. At each interaction, AdaBoost uses higher weights for samples
misclassified, so that this algorithm focuses more on difficult cases (Mazini et al.
2019; Kumar et al. 2011). Random Forest is a method that uses several decision
trees, constructed via bootstrapping resampling and then applying majority-voting, or
averaging, to perform the estimation (Mishina et al. 2015).

The current study used a balanced accuracy score (BA) to evaluate the performance
of themodels; this metric is widely used to calculate accuracy for imbalanced datasets,
by preventing themajority of negative samples from biasing the result (Brodersen et al.
2010). Please note that, although we applied and compared various classifiers, our aim
here was not to optimise the prediction of Active students in week 2, but to showcase
how the SDT theory, and our mapping of indicators onto SDT constructs, can be used
directly as a predictor.

As we have used a massive dataset for different courses, we have prepared the
training and testing sets based on the last Run of the course. For example, in the Mind
Is Flat course, we trained our ML models by using students’ data extracted from early
runs ( Runs 1 to 6) for students who registered between 2013 and 2016. However,
for testing the models, we used a new data set extracted from the last run (Run 7)
that contains students’ activities in 2017-see Fig. 3 which is similar to some extent to
transformer models (Vaswani et al. 2017).

In addition, we combined all datasets (Runs) together for each course to predict
Active and Non-Active Students in week 2 by using the tenfold cross-validation, a
widely used technique to evaluate a predictive models (An et al. 2007).

5 Results

5.1 Student clusters

The indicators defined in Sect. 3 are aggregated, to obtain 6 datasets corresponding
to the 6 courses. Further aggregation would not be applicable, as the structure of the
courses varied in length, number of steps, quizzes, resources, etc., available, whereas
within each course, these were (relatively) constant, thus progress would have been
expected to be equal for each student—all other parameters being equal. As it is
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Table 4 Number of students and percentages in each cluster for each course

Course Cluster 1 Cluster 2 Cluster 3 Total

Babies in mind 2055 (8%) 10,155 (39%) 13,965 (53%) 26,175

Shakespeare 1454 (5%) 12,247 (42%) 15,731 (53%) 29,432

Supply chains 96 (3%) 631 (22%) 2185 (75%) 2912

The mind is flat 1410 (3%) 12,522 (31%) 25,962 (65%) 39,894

Open innovation in business (OI) 164 (6%) 786 (28%) 1842(66%) 2792

LMPCC 314 (5%) 2255 (34%) 3997 (61%) 6566

difficult to compare data from different runs and different sources, we normalised
the indicators, by dividing each value by the highest value in the column (activity)
within each course, which had the effect of scaling all scores between 0 and 1 (see
Sect. 3). Please note that other methods of normalisation could have been used, such
as min–max or z-norming (Patro and Sahu 2015; Stocks et al. 2011), all serving the
goal to achieve a type of distributional equivalence between runs.

We first clustered the students in the 6 courses for the 26 runs and obtained the main
clusters for students, based on the SDT variables from students’ activities in the first
week. The silhouette coefficient analysis showed that k = 3 for K-Means is the most
appropriate, when clustering the behavioural indicators. Hence, we obtain 3 clusters
(Table 4).

Table 4 shows an overview of students’ distribution in each cluster. As can be seen
from the table, cluster 3 contains the majority of the students: more than the other
two clusters for all six courses. Approximately two-thirds of the students have been
clustered in cluster 3 in Supply Chains and 66% of the students have been grouped in
cluster 3 in Open Innovation in Business (OI). On the other hand, cluster 1 comprises
the minority of the students (3%-8% of the students) and cluster 2 is mid-ranged (28%
and 42%).

5.2 Student cluster analysis

To semantically analyse the clusters, Table 5 illustrates the three elements of SDT
extracted fromweek 1 activities only, versus the success measures of student activities
from week 2 to the last week (with highest values in bold). This cluster analysis thus
allows us to estimate if the SDT values of week 1would be a good predictor for success
in the rest of the course.

The most striking result to emerge from the table is that there is a clear positive cor-
relation between the SDT constructs (Autonomy, Competence and Relatedness) and
the success measures (Completion Ratio, Correct Answers Ratio and Reply Ratio).
This has further been proven statistically, by using the Pearson correlation coefficient
test. The results revealed a positive correlation (r > 0), as shown in Appendix A1). The
table shows that the Relatedness construct is the most correlated construct, strongly
correlated with the Reply-Ratio measure in the six courses, whereas Autonomy and

123



The engage taxonomy: SDT-based measurable engagement… 347

Table 5 Mean and standard deviation for the 3 SDT construct-based clusters aggregated over the 6 courses,
versus the success measures (highlighted in green)

Course
Cluster 1 Cluster 2 Cluster 3
Mean/SD Mean/SD Mean/SD

B
abies in M

ind

SDT elements from Students’ 
activities in the first week Autonomy 0.37 / 

0.08
0.19 / 

0.04
0.04 / 

0.04

Competence 0.2 / 0.09 0.09 / 
0.03

0.0 / 0.01

Relatedness 0.16 / 
0.08

0.02 / 
0.03

0.0 / 0.0

Success measures from Stu-
dents’ activities between week 2 
to the last week

Completion Ratio 0.55 / 0.4 0.40 / 0.4 0.02 / 
0.09

Correct Answers Ratio 0.39 / 
0.36

0.27 / 
0.34

0.01 / 
0.05

Reply Ratio 0.02 / 
0.06

0.0 / 0.01 0.0 / 0.0

Shakespeare

SDT elementsfrom Students’ 
activities in the first week Autonomy 0.39 / 

0.07
0.22 / 

0.03
0.04 / 

0.04

Competence 0.35 / 
0.09

0.20 / 
0.03

0.0 / 0.01

Relatedness 0.19 / 
0.09

0.01 / 
0.03

0.0 / 0.01

Success measures from Stu-
dents’ activities between week 2 
to the last week

Completion Ratio 0.62 / 
0.38

0.44 / 
0.39

0.02 / 
0.09

Correct Answers Ratio 0.45 / 
0.31

0.31 / 
0.31

0.01 / 
0.05

Reply Ratio 0.02 / 
0.07

0.0 / 0.01 0.0 / 0.0

Supply Chains

SDT elementsfrom Students’ 
activities in the first week Autonomy 0.48 / 

0.09
0.23 / 

0.04
0.04 / 

0.04

Competence 0.33 / 
0.12

0.19 / 
0.05

0.0 / 0.01

Relatedness 0.23 / 
0.11

0.02 / 
0.04

0.0 / 0.01

Success measures from Stu-
dents’ activities between week 2 
to the last week

Completion Ratio 0.63 / 
0.43

0.49 / 
0.42

0.03 / 
0.13

Correct Answers Ratio 0.4 / 0.33 0.32 / 
0.31

0.0 / 0.02

0.04 / 0.0 / 0.03 0.0 / 0.02
0.11

The M
ind is Flat

SDT elements from Students’ 
activities in the first week

Autonomy 0.4 / 0.08 0.21 / 
0.04

0.05 / 
0.04

Competence 0.34 / 0.1 0.18 / 
0.03

0.0 / 0.01

Relatedness 0.21 / 0.1 0.01 / 
0.03

0.0 / 0.01

Success measures from Stu-
dents’ activities between week 2 
to the last week

Completion Ratio 0.56 / 
0.36

0.45 / 
0.37

0.01 / 
0.08

Correct Answers Ratio 0.41 / 0.3 0.33 / 0.3 0.0 / 0.04

Reply Ratio 0.03 / 
0.06

0.0 / 0.01 0.0 / 0.0

O
pen Innovation in Business (O

I)

SDT elements from Students’ 
activities in the first week

Autonomy 0.37 / 
0.08

0.18 / 
0.04

0.04 / 
0.03

Competence 0.26 / 
0.09

0.07 / 
0.04

0.0 / 0.01

Relatedness 0.24 / 
0.09

0.02 / 
0.04

0.0 / 0.01

Success measures from Stu-
dents’ activities between week 2 
to the last week

Completion Ratio 0.55 / 
0.39

0.45 / 
0.41

0.01 / 
0.04

Correct Answers Ratio 0.27 / 
0.23

0.19 / 
0.22

0.0 / 0.02

Reply Ratio 0.02 / 
0.11

0.0 / 0.0 0.0 / 0.0

Reply Ratio
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Table 5 (continued)

LM
PC

C

SDT elements from Students’ 
activities in the first week

Autonomy 0.35 / 
0.07

0.18 / 
0.02

0.04 / 
0.04

Competence 0.2 / 0.09 0.1 / 0.03 0.0 / 0.01

Relatedness 0.16 / 
0.08

0.01 / 
0.02

0.0 / 0.0

Success measures from Stu-
dents’ activities between week 2 
to the last week

Completion Ratio 0.68 / 
0.37

0.53 / 
0.38

0.02 / 
0.12

Correct Answers Ratio 0.4 / 0.24 0.33 / 
0.28

0.0 / 0.05

Reply Ratio 0.02 / 0.1 0.0 / 0.01 0.0 / 0.0

Competence constructs are less correlated. On the other hand, the Competence con-
struct, in the Supply Chains and LMPCC courses, is the most correlated construct with
the Answer Ratio measure, and the Autonomy is the most correlated construct with
the Completion Ratio measure.

Please note that this is evenmore important, as SDT aremeasured as early variables,
potentially usable for prediction (week 1, as said) and success measures are collected
week 2 till the last week. Thus, we can arguably claim that SDT motivational theory
constructs can be used as early informer for success towards the end of the course.
Therefore, it is an important result thatwe could confirm, via a data-intensive approach,
that most motivated and engaged students, as defined by the SDT motivational
theory, turn out to be the most successful. Interestingly, our clustering succeeded to
showcase this, by grouping these students in cluster 1. Likewise, cluster 2 has naturally
resulted in assembling the intermediate students, who have statistically significantly
(p < 0.05) lower results in terms of both SDT constructs as well as success (see
Appendix F). Cluster 3 gathers, on the other hand, a large number of users who are
not very engaged, as per SDT parameters (which is not that surprising, considering
clustering was done based on SDT parameters), but, importantly, nor are they very
successful (as per our three success measures). A good example of this can be found
in the ‘Babies in Mind’ course, as the mean of cluster 1 was 0.37 in Autonomy, 0.2
in Competence and 0.16 in Relatedness; the Completion rate was 0.55. On the other
hand, cluster 2 reported lesser values than cluster 1 in all SDT parameters (0.19 in
Autonomy, 0.09 in Competence and 0.02 in Relatedness; with a Completion rate of
0.4 (0.15 less than cluster 1)). We can notice the same pattern for all other courses
(see Table 5).

Appendix E further shows the mean, standard deviation and maximum values for
the three SDT construct over six courses. For all students, the Autonomy construct has
the highest mean score (ranging from 0.133 to 0.096). The autonomy mean score in
Table 5 for students in cluster 1 (ranging from 0.48 and 0.35) represents a high degree
of autonomy, compared to students in cluster 2 and 3. The Competence construct
ranked as the second highest, with a mean score ranging from 0.102 to 0.036. Finally,
the Relatedness construct had the lowest mean score (from 0.021 to 0.01).

A follow-up analysis additionally shows that there is a significantly high correlation
between Autonomy and Competence (ranging from 86 to 93), and a lesser correlation
between Relatedness and both Competence or Autonomy (ranging from 57 to 84) over
the six courses (see Appendix A2). Section 6 further discusses these findings.
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As previously mentioned, the clusters were created based on the SDT constructs
(Autonomy, Competence and Relatedness) from students’ activities in the first week
(analysing basically if these newly proposed early engagement parameters would
be good potential early predictors of success). Appendix F shows the results of the
statistical analysis of the success measures for the highest two clusters in terms of
SDT (cluster 1 versus cluster 2). We can see that a significant difference exists for all
success measures between the highest two clusters for all six courses, meaning their
differences are not due to chance.

Figure 4a-f allows for further visual analysis of the results, by showing the 3D-
plots of the 6 courses, the relevance of SDT constructs being clearly visualised in
the plots for each cluster. Clusters are well separated, with cluster 1 containing the
higher SDT value values (in green), cluster 2 the intermediate (in yellow) and cluster
3 the low values (in red). Cluster 1 contains the most motivated and engaged students
whereas, cluster 3 identified the very low engagement students. Please note that cluster
3 contains students with very low SDT values and their data points are very close to
each other. The visualisation for the students with similar SDT values are overlapping
giving a ‘feel’ that the red cluster is smaller, whereas it is the largest.

To better understand the usefulness of the SDT constructs with respect to the impact
on the success measures, the centroids of each cluster are further represented as a point
in the radar plot in Fig. 5 (a-f; clusters with the same colouring convention as in Fig. 4).
It is clear that the students with higher values of the SDT features in the first week
activities have a higher chance to be the most successful. Indeed, the wider spread
of the green cluster 1 area shows for all SDT values (Autonomy, Competence and
Relatedness) show a respective widespread for the success values (Answer Rate and
Completion Rate). Similarly, the yellow cluster 2 is wider for all these when compared
with the red cluster 2, for which all these values (SDT and success) are so low, it almost
appears as a small dot.

We have repeated the experiment for one course “The mind is flat” using only
one dimension of the SDT constructs (“Relatedness”) and compare it with the results
obtained by using all SDT constructs. The clusters with one construct look worse than
using all SDT constructs. The results showed that 93% of students were clustered
in cluster 3 (was 65% when we used all SDT constructs), which means that a lot of
high achievers’ students in cluster 1 and 2 moved to cluster 3. Therefore, the mean
completion rate for Cluster 3 increased from 0.01 to 0.15 please see Appendix K.

5.3 Machine learning prediction

Table 6 shows the performance of the predictive models, evaluated by the Balanced
Accuracy score (Brodersen et al. 2010), a commonly used metric for binary classi-
fication of unbalanced datasets (see Sect. 4.9). Moreover, several measures, such as
Precision, Recall and F1-Score have been also used for a complete evaluation of the
prediction performance (full results provided in Appendix B, due to the extensive
size of the table). In addition, AppendixI shows more results for using tenfold cross-
validation by combining all datasets (Runs) together for each course to predict Active
and Non-Active Students in week 2.
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a) Babies in Mind b) Shakespeare and His World 

c) Supply Chains
d) The Mind is Flat

e) Open Innovation in Business (OI) f) LMPCC  

Fig. 4 a–f The three clusters mapped onto the Self-Determination Theory (SDT) (Cluster 1: green; Cluster
2: yellow; Cluster 3: red). (Color figure online)
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Fig. 5 a–f Values of the SDT features versus success measures (Completion Ratio and Correct Answers
Ratio (Cluster 1: green; Cluster 2: yellow; Cluster 3: red). (Color figure online)

In general, all algorithms achieved good results, indicating that, regardless of the
employedmodel, the SDT constructs extracted from the first week in this study proved
to be powerful in predictingActive andNon-Active students in the secondweek.Whilst
all models’ performances are generally relatively good; the most robust model is the
ExtraTrees model, as it outperforms in two courses: ‘The Mind is Flat’ 91.70%, and
‘Leading and Managing People-Centred Change (LMPCC)’ 90.13%.

Additionally, we have computed the Gini index (GI) (Dorfman 1979) for the ‘win-
ning’ ExtraTrees algorithm, to evaluate the feature importance of each feature used to
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Table 6 Prediction of Active and Non-Active Students in week 2 based on week 1 SDT constructs

Courses AdaB ExtrTr GBoost KNN LR RF XGBoost

Babies in mind 82.87% 80.33% 62.48% 75.13% 83.01% 82.87% 67.50%

Shakespeare 87.11% 87.29% 87.33% 80.57% 87.24% 87.26% 87.24%

Supply chains 91.35% 92.46% 92.73% 83.74% 90.74% 92.11% 92.73%

The mind is flat 91.11% 91.70% 91.16% 86.54% 91.31% 91.65% 91.17%

Open innovation
in business
(OI)

90.09% 89.75% 84.70% 87.39% 83.35% 88.07% 89.08%

(LMPCC) 89.86% 90.13% 89.63% 87.12% 88.18% 89.57% 89.32%

predict non-active students in the following week (see Appendix C). Briefly, results
show that Competence is ranked as the most important construct in the classification
(importance value ranging from 0.43 and 0.50). Autonomy is ranked as the second
important construct (importance value ranging from 0.27 to 0.34). Finally, the Relat-
edness construct is ranked as the least important factor (importance value ranging from
0.20 to 0.23).

Appendix J shows the prediction results of Active and Non-Active Students in
week two based on one of the SDT constructs ( the Relatedness); the prediction accu-
racies were considerably lower (between 50% and 63%) compared to using all SDT
constructs (between 67% and 92%), showing that the three constructs are necessary
together for prediction.

6 Discussion

In this paper, we propose the Engage Taxonomy, a mapping of ‘bottom-up’ MOOC
data to ‘top-down’ high level concepts frommotivational theories. To create it, we have
mapped the engagement and motivation concepts and the potential indicators within
MOOCs, with the help of three experts, onto these theories. Moreover, the Fleiss’
Kappa agreement test has shown a high rate of agreement (substantial agreement)
between experts (see Sect. 4.4 and Table 2). However, this process illustrated here is
provided to researchers to further improve upon and explore. Indeed, a similarmapping
can be extended to incorporate further MOOC variables, if other MOOCs provide
additional behavioural meta-data. Additionally, our weighted model as in Sect. 3.4
can be further improved: weight optimisation sought—e.g. searching optimal values
between [0,1]; or even proposing negative values. For instance, negative replies are
consideredhere to influencepositively the relatedness (in the sense of ‘anynews is good
news’, and any interaction and replies is affecting the relatedness). However, another
model may consider this relation as a negative one. We also envision optimisation in
the sense of more complex, non-linear models. Our methodology can be seen as a shell
to be applied to different MOOCs, or onto different motivational theories (as already
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started in Table 2, where we have not just SDT, explored further in-depth in this paper,
but also the Drive Theory, Engagement Theory and Process of Engagement Theory).

In terms of MOOC completion, although about 10% of participants complete their
courses in MOOC, clearly many more students quit over time. Appendix D presents
the number of remaining students over time, showing that the curve of dropouts is
itself dropping speedily. Hence, participants are most likely to drop out in the first
few weeks. Therefore, identifying those students at an early stage is important, to
provide early intervention, to keep the engagement going. In this study, we used SDT
constructs extracted from the first week as input features for machine learning. This
provides an opportunity to deal with at-risk students at an early stage (week 2, which
we identified as a critical period). Future work will explore how using week-by-week
prediction affects the prediction accuracy and gain (in terms of number of students
dropping out at later stages).

The correlation results between the SDT constructs and the success measures
(AppendixA1) point to Relatedness being the best construct tomeasure theReplyRate
of students, as it shows higher correlation values in the six courses. Both Autonomy
and Competence constructs have similar correlation patterns with success measures.
For the Completion Rate, the Autonomy was the most correlated construct in four
courses and Competence was the highest in two courses. Finally, Competence was the
most correlated construct to the Answer Rate in four courses.

This finding led us to further explore the direct correlation among the SDT con-
structs. The three SDT constructs are thought to represent different traits conceptually,
so some independence is expected. This is confirmed by Fig. 1, in that at least one fea-
ture uniquelymaps to each SDT construct. However, the linear trend of the distribution
of students in Fig. 4 suggests that theAutonomy, Competence, andRelatedness dimen-
sions from the expert mapping may be correlated. An additional analysis (Appendix
A2), shows that a significantly high correlation between Autonomy and Competence,
ranging between (0.86 and 0.93). Returning to Fig. 1, this corresponds to experts
allocating sometimes the same feature to more than one Engagement dimension.
Whilst these findings correspond with the literature, which shows a positive corre-
lation between Autonomy and Competence (Wangwongwiroj and Bumrabphan 2021;
Vlachopoulos and Michailidou 2006; Qin 2021; Gangire et al. 2021), data-driven
approaches such as ours may be further explored to feed back to the theories and
potential further improvement thereof.

Furthermore, it can be seen from the data in Table 5 that there is some consistency
in the way the clusters appear, regardless of the course. As the bold, highest values for
the means show, cluster 1, for all 6 analysed courses, tends to have the highest level of
Autonomy, Competence and Relatedness (so SDT values), on one hand, as well as the
best distribution of student success, taking into consideration the success measures
from students’ activities (Completion Ratio, Correct Answers Ratio and Reply Ratio)
betweenweek 2 to the last week presented.We can observe that cluster 1 comprises the
high achievers, cluster 2 contains the intermediate students, and cluster 3 comprises
the students who probably end up dropping out. This is clearly seen in Fig. 5a-f, which
shows the centroids of each cluster as a point in the radar plot. In other words, the
students with higher Autonomy, Competence and Relatedness in week 1 tend to be
the students with higher success measures in later weeks.
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Thus, we can say relatively confidently that our process extracts in cluster 1 the
most motivated and engaged students, who also turn out to be the most successful.
Interestingly, for all these parameters, themean is statistically significantly higher than
for the next best cluster (p < 0.05) see Appendix F.

The following cluster, Cluster 2, shows lower means, less engagement and moti-
vation. Cluster 3 gathers a large number of users who are not very engaged, as per
SDT parameters, nor are they very successful (as per our three success measures). The
mean silhouette coefficients in all courses range from 68 to 78, which shows that our
early collected SDT features worked as expected.

Figure 4 further supports these findings and shows that our SDT features can be
used to separate the students into three distinct clusters, with distinct success, as per
Fig. 5.

Our proposed SDT-based approach has thus been validated by leading to seman-
tically relevant clusters. Indeed, we have clearly confirmed, with this method, facts
known from literature (but from theory only, from small-scale studies, mainly using
face-to-face data) via our large-scale study on online data, from different angles—-
such as the fact that engaged students have higher success (and have found them all
as members of cluster 1). We have also identified the very low engagement students
(cluster 3), who also were confirmed to be the least successful. Interestingly, we have
identified via cluster 2 students who have some good results, but perhaps lower moti-
vation. This is a very interesting find, because it may show students who would have
the potential to complete, to succeed, but may fail, as being less motivated. Thus, some
intervention towards motivating these students would have a better chance of an effect
than on those in, e.g., cluster 3. Whereas cluster 1 students may come with intrinsic
motivation and do not need much ‘hand-holding’.

Analysing the outliers (see Appendix G), we have noticed some nuances in the
students’ behaviours related to the SDT constructs and success measures. It turns
out that, contrary to the general trend, there are not only the high-achievers from
cluster 1 who have higher Autonomy, Competency and Relatedness, the intermediate
students from cluster 2 who have intermediate values of the SDT features and the non-
completers from cluster 3 who have low values of the SDT features. In fact, there are
also students who have intermediate or low Relatedness and were assigned to cluster 2
or cluster 3, but are high-achievers, according to the success measures. Such students
belong to a group that are not engaged in participating in forums or commenting on
the pedagogical materials, but are still committed to learning the course content and
completing it. These trends can be seen for the other SDT features, that is, a student
might not have a high Autonomy or Competence, but be a high- or intermediate
achiever, as per our success measures. On the other hand, there are a few students who
have high values for the SDT constructs, but do not achieve good results. Nevertheless,
this is not the general pattern, but the exception.

We have two possible explanations about these outliers. First, we are collecting data
from a very early stage (only the first week data) for each course and, hence, it is natural
to have outliers, since student behaviour might change during the course. That is, a
student might begin the course with positive attitudes and behaviours—however, end
up failing or dropping out due to personal reasons or something that we cannot control.
The opposite is possible as well, students might start with apparently bad attitudes and
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behaviours, e.g. due to personal problems, but may succeed in concluding the course,
due some attitude or circumstances change after the first week.

The second potential reason is thatwe are dealingwith big data and, thus, it is typical
to find behaviours that do not follow the general trend. Indeed, this is a characteristic
of the human-being, as reported by many authors (Hawkins 1980; Rambo-Hernandez
and Warne 2015). This leads to the need of further adaptive systems in MOOCs, to
consider such nuances of learning and engaging and how they can influence students’
achievement. For further work, we can explore finding optimal subsets (or supersets)
of featureswhichwould express the SDT (as currentlywe use thewhole set of available
features). We could also explore if there are essential features, which lead to a high
drop in prediction power for the success variables, and optional features, which only
lead to minimal increase in success.

It can be seen from the data in Table 6 that the SDT values (Autonomy, Relat-
edness and Competence) could be used directly, as good indicators for prediction to
enable early interventions for students at-risk (Non-Active student) in the following
week. The seven classicalmachine learning algorithms achieved relatively good results
(with highest values in bold). Moreover, semi-automatic predictions can be employed,
where the SDT-based algorithm informs teachers about non-active, at risk students,
employing additionally the teacher’s own experience to alleviate for the fluctuations
in algorithmic precision. Furthermore, advanced data mining techniques, such as deep
learningmodels may be used; we have not applied them in this study, due the low num-
ber of input features (three features), as deep machine learning models are used to find
complex and hidden correlations in large input spaces and datasets (Wischmeyer and
Rademacher 2020). Alternatively, different definitions of active students may lead to
different results, and other predictions, such as completion of course, could be further
attempted based on the SDT mapping proposed (Monllaó Olivé 2020, Rawat 2021,
Alamri 2019, Tóth 2018; Kameas 2021, Alamri 2021); however, these are beyond the
scope of the current paper.

Further to note in terms of the prediction, that whilst the Autonomy construct has
the highest mean score (ranging from 0.133 to 0.096) compared to the Competence
(ranging from0.102 to 0.036) andRelatedness (ranging from0.021 to 0.01) (Appendix
E), the Competence construct is ranked as the most important construct in the clas-
sification to predict non-active students in the following week (see Appendix C; task
definition in 4.9).

Additionally, on a final note on SDT, only three coarse-grained constructs were
considered and mapped. Further mappings and evaluations can look into more refined
model mapping. For instance, Anderson’s ACT-R theory (Anderson et al. 1997) is a
good role model for how finer-grained connections can be made between a psycho-
logical theory and student behaviour that can inform e-learning technology. However,
whilst the results may seem ‘commonsensical’, in that motivated students would not
drop in such high numbers as non-motivated ones, please note that these theories or
their constructs had not been evaluated via data-driven approaches previous to this
work. These are all interesting avenues for future research, however go beyond the
scope of the current paper.

Indeed, mapping large-scale student behaviour onto motivational theories opens
the way to inform student models and create appropriate pedagogical interventions to
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improve students’ outcomes. For instance, students could be brought from cluster 3
to cluster 2, or the desirable cluster 1, by appropriate recommendations. This leads
to further avenues of research, bringing together measurable, data-driven metrics for
engagement, and classical adaptive learning. The ultimate goal of such data-driven
approaches is not the data processing per se, but their direction of travel, from a
current bottom-up cutting-edge approach, to embrace the large body of existent top-
down, classical AI approaches, i.e. adaptation informed by pedagogists, psychologist
and other specialists. We strongly believe the future will bring these two, seemingly
disparate approaches, together, towards much richer solutions.

Finally, however, any research on MOOCs and their engagement needs to note the
caveat that MOOCs are not just for traditional students, and many working profes-
sionals use them to touch up on certain skills or to explore new areas of knowledge.
Once that goal is accomplished, which may occur before the natural end of a reg-
istered course, these individuals may quit, having learned and met their goals. The
balance between motivation and success would need to take this further into account.
Indeed, conducting a pre-survey is one way to identify the students who do not intend
to complete the whole course. However, the response rates in MOOCs are generally
lower for surveys. For example in (Mihalec-Adkins et al. 2016), only 1,624 completed
responses, out of 22,000 students whowere enrolled. Therefore, it is likely thatMOOC
statistics derived from surveys with low response rates would not accurately reflect
the real population. Other methods may need to be devised to extract these ‘hidden
agendas’.

6.1 Threats to validity and future works

As in any study, there are threats to validity, especially when breaking new ground.
For instance, we have opted to analyse motivation from the point of view of the SDT
theory.Whilst motivation is arguably best analysed from solid theoretical foundations,
there are many other motivational theories out there. We have opted for SDT as being
one of the most well-known and the use of SDT has become commonplace in the
educational domain (Zhou 2016). However, for future research, we will explore oth-
ers as well (as we show here, we have already mapped Drive, Engagement Theory,
Process of Engagement in our Engage Taxonomy). This approach can also help in
validating theories from a data-intensive point of view, which is interesting for the
future. Next, the mapping of student behaviour onto the theory has been done here
also for the first time, to our knowledge. Whilst we were careful on checking our
mapping with the help of several experts in education and motivational theories, it is
possible that we may have missed something (either a construct not being included
where needed, or a construct not needed but included—similarly to recall and preci-
sion in information retrieval). The current results seem to point to our mapping being
successful. However, as this large-scale evaluation of the SDT, and mapping of met-
rics over engagement theories, is a promising direction of research, this opens the way
for further analysis and possible extension of these findings, including increasing the
accuracy of the prediction, or looking into ways in which adaptation or intervention
built on the motivation-based prediction outcomes (and especially, prediction errors,
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such as false positives or false negatives) further influence student success. Other pos-
sible avenues would be automatic mapping (to replace expert mapping). or leveraging
these features to improve the machine learning models’ performance, such as building
a hierarchical model based on SDT-feature mapping to predict student engagement.
Finally, the Engage Taxonomy can be further refined and improved, including via
testing the robustness of the trained machine learning model performance to different
definitions of ’success’ (e.g. different thresholds).

7 Conclusion

In this paper, we propose away to confirm the SDT theory (and potentially anymotiva-
tional theory) via practical experimentation, which we believe is ground-breaking, as
it has not been done before in the MOOC online context at this scale. For this purpose,
we have proposed a novel, systematic way of analysing engagement, starting from
multimodal tracking parameters, following established engagement and motivational
theories. We proposed a concrete mapping between the tracking parameters and four
of the most used theories of, or related to, engagement in digital systems, generat-
ing the Engage Taxonomy. We have also showcased how such a mapping can be put
into practice, by analysing the engaged and disengaged MOOC student behaviours,
in relation to the SDT theory. We have clustered students based on their engagement,
and analysing them via the connection to their success. This connection shows that
the results support the SDT theory, along with its dimensions of Autonomy, Related-
ness and Competence. It thus validates the fact that mapping onto concrete features
extracted from tracking student behaviour provides reliable, measurable (and thus
directly comparable) variables, tested against independent success variables for the
student. These findings are based on a large scale, data-driven study, where similar
consistent results were obtained over several runs of the courses. This clearly sup-
ports a theoretically-rooted approach on how to characterise engaged and disengaged
MOOC student behaviours and exploring what triggers and promotes MOOC stu-
dents’ interest and engagement. We have further used these extracted SDT constructs
directly as early predictors of Active versus Non-Active students, showing successful
results with several machine learning methods.

Concluding, we have created amappingmethodology of engagement, including the
whole process from design, mapping, measuring, and evaluation, which can be further
applied not only toMOOCs and e-learning systemswhen exploring engagement along
theSDTconstructs, but also in termsof themappingof other engagement theories, such
as Drive (Pink 2011), Engagement (Kearsley and Shneiderman 1998), and Process of
Engagement (O’Brien and Toms 2008) onto data-intensive applications.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License,
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long
as you give appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons licence, and indicate if changes were made. The images or other third party material in this
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line
to the material. If material is not included in the article’s Creative Commons licence and your intended use
is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission
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Appendix A: Pearson correlation coefficient

(1) Correlation between the SDT constructs and the success measures over the 6
courses

Completion rate Answer rate Reply
rate

Shakespeare Autonomy 0.60 0.56 0.17

Competence 0.61 0.59 0.22

Relatedness 0.29 0.29 0.36

Babies in mind Autonomy 0.57 0.50 0.24

Competence 0.54 0.49 0.31

Relatedness 0.30 0.29 0.32

LMPCC Autonomy 0.68 0.62 0.15

Competence 0.66 0.63 0.21

Relatedness 0.26 0.23 0.30

OI Autonomy 0.62 0.57 0.14

Competence 0.57 0.54 0.24

Relatedness 0.29 0.29 0.25

Supply Chains Autonomy 0.64 0.59 0.18

Competence 0.63 0.65 0.18

Relatedness 0.28 0.26 0.25

TMF Autonomy 0.64 0.60 0.26

Competence 0.66 0.64 0.29

Relatedness 0.26 0.25 0.40

(2) Correlation between SDT constructs (Autonomy, Competence and Relatedness)
over the 6 courses
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Autonomy Competence Relatedness

Shakespeare Autonomy – 0.93 0.60

Competence 0.93 – 0.57

Relatedness 0.60 0.57 –

Babies in mind Autonomy – 0.87 0.73

Competence 0.87 – 0.75

Relatedness 0.73 0.75 –

LMPCC Autonomy – 0.89 0.61

Competence 0.89 – 0.62

Relatedness 0.61 0.62 –

OI Autonomy – 0.86 0.75

Competence 0.86 – 0.84

Relatedness 0.75 0.84 –

Supply Chains Autonomy – 0.87 0.69

Competence 0.87 – 0.56

Relatedness 0.69 0.56 –

TMF Autonomy – 0.92 0.62

Competence 0.92 – 0.58

Relatedness 0.62 0.58 –

Appendix B: Prediction of active and non-active students in week 2
measured over the 6 courses

BA: Balanced Accuracy, ACC: Accuracy, PR: Precision, Re: Recall, F1: F1-Score.
The bold values show the overall results for both classes (0 and 1).

Course Classifier Active
1/Non-Active
0

Precision
(%)

Re
(%)

F1
(%)

ACC (%) BA (%)

The mind is
flat

KNeighbors 0 94.60 91.69 93.12 89.43 86.54

1 73.39 81.40 77.19

LogisticRe 0 98.01 89.05 93.31 90.04 91.31

1 70.64 93.57 80.51

XGBClassif 0 97.65 90.04 93.69 90.53 91.17

1 72.29 92.31 81.08
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Course Classifier Active
1/Non-Active
0

Precision
(%)

Re
(%)

F1
(%)

ACC (%) BA (%)

AdaBoostCl 0 97.84 89.21 93.33 90.04 91.11

1 70.82 93.01 80.41

GradientBo 0 97.69 89.88 93.62 90.44 91.16

1 72.00 92.45 80.96

ExtraTrees 0 98.14 89.41 93.57 90.41 91.70

1 71.41 93.99 81.16

RandomFore 0 98.06 89.60 93.64 90.50 91.65

1 71.73 93.71 81.26

Supply chains KNeighbors 0 94.25 93.73 93.99 90.16 83.74

1 71.95 73.75 72.84

LogisticRe 0 98.47 87.74 92.80 88.81 90.74

1 62.50 93.75 75.00

XGBClassif 0 98.81 90.46 94.45 91.28 92.73

1 68.47 95.00 79.58

AdaBoostCl 0 98.22 90.19 94.03 90.60 91.35

1 67.27 92.50 77.89

GradientBo 0 98.81 90.46 94.45 91.28 92.73

1 68.47 95.00 79.58

ExtraTrees 0 98.80 89.92 94.15 90.83 92.46

1 67.26 95.00 78.76

RandomFore 0 98.52 90.46 94.32 91.05 92.11

1 68.18 93.75 78.95

Open
innovation in
business
(OI)

KNeighbors 0 94.98 88.93 91.85 88.16 87.39

1 72.03 85.86 78.34

LogisticRe 0 92.58 87.92 90.19 85.64 83.35

1 68.42 78.79 73.24

XGBClassif 0 96.03 89.26 92.52 89.17 89.08

1 73.33 88.89 80.37

AdaBoostCl 0 98.43 84.23 90.78 87.15 90.09

1 66.90 95.96 78.84

GradientBo 0 92.78 90.60 91.68 87.66 84.70

1 73.58 78.79 76.10

ExtraTrees 0 96.39 89.60 92.87 89.67 89.75

1 74.17 89.90 81.28

RandomFore 0 95.34 89.26 92.20 88.66 88.07

1 72.88 86.87 79.26

Shakespeare KNeighbors 0 87.88 84.06 85.93 81.72 80.57

1 70.99 77.09 73.91

LogisticRe 0 96.58 80.09 87.57 84.90 87.24

1 70.58 94.39 80.77

XGBClassif 0 96.17 80.83 87.84 85.14 87.24
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Course Classifier Active
1/Non-Active
0

Precision
(%)

Re
(%)

F1
(%)

ACC (%) BA (%)

1 71.20 93.65 80.89

AdaBoostCl 0 96.45 80.02 87.47 84.78 87.11

1 70.47 94.19 80.62

GradientBo 0 96.33 80.74 87.85 85.17 87.33

1 71.17 93.92 80.97

ExtraTrees 0 96.47 80.38 87.69 85.02 87.29

1 70.84 94.19 80.86

RandomFore 0 96.49 80.30 87.65 84.98 87.26

1 70.76 94.22 80.82

Leading and
managing
people-
centred
change
(LMPCC)

KNeighbors 0 95.36 85.76 90.31 86.48 87.12

1 69.22 88.47 77.67

LogisticRe 0 96.95 83.63 89.80 86.05 88.18

1 67.21 92.73 77.94

XGBClassif 0 97.73 84.04 90.37 86.85 89.32

1 68.20 94.61 79.27

AdaBoostCl 0 99.07 81.86 89.64 86.11 89.86

1 66.13 97.87 78.93

GradientBo 0 98.24 83.40 90.21 86.71 89.63

1 67.64 95.86 79.32

ExtraTrees 0 98.66 83.40 90.39 86.98 90.13

1 67.87 96.87 79.81

RandomFore 0 97.99 83.90 90.40 86.91 89.57

1 68.16 95.24 79.46

Babies in mind KNeighbors 0 91.26 81.88 86.31 79.19 75.13

1 48.35 68.37 56.64

LogisticRe 0 97.51 73.59 83.88 77.34 83.01

1 46.47 92.43 61.85

XGBClassif 0 86.96 88.45 87.70 80.12 67.50

1 50.00 46.55 48.21

AdaBoostCl 0 97.76 72.43 83.21 76.58 82.87

1 45.64 93.32 61.30

GradientBo 0 84.70 91.77 88.09 80.12 62.48

1 50.00 33.18 39.89

ExtraTrees 0 95.60 74.48 83.73 76.80 80.33

1 45.58 86.19 59.63

RandomFore 0 97.76 72.43 83.21 76.58 82.87

1 45.64 93.32 61.30
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Appendix C: The constructs importance values for the extra trees
algorithm

Autonomy Competence Relatedness

Shakespeare 0.31 0.48 0.20

Babies in mind 0.34 0.43 0.23

LMPCC 0.29 0.48 0.23

OI 0.33 0.45 0.22

Supply chains 0.32 0.47 0.21

TMF 0.27 0.50 0.22
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Appendix D: Remaining students over time in different courses (a-f)

a) The mind is flat b) Lmpcc

c) Supply chains
d) Shakespeare

e) OI
f) Babies in mind

Appendix E: Mean, standard deviation andmaximum value for the 3
SDT constructs

Autonomy Competence Relatedness

Shakespeare Mean 0.13 0.10 0.01

Std 0.11 0.11 0.04

Max 0.73 0.74 0.70

Babies in mind Mean 0.13 0.04 0.01

Std 0.10 0.06 0.05
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Autonomy Competence Relatedness

Max 0.67 0.62 0.70

LMPCC Mean 0.10 0.04 0.01

Std 0.09 0.06 0.04

Max 0.66 0.66 0.75

OI Mean 0.09 0.03 0.02

Std 0.10 0.07 0.06

Max 0.56 0.59 0.61

Supply chains Mean 0.09 0.05 0.01

Std 0.11 0.10 0.05

Max 0.74 0.73 0.68

TMF Mean 0.11 0.06 0.01

Std 0.10 0.10 0.04

Max 0.82 0.79 0.82

Appendix F: Statistical significance analysis (p < 0.05)
of the difference between the highest two clusters (cluster1 vs
cluster2)

Course Completion
ratio

Correct answers
ratio

Reply ratio

Babies in mind 4.30947e-54 1.97756e-46 0.0

Shakespeare 1.35573e-69 7.74394e-53 0.0

Supply chains 0.004673 0.02695 2.45989e-30

The mind is flat 1.34367e-24 1.54078e-23 0.0

Open innovation in business
(OI)

6.440039e-4 5.668406e-06 8.801509e-
63

LMPCC 4.544427e-15 0.000159 9.613372e-
74

The appendix F shows all p-values < 0.05 so all differences are statistically significant
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Appendix G: Number and percentage of the outlier students for each
SDT element in each cluster

Values greater than the third quartile (Upper Bound (Q3 + (1.5 * IQR)) or less than
first quartile (Lower Bound (Q1—(1.5 * IQR)) are considered outliers. Where Q1 is
the middle number between the lowest and the median values of the dataset. Q3 is the
middle number between the median and the maximum value in the dataset.

Number and percentage of the outlier students for each SDT element in each cluster.

Course Cluster AUT COM REL

[name-
removed1]
university

Babies in
mind

Cluster
1

N =
53-%2.5

N = 127-
%6.18

N =
92-%4.4

Cluster
2

N = 1902-
%18.7

N = 439-
%4.32

N =
599-%5.8

Cluster
3

N =
0-%0.0

N = 496-
%3.55

N =
484-%3.4

Shakespeare Cluster
1

N =
18-%1.2

N =
44-%3.02

N =
47-%3.2

Cluster
2

N =
829-%6.7

N = 579-
%4.72

N = 2750-
%22.4

Cluster
3

N =
86-%0.5

N = 573-
%3.64

N =
418-%2.6

Supply
chains

Cluster
1

N =
0-%0.0

N =
3-%3.12

N =
6-%6.2

Cluster
2

N =
68-%10.7

N =
40-%6.33

N = 120-
%19.0

Cluster
3

N = 239-
%10.9

N =
57-%2.60

N =
114-%5.2

The mind
is flat

Cluster
1

N =
14-%0.9

N =
27-%1.91

N =
45-%3.1

Cluster
2

N = 1221-
%9.7

N = 953-
%7.61

N = 2579-
%20.5

Cluster
3

N =
191-%0.7

N = 1069-
%4.11

N =
897-%3.4

[name-
removed2]
university

Open inno-
vation in
business
(OI)

Cluster
1

N =
0-%0.0

N = 6-%3 N =
4-%0.2.4

Cluster
2

N =
102-%13

N = 22-%3 N =
88-%11
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Course Cluster AUT COM REL

Cluster
3

N =
0-%0.0

N =
41-%2.2

N =
44-%2.3

LMPCC Cluster
1

N =
4-%1.2

N =
10-%3.18

N =
15-%4.7

Cluster
2

N =
220-%9.7

N = 104-
%4.61

N = 281-
%12.4

Cluster
3

N =
227-%5.6

N =
69-%1.72

N =
76-%1.9

Appendix H: Example of classifying sentiment of students’ comments
using TextBlob

Comments Sentiment

“Amazing and interesting hypothesis. With this article I really
learnt something new today! Thank you!”

Positive
comment

“In China, I am not able to use it. And i feel sorry.” Negative
comment

“I’ve loved this course. It’s been well designed and easy to keep
up with. Thank you!”

Positive
comment

“I dont agree with this..i think its a wrong starting point for this
course! even the trend line(i mean the linearity in graph) is not
correct just looking at it”

Negative
comment

Appendix I: Prediction of active and non-active students in week 2
based on week 1 SDT constructs (tenfold cross validation); evaluated
by the Balanced Accuracy score

Courses AdaB ExtrTr GBoost KNN LR RF XGBoost

Babies in mind 83.93% 81.90% 70.13% 70.34% 84.17% 83.93% 72.69%
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Courses AdaB ExtrTr GBoost KNN LR RF XGBoost

Shakespeare 86.76% 86.67% 87.01% 83.81% 86.84% 86.87% 86.96%

Supply chains 91.30% 91.12% 88.88% 86.93% 91.22% 91.32% 90.69%

The mind is flat 90.08% 89.99% 90.13% 85.36% 90.23% 90.07% 90.51%

Open
innovation in
business (OI)

90.74% 90.14% 87.52% 87.24% 88.04% 90.27% 91.36%

(LMPCC) 89.55% 89.34% 88.97% 84.89% 87.59% 89.36% 89.57%

Appendix J: Prediction of active and non-active students in week 2
based on one of SDT construct (Relatedness); evaluated
by the balanced accuracy score

Courses AdaB ExtrTr GBoost KNN LR RF XGBoost

Babies in mind 50.00% 58.21% 55.53% 55.22% 58.85% 60.47% 55.45%

Shakespeare 63.00% 61.44% 62.94% 61.89% 62.43% 63.00% 63.00%

Supply chains 55.26% 56.97% 55.77% 56.22% 57.13% 57.12% 54.90%

The mind is flat 59.81% 59.70% 59.51% 58.60% 61.55% 59.70% 59.75%

Open
innovation in
business (OI)

50.68% 56.07% 54.55% 51.86% 56.24% 56.24% 51.35%

(LMPCC) 57.27% 56.40% 55.95% 55.68% 58.62% 56.38% 55.65%
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Appendix K: k-means clustering for TheMind is Flat course using
only one dimension of the SDT constructs (“Relatedness”)

Cluster
1

Cluster
2

Cluster 3

Mean/SD Mean/SD Mean/SD

The
Mind
is Flat

Relatedness
from
Students’
activities in
the first week

0.21/0.1 0.01/0.03 0.0/0.01

Success
measures
from
students’
activities
between
week 2 to the
last week

Completion
ratio

0.55/0.37 0.43/0.39 0.15/0.29

Correct
answers
ratio

0.41/0.31 0.31/0.31 0.1/0.22

Reply ratio 0.04/0.08 0.01/0.03 0.0/0.0
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