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Abstract—The leverage of large volumes of web videos paired with the searched queries or surrounding texts (e.g., title) offers an
economic and extensible alternative to supervised video representation learning. Nevertheless, modeling such weakly visual-textual
connection is not trivial due to query polysemy (i.e., many possible meanings for a query) and text isomorphism (i.e., same syntactic
structure of different text). In this paper, we introduce a new design of mutual calibration between query and text to boost
weakly-supervised video representation learning. Specifically, we present Bi-Calibration Networks (BCN) that novelly couples two
calibrations to learn the amendment from text to query and vice versa. Technically, BCN executes clustering on all the titles of the
videos searched by an identical query and takes the centroid of each cluster as a text prototype. The query vocabulary is built directly
on query words. The video-to-text/video-to-query projections over text prototypes/query vocabulary then start the text-to-query or
query-to-text calibration to estimate the amendment to query or text. We also devise a selection scheme to balance the two
corrections. Two large-scale web video datasets paired with query and title for each video are newly collected for weakly-supervised
video representation learning, which are named as YOVO-3M and YOVO-10M, respectively. The video features of BCN learnt on 3M
web videos obtain superior results under linear model protocol on downstream tasks. More remarkably, BCN trained on the larger set
of 10M web videos with further fine-tuning leads to 1.6%, and 1.8% gains in top-1 accuracy on Kinetics-400, and
Something-Something V2 datasets over the state-of-the-art TDN, and ACTION-Net methods with ImageNet pre-training. Source code
and datasets are available at https://github.com/FuchenUSTC/BCN.

Index Terms—Video Representation Learning, Weakly-supervised Learning, Action Recognition.
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1 INTRODUCTION

W ITH the rise of deep learning technologies, there has
been a steady momentum of breakthroughs on video

representation learning [1], [2], [3], [4], [5], [6], [7], [8], [9].
The achievements rely heavily on the requirement to have
large amount of labeled data for fully-supervised training.
In practice, acquiring the annotations of videos is very
expensive and time-consuming. Therefore, recent research
[10], [11] study the alternative regime of web data, which is
largely available and freely accessible by search engines, for
weakly-supervised learning. These approaches usually treat
the weakly visual-textual connection as a reliable signal and
directly maximize the similarity between them or alleviate
the challenge of noise (e.g., incorrect or irrelevant text)
in web data for training, but seldom explore the inherent
property of videos or texts. For example, is it reasonable
that the representations of all the searched videos from an
identical query cluster around a single prototype? or if the
surrounding texts of two videos are close in representation
space, should the representations of the two videos also be
in proximity?
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Query:  zebra

Title: Why don't 
we ride zebras? 
Episode 1

Query: zebra

Title: Zebra iMZ320 
Product overview | iOS 
mobile printer

Query: baseball

Title: What's 
inside a Baseball?

Query: soccer ball

Title: What's inside a 
Soccer Ball?

(a) Example of query polysemy (one query with multiple related meanings).

(b) Example of text isomorphism (same syntactic structure of title but different objects).

Fig. 1: The intuitive examples of (a) “query polysemy” and (b)
“text isomorphism” of web videos.

In order to answer the two questions, let’s look at the
two examples illustrated in Figure 1. The upper one show-
cases two returned videos when searching for the query
of “zebra” in a text-based video search engine. The query
“zebra” de facto contains two types of search intention: an
animal or a brand of printer, and the videos in response to
the two meanings are quite distinct in visual appearance.
The phenomenon is known as “query polysemy.” In this
case, taking the two families of videos as one class will
inevitably mislead video representation learning through
either classification or cross-view embedding. We propose
to mitigate the issue by leveraging the calibration from
surrounding text (i.e., title in this work) of the videos.
The titles of “why don’t we ride zebras? Episode 1” and
“Zebra iMZ320 Product overview | iOS mobile printer”
provide rich information about the video content and are
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more descriptive. The videos are naturally grouped into two
clusters based on valuable supervision of titles and each
cluster corresponds to one semantic meaning, potentially
making video representation learning more discriminative.
In contrast, robust learning of video representation also
necessitates using the query to regulate the text. Taking
the lower case as an example, the titles of “What’s inside
a Baseball?” and “What’s inside a Soccer Ball?” are in the
same syntactic structure but the objectives are different.
We define this as “text isomorphism.” Solely capitalizing
on such titles will tend to draw the two videos close in
representation space but unfortunately the videos describe
two different objects, which are indicated by search queries.
As a result, query information here is a rewarding signal to
adjust visual-textual correlation and further improve video
representation learning.

By delving into mutual calibration across query and text
for weakly-supervised video representation learning, we
present a novel Bi-Calibration Networks (BCN) architecture
with the backbone of 3D ConvNet. Specifically, we employ
the off-the-shelf BERT [12] model to extract the title features
and cluster all the titles of the videos searched by an iden-
tical query into clusters. The centroid of each cluster is then
taken as a text prototype and put into text vocabulary. Pri-
mary text supervision is measured as the cosine similarity
between video title and all text prototypes in the vocabulary
to regulate video-to-text (v2t) projection. Similarly, we take
the “one-hot” vector in query vocabulary built directly on
query words as primary query supervision to optimize
video-to-query (v2q) projection. Next, v2t/v2q projection
starts the text-to-query (t2q) or query-to-text (q2t) calibra-
tion, in which BCN aggregates/decomposes the predictions
on cluster/query level in a bottom-up/top-down way to
produce the t2q/q2t correction. The two corrections refine
the primary query/text supervision to further optimize
v2q/v2t projection. Moreover, we devise a selection scheme
to balance the two corrections. The whole architecture is
optimized by minimizing query and text classification loss.

The main contribution of this work is the proposal
of exploring the cross correction between query and text
to boost weakly-supervised video representation learning.
This also leads to a better view of why query and text could
complement to each other to validate visual-textual connec-
tions, and how to integrate the correction across the two into
video representation learning framework. Two large-scale
web video datasets are proposed for the weakly-supervised
learning and extensive experiments on the datasets demon-
strate the effectiveness of our BCN framework.

2 RELATED WORK

We briefly group the related works into three categories: su-
pervised, unsupervised and weakly-supervised video rep-
resentation learning with respect to the utilization of clean
labels, no label or noisy labels for model training.

The early works [3], [13], [14], [15], [16], [17] of su-
pervised video representation learning are extended from
image representation by applying 2D CNN on video frames.
For instance, Karpathy et al. [15] leverage spatio-temporal
convolutions for representation learning on the stacked

frame-level features. To further capture the motion infor-
mation, the well-known two-stream architecture [3] and its
variants [13], [17], [18] are devised by executing 2D CNN on
optical flow. Though the methods improve the representa-
tion learning by formulating motion pattern, performing 2D
CNN on video frames still limits the capacity of modeling
long-range temporal dynamics. To alleviate this problem,
LSTM-RNN [16] captures the long-term dependencies in
videos by utilizing a long-short term memory (LSTM) auto-
encoder. To treat the video clip as a temporal evolution
unit rather than a sequence of independent frames, 3D
CNN structures [1], [19], [20], [21], [22] are proposed to
boost video feature learning on large-scale supervised video
datasets [1], [23]. More recently, the video transformer works
[24], [25], [26] are extended from the vision transformers
[27], [28] in image domain to learn video representation.
Note that the backbone of our BCN is 3D ConvNet but the
representation is learnt in a weakly-supervised manner.

Unsupervised video representation learning is one kind
of technique to employ unlabeled videos for representation
learning. The related works leverage various supervision
from the video data itself to build pretext tasks for video
representation learning, such as frame/clip order prediction
[29], [30], [31], [32], motion estimation [33], [34], temporal
cycle-consistency learning [35], [36], temporal coherence
learning [37], [38], pixel-level displacement prediction [36],
[39], frame reconstruction [40], [41], [42] and contrastive
learning [43], [44]. To further improve the descriptive ability
of video representation, weakly-supervised methods [10],
[11], [45] focus on utilizing the weak supervision from web
video data [46]. For example, Ghadiyaram et al. [10] explore
the influences of different aspects in tags (e.g., label space)
for weakly-supervised learning. Furthermore, to mine the
knowledge from title of web videos, CPD [11] learns the
video representation by making visual-textual pair close
to each other. Nevertheless, most of the recent weakly-
supervised methods are still facing the challenge of query
polysemy or text isomorphism when directly exploiting
query or text as supervision. Particularly, some previous
works [47], [48], [49] handled query polysemy in web data
collection, however our proposal alleviates it in the stage of
representation learning.

In short, our approach belongs to weakly-supervised
video representation learning techniques. Different from the
aforementioned methods which solely rely on the supervi-
sion of query or text, our BCN in this paper contributes
by studying not only mining supervisory signal from query
and text simultaneously, but also how mutual calibration
between query and text information could be leveraged to
enhance weakly-supervised video representation learning.

3 BI-CALIBRATION NETWORKS

In this section, we introduce the Bi-Calibration Networks
(BCN) that performs mutual calibration between query and
text to facilitate weakly-supervised video representation
learning. Specifically, BCN formulates the problem as the
classification over query and text vocabulary. To better un-
derstand the spirit of our BCN design, we first introduce
the problem formulation of the unique pretext task in BCN
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3D CNN

video

Classification

query

Query Label 
Construction

one-hot label
video-to-query 

projection

(a) Feature learning on
query supervision

3D CNN

video

Classification

title

Text Label 
Construction

soft label
video-to-text 

projection

(b) Feature learning on text
supervision

3D CNN

video

query-to-text  
calibration

title

Text Label 
Construction

soft label
video-to-text  

projection

text-to-query 
calibration

query

Query Label 
Construction

one-hot label
video-to-query 

projection

(c) Feature learning on query and text supervision
through bi-directional calibration

Fig. 2: The conceptual illustration of weakly-supervised video representation learning on (a) query supervision; (b) text
supervision; (c) both of query and text supervision with bi-calibration in BCN.

for weakly-supervised video representation learning. After
that, the detailed BCN architecture is further elaborated.

3.1 Problem Formulation

Suppose we have a web video collection, where each video
is paired with the searched query and the video title de-
scription. The goal of the weakly-supervised video repre-
sentation learning is to pre-train a visual encoder on the
video data supervised by the query or text supervision. The
pre-trained visual encoder can be further utilized to support
several downstream tasks. In this paper, we employ the 3D
CNN as the visual encoder for video pre-training.

For the video pre-training base on query, the query
words are usually converted to “one-hot” labels. One natu-
ral way [10] to optimize the 3D CNN is to classify the video-
to-query (v2q) projection of the 3D backbone based on these
semantic labels, as shown in Figure 2(a). On the other hand,
there are many directions to employ text to supervise video
representation learning, such as the contrastive learning
[11], triplet ranking [50] or linear feature regression [51].
Instead, we still formulate the weakly-supervised video
feature learning on text as the classification pretext task. As
illustrated by Figure 2(b), we convert the video titles into
the soft labels and further employ them as the text supervi-
sion to optimize the 3D CNN through the classification on
video-to-text (v2t) projection. To improve the quality of the
primary query/text supervision and facilitate video repre-
sentation learning, we design the bi-directional calibration
learning paradigm to correct query and text supervision
across each. The text-to-query (t2q) or query-to-text (q2t)
calibration takes both of the v2q and v2t projections as the
correction signals to refine the primary “one-hot” query
label or "soft" text label, as illustrated by Figure 2(c).

Figure 3 further details an overview of the BCN frame-
work and two coupled calibration modules, i.e., text-to-
query (t2q) and query-to-text (q2t) calibration. Specifically,
for each input video, BCN first utilizes a 3D CNN to
extract video representation and feed it into two branches,
i.e., video-to-query (v2q) and video-to-text (v2t) projections.
Two kinds of probability distributions (i.e., the query dis-
tribution over query vocabulary and the text distribution
over all text prototypes) are achieved to trigger each cali-
bration. Note that all the titles of the videos searched by an
identical query are initially grouped into multiple clusters,
and each text prototype corresponds to the centroid of

each cluster. In this way, we naturally obtain two kinds of
primary supervision for each video, i.e, the primary query
supervision (the “one-hot” vector in query vocabulary) and
the primary text supervision (the cosine similarity between
video title and all text prototypes), that are used to opti-
mize v2q and v2t projections, respectively. After that, BCN
starts t2q/q2t calibration by aggregating/decomposing the
text/query distribution into t2q/q2t correction in a bottom-
up/top-down fashion, respectively. The learnt t2q/q2t cor-
rection is further integrated with the primary query/text
supervision, yielding the refined query/text supervision to
strengthen the regulation of each branch. During training, a
selection scheme is utilized to balance the two calibrations.

3.2 Video-to-Query/Text Projection Branch

The ultimate target of BCN is to train the 3D CNN backbone
for video representation learning through two pretext tasks
of query and text classification. Therefore, based on the
extracted video feature, we involve two parallel video-to-
query (v2q) and video-to-text (v2t) projection branches to
perform the two pretext tasks, which can be optimized with
the corresponding query and text supervision.

Primary Query and Text Supervision. Given all the
training web videos paired with the searched queries and
surrounding text (i.e., titles), one natural way to represent
each query or text as query/text supervision is to di-
rectly construct query/text vocabulary based on query/title
words. Therefore, for each query, we adopt this natural way
to take its “one-hot” vector yq ∈ RK in query vocabulary
(vocabulary size: K) as the primary query supervision.
However, the robustness of this recipe is brittle when ap-
plying it to represent surrounding texts, since the inherently
semantic distribution among different titles is unexploited.
Inspired by the classical bag-of-words paradigm for feature
representation [53], we leverage such paradigm to construct
text vocabulary by delving into the diverse semantic struc-
ture of titles. Formally, we first extract the text feature f t of
each video title by the off-the-shelf language model BERT
[12]. Next, for the k-th query, we perform clustering on all
the titles of the videos searched by this query through k-
means algorithm, leading to mk clusters. The cluster num-
ber mk is automatically set by a statistic-based clustering
estimation method (Gap Statistic [54]). The centroid Bi

of the i-th cluster is then defined as one text prototype,
which is computed as the average of all text features of
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Fig. 3: An overview of our Bi-Calibration Networks (BCN). In general, BCN (a) first extracts the video representation of input
video via 3D CNN, and then feed it into two branches, i.e., video-to-query (v2q) and video-to-text (v2t) projections. The output
query distribution over query vocabulary and the text distribution over all text prototypes are utilized to trigger the text-to-query
(b) and query-to-text (c) calibration modules, which are controlled by a selection scheme.

Swimming tips to 
swim breaststroke 
and protect lower 
back & neck

How to Swim: The 4 
Key Points To 
Freestyle, Butterfly, 
Backstroke and 
Breaststroke

Swimming | Men's 
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SB5 final | Rio 2016 
Paralympic Games

Adam Peaty Beats 
50m Breaststroke 
World Record in 
Kazan

Title Video

Prototype2Prototype2

Prototype1Prototype1

Fig. 4: Visualization of clustering on title features by t-SNE [52].
(query: swimming breast stroke)

video titles in that cluster. Accordingly, we construct the
text vocabulary based on all the M =

∑K−1
k=0 mk text proto-

types derived from K queries, which naturally characterize
the underlying semantic structure of titles. Based on this
text vocabulary, we interpret the primary text supervision
yt = [yt0, y

t
1, ..., y

t
M−1] ∈ RM of each surrounding text f t

as the cosine similarities between f t and all the M text
prototypes {Bi|i = 0, 1, ...,M − 1}:

yt = softmax(COS(f t,Bi)|i = 0, 1, ...,M − 1), (1)

where softmax(·) is the softmax with temperature param-
eter 1/M and COS(·) represents cosine similarity.

One case of the clustering for video titles searched by the
query of “swimming breast stroke” is visualized in Figure
4. There are two meaningful clusters as shown in the figure.
The first cluster has an emphasis on the daily breaststroke
(e.g., tutorial) while most of the titles in the second cluster
tend to describe swimeet in the championship. The differ-
ences in between are reflected in visual content. Thus, the
text supervision based on the similarity between title feature
and each prototype well captures the semantic relation.

Video-to-Query Projection. The v2q projection branch
is especially designed to perform the pretext task of query
classification. Concretely, depending on the input video
feature fv extracted by 3D CNN, the v2q projection branch
infers its query distribution pq = [pq0, p

q
1, ..., p

q
K−1] over

query vocabulary through a fully-connected layer. Note that
pqk is the estimated probability of assigning this video to the
k-th query word. The v2q projection branch can be directly
optimized with the primary query supervision yq, and we
measure the query classification loss as softmax loss:

Lq = −
K−1∑
k=0

Ik=yq log(pqk), (2)

where the indicator function Ik=yq = 1 if the label value of
k-th query word in yq is 1, otherwise Ik=yq = 0.

Video-to-Text Projection. In analogy to the v2q projec-
tion branch, we design another v2t projection branch to
conduct the pretext task of text classification. In particular,
the v2t projection branch takes the video feature fv as the
input, and learns to estimate the text distribution pt =
[pt0, p

t
1, ..., p

t
M−1] over all text prototypes in text vocabulary.

pti denotes the probability of the video belonging to the i-th
cluster. Accordingly, we optimize the v2t projection branch
with the primary text supervision yt = [yt0, y

t
1, ..., y

t
M−1],

and the text classification loss for this proxy task is calcu-
lated as the softmax cross-entropy loss:

Lt = −
M−1∑
i=0

yti log(p
t
i). (3)

3.3 Text-to-Query Calibration

The most typical way to optimize video-to-query projection
branch is to use the primary query supervision for query
classification as in Eq.(2). However, such way oversimplifies
the proxy task by assuming that all videos searched by an
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identical query belong to one class, while ignoring the phe-
nomenon of query polysemy (i.e., the coexistence of many
possible meanings for a query). That will inevitably mislead
video representation learning. To alleviate this problem, we
devise a text-to-query (t2q) calibration module that further
regulates the v2q projection with additional calibration from
video surrounding texts (i.e., titles).

Text-to-Query Correction. The t2q calibration module
first transforms the text distribution pt derived from the
v2t projection branch into the t2q correction p̂q ∈ RK by
aggregating all the probabilities of text prototypes belonging
to the same query in a bottom-up way:

p̂qk =
∑
i∈Ik

pti, s.t. k ∈ {0, 1, ...,K − 1}, (4)

where p̂qk denotes the k-th correction value in t2q correction
p̂q and represents the aggregated probability with regard to
the k-th query word in query vocabulary. Ik is the index set
of the text prototypes for the k-th query.

Refined Query Supervision. Next, the t2q correction p̂q

serves as the additional calibration from the text distribution
over all text prototypes, aiming to refine the primary query
supervision yq with more semantic meanings derived from
v2t projection branch. Specifically, we first take the primary
query supervision yq weighted by the estimated query dis-
tribution pq as the query confidence yq∗ = yq ◦ pq, which
reflects the confidence score of each query word. Note that
the operation ◦ denotes the element-wise multiplication.
The refined query supervision Rq is then estimated by
integrating the t2q correction p̂q with the query confidence
score yq∗ as:

Rq = (yq∗ + p̂q)/‖yq∗ + p̂q‖1, (5)

where ‖·‖1 represents L1-norm. The underlying assumption
behind Eq.(5) is that if the confidence score of the ground-
truth query word is higher than the correction value of that
query, the refined query supervision prefers to be closer
to the primary query supervision. Otherwise, the refined
query supervision tends to be heavily influenced with the
t2q correction. Finally, the t2q calibration module leverages
the refined query supervision Rq to further optimize the
v2q projection branch, and the query classification loss in
Eq.(2) is thus reformulated as:

L̂q = −
K−1∑
k=0

Rq
k log(p

q
k), (6)

where Rq
k is the updated ground-truth of k-th query word

in the refined query supervision Rq.

3.4 Query-to-Text Calibration

Recall that the aforementioned optimization of the v2t pro-
jection branch (see Eq.(3)) solely hinges on the primary text
supervision for text classification proxy task. Nevertheless,
in the case of text isomorphism (i.e., titles share the same
syntactic structure but refer to different semantics), the
semantic discriminativeness of video representations learnt
in this way may be easily overwhelmed. To address the
issue, a query-to-text (q2t) calibration module is designed to
guide the optimization of v2t projection with the additional
high-level semantic supervision from query.

Query-to-Text Correction. In the q2t calibration module,
we first calculate the q2t correction p̂t ∈ RM by evenly
decomposing each element (e.g., the probability pqk of k-th
query word) of query distribution to the correction values
over all the text prototypes belonging to that query:

p̂ti =
1

mk
pqk, s.t. i ∈ Ik, k ∈ {0, 1, ...,K − 1}, (7)

where p̂ti denotes the correction value of the i-th text pro-
totype in q2t correction p̂t and mk is the number of text
prototypes belonging to the k-th query.

Refined Text Supervision. After that, we improve the
primary text supervision with the q2t correction, leading
to the refined text supervision to further regulate the v2t
projection branch. In particular, the text confidence yt∗ =
yt ◦ pt is first calculated as the primary text supervision
yt weighted by text distribution pt. Each element in yt∗

denotes the confidence score of each text prototype. Similar
to the formulation of refined query supervision, we measure
the refined text supervision Rt by fusing the q2t correction
p̂t and the text confidence yt∗:

Rt = (yt∗ + p̂t)/‖yt∗ + p̂t‖1. (8)

Moreover, in order to make the refined text supervision
evolve smoothly, we utilize a moving average update strat-
egy with momentum to update the refined text supervision:

R̃t ← αR̃t + (1− α)Rt, (9)

where α is a momentum coefficient, and Rt or R̃t denotes
the new or running value of the refined text supervision,
respectively. Based on the updated refined text supervision
R̃t, the q2t calibration module further optimizes the v2t
projection branch through the text classification loss:

L̂t = −
M−1∑
i=0

R̃t
i log(p

t
i), (10)

where R̃t
i is the new ground-truth of the i-th text prototype

in the updated refined text supervision R̃t.

3.5 Network Optimization
During training, we adopt a two-stage strategy to optimize
the whole architecture of our BCN. In the first stage, we
optimize the BCN framework with the typical query and
text classification losses (Lq in Eq.(2) and Lt in Eq.(3))
simultaneously, irrespective of any calibration modules. In
the second stage, the BCN framework is further fine-tuned
with two coupled calibration modules. Here, we design a
selection scheme to balance the two calibration modules ac-
cording to the difference between the query/text confidence
(yq∗/yt∗) and t2q/q2t correction (p̂q/p̂t) in each module.
Most specifically, if ‖yq∗ − p̂q‖2 > εq and ‖yt∗ − p̂t‖2 < εt

(εq and εt are two thresholds), this case implies that the
primary text supervision (yt) is more reliable than the
primary query supervision (yq). Therefore we select the t2q
calibration module, and the BCN framework is optimized
with the modified query classification loss L̂q in Eq.(6) plus
the typical text classification loss Lt in Eq.(3). In contrast, if
‖yq∗ − p̂q‖2 < εq and ‖yt∗ − p̂t‖2 > εt, the primary query
supervision is supposed to be more reliable than the pri-
mary text supervision, and the q2t calibration module is
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TABLE 1: The statistics of YOVO-3M and YOVO-10M datasets.

Dataset Source Supervision # of Video # of Clip # of Query Duration (hrs)
YOVO-3M web data query and title 986,031 2,958,092 2,015 8216.9

YOVO-10M web data query and title 8,051,431 10,023,532 18,305 12142.1

Algorithm 1: Calibration Selection Scheme
Input : Model M of the first training stage, web videos

with query and title; two thresholds εq and εt;
Output: Output model M̂ of BCN;

1 Initialize BCN model with M, the iterative count n = 0;
2 while n ≤ N − 1 do
3 Network forward to obtain probabilities pq and pt;
4 Compute p̂q and p̂t according to Eq.(4) and Eq.(7);
5 Compute yq∗, Rq and yt∗, R̃t by Eq.(5) and Eq.(8),

Eq.(9);
6 if ‖yq∗ − p̂q‖2 > εq and ‖yt∗ − p̂t‖2 < εt then
7 Optimize M̂ by L̂q and Lt; (t2q calibration)
8 else if ‖yt∗ − p̂t‖2 > εt and ‖yq∗ − p̂q‖2 < εq then
9 Optimize M̂ by L̂t and Lq ; (q2t calibration)

10 else Optimize M̂ by Lq and Lt;
11 n = n+ 1;
12 end while
13 return M̂

selected for optimization. In that case, the objective of BCN
framework consists of the typical query classification loss
Lq in Eq.(2) and the modified text classification loss L̂t in
Eq.(10). Otherwise, we optimize BCN with the typical query
and text classification losses as in the first stage. The weight
for each loss is set as 1.0 empirically.

Algorithm 1 details the processing of the selection
scheme of the two calibrations in our BCN.

4 EXPERIMENTS

The experiments of weakly-supervised video representation
learning are conducted on the newly-created YouTube video
datasets, namely YOVO-3M and YOVO-10M, particularly
paired with query and title. We then empirically verify
the merit of BCN on three scene-related action recogni-
tion datasets: Kinetics-400 [1], UCF101 [55] and HMDB51
[56], and two interaction-related action recognition datasets:
Something-Something V1 and V2 [57].

4.1 Datasets

YOVO-3M/10M Datasets. We collect the YOVO-3M and
YOVO-10M datasets characterized by the unique properties
including large-scale web video data with query and title
information, as well as the comprehensive and diverse video
content for weakly-supervised video representation learn-
ing. Figure 5 depicts the construction pipeline of YOVO-3M
and YOVO-10M datasets, which consists of four main steps,
i.e., query vocabulary collection, query deduplication, video
collection on YouTube and clip deduplication. To crawl the
web videos with comprehensive visual content, we first
collect all the labels from Kinetics-400 [1], Kinetics-700 [58],
ImageNet [59] and Moments [60] datasets as search queries.
After query deduplication, the number of remaining queries
is 2,015. We issue each query to YouTube and about 489

Locality Sensitive 
Hashing (LSH)

Census Transform

Query vocabulary 
collection

Query 
deduplication

Video collection on 
YouTube

Clip deduplication

Fig. 5: The construction pipeline of YOVO-3M and YOVO-10M.

videos with the titles are downloaded successfully on aver-
age. We then uniformly sample three 10-second clips from
each video to build YOVO-3M dataset. To further enlarge
the volume of web videos, a 3K verb vocabulary and a 13K
noun vocabulary extracted from Oxford English Dictionary
are utilized as additional queries to search for another set
of video clips with the titles. We combine these clips with
YOVO-3M dataset to construct YOVO-10M dataset. Finally,
we employ the standard clip deduplication approach [10] to
remove video clips occurring anywhere in the downstream
datasets from both YOVO-3M and YOVO-10M datasets.
Specifically, we extract the global feature of each frame
in a video clip through Census Transform [61] and then
execute Locality Sensitive Hashing (LSH) [62] on the feature
to obtain frame-level hash codes. We then compute the
hamming distance between the frame-level hash codes of
each pair of frames, in which one is from a video clip from
YOVO-3M/10M datasets and the other is from a video in
downstream datasets, e.g., Kinetics-400. We average all the
distances of frame pairs across two videos as the clip-level
distance in between. If the distance is lower than 2, we will
remove the corresponding video clip from YOVO-3M/10M.

Table 1 summarizes the statistics of YOVO-3M and
YOVO-10M datasets. In detail, YOVO-3M contains 2, 015
queries and 2, 958, 092 video clips in total, and YOVO-10M
consists of 18, 305 queries and 10, 023, 532 video clips. The
two scales of the proposed datasets would be applicable
to different researchers w.r.t computational resources in the
video representation learning community. Figure 6 further
illustrates 32 video clips with the searched queries and
titles from YOVO-3M and YOVO-10M datasets. The show-
ing video cases demonstrate the diverse video content in
different facets, e.g., objects, sports and daily activities, for
weakly-supervised video representation learning.

Downstream Datasets. We evaluate our BCN on five
downstream datasets. The Kinetics-400 [1] dataset consists
of 300K 10-second clips from 400 action categories. There
are 240K, 20K, 40K clips in training, validation and testing
sets, respectively. The UCF101 [55] contains 13K videos from
101 action classes, and the HMDB51 [56] has 7K videos
from 51 action categories. In UCF101 and HMDB51 datasets,
there are three training/validation splits provided by the
dataset organizers. Each split in UCF101 includes about
9.5K training and 3.7K validation videos, and a HMDB51
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Query:  american chameleon

Title: Mating Green Anole's 
at Grassy Waters Preserve in 
Florida

Query:  tibetan terrier

Title: Paar Fakten über den 
Tibet-Terrier

Query:  great grey owl

Title: Puszczyk mszarny / 
Strix nebulosa / Great Gray 
Owl

Query:  shoveling snow

Title: Hoverboard Snowplow

Query:  arranging flowers

Title: Flowers by Melanie 
teaches how to arrange 1 
dozen roses

Query:  eating carrots

Title: ASMR: EATING 
CARROTS / EAT WITH ME / 
EXTREME CRUNCHING 
SOUNDS | Angie's Life

Query:  riding

Title: Exploring The 
Wilderness of Kenya on MTB 
| Rob Warner’s Wild Rides 
w/ Matt Jones

Query:  Bottle-feed

Title: Bottle feeding one 
week old kitten

Query:  Braze

Title: How to bronze braze 
easily - some general 
workshop tips

Query:  playing tennis

Title: Nadal Wins Thriller As 
Zverev Defeats Medvedev To 
Advance | Nitto ATP Finals 
2019 Day 6 Highlights

Query:  Waggle

Title: Super Mutt Arthur 
Trains for the Wiggle Waggle 
Walk

Query:  shaking

Title: New Trendy Tricks With 
Cocktail Shaker Tins

Query:  corn

Title: Two Case IH 9240 
Combines with 4416 16 row 
Corn Heads

Query:  CRT screen

Title: Amazing Secret 
Monitor! (How To)

Query:  coach

Title: Trains at Lancaster, 
WCML | 01/07/2019

Query:  recreational vehicle

Title: Armadillo - the new 
and improved Boler

Query:  Aurora

Title: Indahnya Fenomena 
Aurora Yang Bisa Kita Lihat di 
7 Negara Di Dunia

Query:  aiming

Title: The Division 2 Console 
Aiming is a Nightmare

Query:  playing rubiks cube

Title: Learn to Solve the 
Rubik's Cube || Learn Quick

Query:  frying

Title: SIMPLE EGG FRIED 
RICE AT HOME | EGG 
FRIED RICE CHINESE STYLE 
| EGG FRIED RICE

Query:  giggling

Title: What does "giggle" 
mean?

Query:  Buggy

Title: Transporting Your 
Grasshopper Golf Buggy

Query:  putting wallpaper 
on wall
Title: Installing Wallrock 
Thermal Liner - Insulating 
Wallpaper

Query:  washing

Title: The Philippines ... 
Washing Clothes By Hand 
Philippine Style

Query:  hitting baseball

Title: Baseball Hitting Tips 
with Don Mattingly. : Stride 
and weight transfer

Query:  buttoning

Title: Man Buttoning Shirt 
Stock Video

Query:  cutting

Title: Quick Salad Maker 
Bowl for Washing and 
Cutting Salad

Kinetics

ImageNet

Moments

Oxford 
English 
Dictionary

Query:  pouring

Title: FAIRE DE L'ACRYLIQUE 
POURING

Query:  squatting

Title: Pistol Squat Progression

Query:  Ignite

Title: The AMAZING SPIDER-
MAN 2 - Official Trailer #2 (HD)

Query:  Pectin

Title: apple pectin part 2

Query:  Thundercloud

Title: I made a new LED 
Thundercloud lamp

Fig. 6: Examples of 32 video clips with searched queries and titles from YOVO-3M and YOVO-10M datasets. The video clips in
each row are searched by the queries in the category list of different datasets, i.e., ImageNet, Kinetics and Moments, or in the
vocabulary list of the Oxford English Dictionary.

split contains 3.5K training and 1.5K validation videos.
The videos in the above three datasets are mainly for
scene-related action recognition. In Something-Something
V1 and V2 [57] datasets, there are about 108K and 221K
videos from 174 action categories, respectively. The train-
ing/validation/testing set consists of 86K/11.5K/11K and
169K/25K/27K videos, which are mostly for interaction-
related recognition.

4.2 Experimental Settings
Implementations. We employ BERT [12] text encoder to
extract the 1,024-D features for each token in the title and
average all the token features as text representation. The
number M of total clusters is 6, 819/65, 766 on YOVO-
3M/10M. In weakly-supervised training, we utilize the
architecture of LGD-3D [63] based on ResNet-50 [64] as
the network backbone but all the parameters are trained
from scratch. The dimension of the input video clips is set
as 32 × 112 × 112, which is randomly cropped from the
original web video. Each clip is randomly flipped along
horizontal direction for data augmentation. We choose the
two threshold εq and εt as 0.5 and 0.7 by cross validation.
The momentum coefficient α is fixed to 0.9. We implement
BCN on Caffe [65] platform. In all the pre-training stages,
the networks are trained by utilizing stochastic gradient
descent (SGD) with 0.9 momentum. The initial learning rate
is set to 0.08 and 0.008 in the first and second training stage,
and decreased by 10% after every 200K iterations. The mini-
batch size is set as 256 and the weight decay is 0.0001.

Evaluation Metrics. We adopt two evaluation proto-
cols in the downstream datasets, i.e., linear model and
network fine-tuning. In the former protocol, we uniformly
sample 10 or 3 video clips from each video in Kinetics-
400/UCF101/HMDB51 or Something-Something V1/V2
datasets, and take the 2, 048-way outputs from pool5 layer
of the network backbone as the features of each clip. We
average all the features of clips in one video as video
representation, and a linear SVM is learnt on the training set
and evaluated on validation set. In detail, the cost parameter
c in SVM is set as 8.0. Both top-1 and top-5 accuracy are
reported as evaluation metrics. In the latter one, we initialize
the network backbone with the weakly-supervised training
output model of BCN, and fine-tune/evaluate the network
on the training/validation set of each dataset.

4.3 Evaluation on Primary Text Supervision
We first examine the effectiveness of primary text supervi-
sion for video representation learning, regardless of mutual
calibration design. We compare the following four methods:
(1) The regression method (RG) optimizes video represen-
tation through minimizing Smooth L1 loss [66] between
video representation and text feature. (2) Triplet Ranking
algorithm (TR) learns video representation to make posi-
tive video-text pair more similar than negative pair. (3) A
variant of our primary text supervision (TS-) also performs
clustering on video titles and builds text vocabulary on the
centroids of clusters. Each title is naturally assigned to one
cluster and represented as a binary index vector in text
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TABLE 2: Top-1 and Top-5 accuracy on Kinetics-400, UCF101
and HMDB51 under linear protocol. (Training on YOVO-3M).

Approach Kinetics-400 UCF101 HMDB51
Top-1 Top-5 Top-1 Top-5 Top-1 Top-5

RG 64.5 84.9 85.1 94.3 58.3 81.2
TR 67.2 87.2 87.2 95.7 61.8 83.9
TS- 71.5 89.1 91.0 98.9 62.2 85.6
TS 72.5 89.6 91.8 99.0 64.5 89.7

TABLE 3: Performance contribution of each design in BCN. The
model is learnt on YOVO-3M and evaluated by linear protocol.
The “Query” and “Text” denote the corresponding supervision.

Method Query Text T→Q Q→T K400 U101 HD51
QS X 71.1 90.7 62.1
TS X 72.5 91.8 64.5
QS+TS X X 73.1 92.3 65.9
BCNQ X X X 73.8 93.3 66.9
BCNT X X X 73.6 92.8 66.3
BCN X X X X 74.2 93.5 67.6

vocabulary. We exploit single-label classification to regulate
video representation with text supervision in TS-. (4) TS
is our proposed primary text supervision in BCN, which
computes cosine similarity between title and all clusters. TS
can be regarded as the soft mode of TS- and accordingly
tunes video feature with multi-label classification loss.

Table 2 summarizes performance comparisons of video
representation learnt with different ways of primary text
supervision under linear protocol on three downstream
datasets. Overall, the results across different datasets con-
sistently indicate that TS leads to a performance boost
against other methods. In particular, the top-1 accuracy
of our TS achieves 72.5%, 91.8% and 64.5% on Kinetics,
UCF101 and HMDB51, respectively, making the absolute
improvement over RG/TR by 8.0%/5.3%, 6.7%/4.6% and
6.2%/2.7%. Such results demonstrate the advantage of ex-
ploring the structure among all the titles of videos via
clustering. Though both TS- and TS utilize text clustering
to improve text supervision, they are different in the way
that TS- represents each title as an index vector (1 for its
own cluster, otherwise 0), and TS is by computing cosine
similarity between the title and all clusters. As indicated by
the results, delving into the correlation between each title
and all title clusters in TS leads to better performances.

Discussion with Contrastive Learning. Inspired from
the self-supervised learning [67], the video representation
learning from text is recently formulated as the contrastive
learning [11] between the visual and textual features. The
features of the positive video-text pairs are pulled close
while the features of negative pairs are pushed away.
Following such setting, we experimented with contrastive
learning on video and text via InfoNCE loss [68] on the same
backbone. The top-1 accuracy achieves 72.2% on Kinetics-
400 under linear evaluation protocol. The performance is
lower than 72.5% of the TS in Table 2. Instead of learning
the pair-wise correlation through contrastive learning, our
TS mines the group-wise relationship via clustering. The
results basically confirm that our TS is a good alternative for
the video representation learning based on text information.
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Fig. 7: (a) 10 classes with the largest performance gain from QS
to BCN under linear protocol on Kinetics-400 and the visual-
ization of confusion matrix across the selected six categories on
video representation learnt by (b) QS and (c) BCN.

4.4 Evaluation on Bi-Calibration Networks

Next, we study how each design in Bi-Calibration Networks
influences video representation learning. QS and TS solely
exploit primary query supervision and text supervision
in our framework to guide video representation learning,
respectively, through single-label and multi-label classifi-
cation. QS+TS performs the joint learning on the primary
supervision of query and text. BCNQ/BCNT leverages the
idea of text-to-query (T→Q) or query-to-text (Q→T) cali-
bration to estimate t2q/q2t corrections to adjust primary
query/text supervision and further boost video feature
learning. BCN is our Bi-Calibration framework.

Table 3 details the top-1 accuracy on Kinetics-400 (K400),
UCF101 (U101) and HMDB51 (HD51) datasets under linear
model protocol by considering one more factor in our BCN.
Compared to QS/TS, QS+TS boosts up the accuracy from
71.1%/72.5%, 90.7%/91.8% and 62.1%/64.5%, to 73.1%,
92.3% and 65.9%, respectively, on three datasets. The results
basically indicate that primary query supervision and pri-
mary text supervision are complementary to refine visual-
textual connections and enhance video representation learn-
ing. Text-to-query/query-to-text calibration further amends
primary query/text supervision and the performance gain
of each is 0.7%/0.5%, 1.0%/0.5% and 1.0%/0.4% on three
datasets against QS+TS. By mutual calibration between
query and text, BCN finally reaches the top-1 accuracy of
74.2%, 93.5% and 67.6%.

To verify the impact of mutual calibration via our BCN
design across different categories, we further list the cate-
gories with most benefit. Figure 7(a) shows ten categories
in Kinetics-400 which achieve the largest performance gain
from QS to BCN. An interesting observation is that three
pairs, i.e., kissing-hugging, eating burger-eating chips, wax-
ing back-waxing legs, among the ten categories, are indeed
fine-grained and it is challenging to distinguish one from
the other in each pair. Figure 7(b) and (c) also visualizes
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Fig. 8: Video examples with the searched queries, video titles and the probability distribution on query/text (pq/pt).
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Fig. 9: (a) Residual Sum of Square (RSS) curves between pq/pt

and p̂q/p̂t w.r.t the number of iterations. (b) Top-1 accuracy
under linear protocol of two training stages on Kinetics-400.
(The number of training epoch in each stage is 36 and decided
through cross validation.)

confusion matrix across the six categories on video repre-
sentation learnt by QS and BCN, respectively. It is clear that
BCN endows video representation with more discriminative
power especially on the fine-grained categories.

4.5 More Analysis on Network Optimization
The selection scheme controls the switch across the cal-
ibration of text-to-query or query-to-text directions. We
compute the Residual Sum of Squares (RSS) between the
probabilities (pq/pt) and t2q/q2t corrections (p̂q/p̂t), and
Figure 9(a) depicts RSS curve with respect to the number of
iterations. As expected, the RSS on both (pq,p̂q) and (pt,p̂t)
is gradually decreased when training more iterations. The
curve of RSS on (pt,p̂t) changes more smoothly due to
the momentum update strategy. Since the corrections are
adopted as the supervision to optimize the probabilities, the
gradients are not back-propagated to them. Thus, the results
give the clue that probabilities are enforced to be close to the
corrections and BCN makes necessary corrections through
text-to-query/query-to-text calibration, validating the im-
pact of selection scheme. Figure 9(b) shows the curve of
top-1 accuracy on Kinetics-400 under linear protocol in two
optimization stages. Despite having some drops in accuracy
at the beginning of bi-calibration training stage, the top-1
accuracy eventually improves and reaches a higher value,
which again demonstrates the effectiveness of calibration
between query and text through information refinement.

Figure 8 showcases two groups of videos with the
searched queries, video titles and the probabilities on
query/text. The first group of videos are searched by an
identical query of “fly,” but the video content corresponds
to different meanings. One is about the famous scene on
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Fig. 10: Probability distribution on query/text (pq/pt) of the
two cases in Fig 8 before and after the t2q/q2t correction.

the ocean liner in movie “Titanic” and the other describes
“DJI” drone. Such query polysemy may misdirect video
representation learning. With the text-to-query corrections
in BCN, the query probabilities of the two videos are well
predicted. The video about “Titanic” is highly relevant to
“ocean liner” and “kissing,” and the video of “DJI” has
high probability in response to “drone” and “warplane.” In
contrast, the second group of videos share similar syntactic
structure of title, but are related to different queries of “ice
cream” and “ice lolly.” In this case, solely capitalizing on
title information may affect video representation learning as
well. Through query-to-text correction, the text probabilities
predicted by BCN nicely lead to different emphasis of “ice
cream” or “ice lolly” and “chocolate sauce.” Figure 10 fur-
ther illustrates the probability distribution on query/text of
two video cases in Figure 8 before and after the t2q/q2t cor-
rection. For the “Titanic” video, the top-2 query prediction
before t2q correction are “fence” and “docker”. After the t2q
calibration, we achieve more accurate predictions (“ocean
liner” and “kissing”). Meanwhile, the q2t correction changes
the original prediction of “pectin” to the preciser one of “ice
cream” in the second video case.

4.6 Comparisons with State-of-the-Art Methods

We compare BCN with several state-of-the-art techniques
on five datasets: Kinetics-400 (K400), UCF101 (U101) and
HMDB51 (HD51) for scene-related action recognition, and
Something-Something V1 (SS-V1) and V2 (SS-V2) for
interaction-related action recognition.

Table 4 lists the top-1 and top-5 accuracy of different
approaches on K400. For fair comparison, all the methods
exploit only RGB modality of frame for model training and
“*” denotes that the models are pre-trained on our YOVO-
3M/10M with official source codes. Under linear model pro-
tocol, BCN achieves comparable performances with models
built on fully-supervised ImageNet pre-training and self-
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TABLE 4: Performance comparisons on Kinetics-400.

Approach Pre-training Backbone Top-1 Top-5
Supervised Pre-training
R(2+1)D RGB [22] ImageNet custom 74.3 91.4
I3D RGB [1] ImageNet Inception 72.1 90.3
S3D RGB [69] ImageNet Inception 74.7 93.4
NL I3D RGB [70] ImageNet ResNet-50 74.9 91.6
TSM RGB [71] ImageNet ResNet-50 74.1 91.2
LGD RGB [63] ImageNet ResNet-50 74.8 92.0
SlowFast RGB [72] ImageNet ResNet-50 75.6 92.1
SmallBig RGB [73] ImageNet ResNet-50 76.3 92.5
TDN RGB [74] ImageNet ResNet-50 77.5 93.2
Self-supervised Pre-training (linear protocol)
VTHCL RGB [75] K400 ResNet-50 37.8 -
CVRL RGB [76] K400 ResNet-50 66.1 -
ρBYOL RGB [43] K400 ResNet-50 71.5 -
Weakly-supervised Pre-training
Linear model protocol on video representation
CPD RGB [11] K400-title ResNet-50 63.8 -
BCN RGB YOVO-3M ResNet-50 74.2 90.9
BCN RGB YOVO-10M ResNet-50 74.9 91.6
Network fine-tuning
CPD* RGB [11] YOVO-3M ResNet-50 73.9 90.2
CPD* RGB [11] YOVO-10M ResNet-50 75.0 91.3
BCN RGB YOVO-3M ResNet-50 78.5 94.3
BCN RGB YOVO-10M ResNet-50 79.1 94.7

supervised Kinetics pre-training. When fine-tuning the pre-
trained model by BCN on K400, BCN exhibits better perfor-
mances against other baselines. In particular, BCN learnt on
YOVO-3M obtains 78.5% top-1 accuracy, which outperforms
CPD [11] by 4.6% pre-trained on the same data. Different
from CPD which solely capitalizes on title information,
BCN exploits mutual calibration between query and title to
improve weakly-supervised video representation learning.
Such result demonstrates the advantage of our bi-calibration
design. Compared to SmallBig and TDN, BCN leads the
top-1 accuracy by 2.2% and 1.0%, respectively. Execut-
ing weakly-supervised learning on YOVO-10M further im-
proves the accuracy from 78.5% to 79.1%. The performance
trends on U101 and HD51 are similar with those on K400
as shown in Table 5. The results again verify the impact of
BCN for weakly-supervised representation learning. Table
6 summarizes the performances on SS-V1 and SS-V2. Sim-
ilarly, BCN under network fine-tuning protocol surpasses
the best competitor SmallBig and ACTION-Net by 1.9% and
1.8% on SS-V1 and SS-V2, respectively.

5 CONCLUSIONS AND DISCUSSIONS

We have presented Bi-Calibration Networks (BCN), which
explores the correlations between web videos and the
searched queries or video titles for improving weakly-
supervised video representation learning. Particularly, we
study the problem from the viewpoint of refining the visual-
semantic connections through mutual calibration between
query and title information. To materialize our idea, we first
achieve the primary query and text supervision on query
vocabulary of query words and text vocabulary of text pro-
totypes, which are utilized to optimize video-to-query (v2q)
and video-to-text (v2t) projections for classification. Next,

TABLE 5: Top-1 accuracy on UCF101 and HMDB51.

Approach Pre-training Backbone U101 HD51
Supervised Pre-training
R(2+1)D RGB [22] K400 custom 96.8 74.5
I3D RGB [1] Img+K400 Inception 95.4 74.5
S3D RGB [69] Img+K400 Inception 96.8 75.9
TSM RGB [71] K400 ResNet-50 95.9 73.5
LGD RGB [63] Img+K600 ResNet-50 96.0 74.7
Self-supervised Pre-training (fine-tuning)
XDC RGB [77] K400 R(2+1)D-18 84.2 47.1
SpeedNet RGB [78] K400 S3D-G 81.1 48.8
CoCLR RGB [79] K400 S3D-G 87.9 54.6
CVRL RGB [76] K400 ResNet-50 92.2 66.7
ρBYOL RGB [43] K400 ResNet-50 95.5 73.6
Weakly-supervised Pre-training
Linear model protocol on video representation
BCN RGB YOVO-3M ResNet-50 93.5 67.6
BCN RGB YOVO-10M ResNet-50 94.9 69.2
Network fine-tuning
MIL-NCE RGB [45] HowTo100M ResNet-50 91.3 61.0
CPD RGB [11] Instagram300k ResNet-50 92.8 63.8
CPD* RGB [11] YOVO-3M ResNet-50 94.2 70.2
CPD* RGB [11] YOVO-10M ResNet-50 95.4 73.5
BCN RGB YOVO-3M ResNet-50 97.1 74.9
BCN RGB YOVO-10M ResNet-50 97.5 76.5

TABLE 6: Top-1 accuracy on Something-Something V1/V2.

Approach Pre-training Backbone SS-V1 SS-V2
Supervised Pre-training
I3D RGB [80] ImageNet+K400 ResNet-50 41.6 -
NL I3D RGB [80] ImageNet+K400 ResNet-50 44.4 -
NL I3D + gcn RGB [80] ImageNet+K400 ResNet-50 46.1 -
CPNet RGB [81] ImageNet ResNet-34 - 57.7
TSM RGB [71] ImageNet ResNet-50 45.6 59.1
SmallBig RGB [73] ImageNet ResNet-50 48.3 61.6
ACTION-Net RGB [82] ImageNet ResNet-50 - 62.5
Self-supervised Pre-training (fine-tuning)
BYOL RGB [43] K400 ResNet-50 - 55.8
MoCo RGB [43] K400 ResNet-50 - 54.4
Weakly-supervised Pre-training
Linear model protocol on video representation
BCN RGB YOVO-3M ResNet-50 42.7 53.2
BCN RGB YOVO-10M ResNet-50 43.2 55.7
Network fine-tuning
CPD* RGB [11] YOVO-3M ResNet-50 45.2 60.1
CPD* RGB [11] YOVO-10M ResNet-50 47.1 61.7
BCN RGB YOVO-3M ResNet-50 48.6 62.6
BCN RGB YOVO-10M ResNet-50 50.2 64.3

the v2t/v2q projection triggers the text-to-query or query-
to-text calibration, that aims to adjust primary query/text
supervision to further optimize v2q/v2t projection. Exten-
sive experiments conducted on newly-created web video
datasets, i.e., YOVO-3M and YOVO-10M, validate our BCN.
More remarkably, weakly-supervised pre-training BCN on
YOVO-10M is superior to several techniques with fully-
supervised ImageNet or Kinetics pre-training.
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