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Abstract Neural architecture search (NAS) proves to be among the effective
approaches for many tasks by generating an application-adaptive neural
architecture, which is still challenged by high computational cost and memory
consumption. At the same time, 1-bit convolutional neural networks (CNNs)
with binary weights and activations show their potential for resource-limited
embedded devices. One natural approach is to use 1-bit CNNs to reduce the
computation and memory cost of NAS by taking advantage of the strengths
of each in a unified framework, while searching the 1-bit CNNs is more
challenging due to the more complicated processes involved. In this paper,
we introduce Discrepant Child-Parent Neural Architecture Search (DCP-NAS)
to efficiently search 1-bit CNNs, based on a new framework of searching the
1-bit model (Child) under the supervision of a real-valued model (Parent).
Particularly, we first utilize a Parent model to calculate a tangent direction,
based on which the tangent propagation method is introduced to search the
optimized 1-bit Child. We further observe a coupling relationship between the
weights and architecture parameters existing in such differentiable frameworks.
To address the issue, we propose a decoupled optimization method to search
an optimized architecture. Extensive experiments demonstrate that our DCP-
NAS achieves much better results than prior arts on both CIFAR-10 and
ImageNet datasets. In particular, the backbones achieved by our DCP-NAS
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Network Model ~ 32-bit 1-bit Gap
Design

ResNet-18 69.6 659 -3.7

Hand-crafted ResNet-34  73.3 69.0 -4.3

ReActNet-A 724 694 -3.0

BNAS; 67.1 64.3 -29

Direct BNAS BNAS, 64.2 59.8 -4.4

BNAS; v2  69.5 66.0 -3.5

. CP-NAS 68.0 66.5 -1.5

Auxiliary BNAS hop NAS 685 72.4 +4.0

Table 1 Accuracy of both hand-crafted and search-
based architectures with real-valued and their counter-
part 1-bit CNNs on ImageNet. Note that BNAS; [9,
BNAS; [31] and BNASy v2 [32] are different works.

achieve strong generalization performance on person re-identification and

object detection.

Keywords Binary neural network - Neural architecture search - Tangent

propagation

1 Introduction

Neural architecture search (NAS) has attracted great attention with a remark-
able performance in many computer vision tasks such as classification [81,

| and detection [12,57]. NAS attempts to design network architectures
automatically and replace conventional hand-crafted counterparts at the
expense of searching from a huge search space and a high computational cost
in training. Early efforts include sharing weights between searched and newly
generated networks [6]. ProxylessNAS [8] introduces a differentiable latency
loss into NAS to search architectures on the target task instead of adopting

the conventional proxy-based framework. PC-DARTS |

| takes advantage of

partial channel connections to improve the memory efficiency by sampling a
small part of the supernet to reduce the redundancy of the network search
space. EfficientNet [56] introduces a new scaling method that uniformly scales
all dimensions of depth, width and resolution using a simple yet highly effective
compound coefficient to obtain efficient networks. Besides these efficient NAS
methods, developing effective NAS for efficient 1-bit convolutional neural
] has drawn increasing attention, which
retains the advantages of 1-bit CNNs on memory saving and computational
cost reduction [9,3]. 1-bit CNNs directly compress real-valued weights and
activations (32-bit) of CNNs into a single bit and directly decrease the memory

networks (1-bit CNNs) [41,

consumption by 32x and the computation cost by up to 58x [53].

)

)

)

Comparatively speaking, 1-bit CNNs based on hand-crafted architectures
have been extensively researched. Binarized filters have been used in conven-

]7
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Fig. 2 Motivation for DCP-NAS. We first show directly binarizing real-valued architecture
to 1-bit is sub-optimal. Thus we use tangent propagation (middle) to find an optimized 1-bit
neural architecture along the tangent direction, leading to a better-performed 1-bit neural
architecture.

tional CNNs to compress deep models [53, 14, 13,30], which is widely considered
as one of the most efficient ways to perform computing on embedded devices
with low computational cost. In [30], the XNOR, network is presented where
both the weights and inputs attached to the convolution are approximated with
binarized values. This results in an efficient implementation of convolutional
operations by reconstructing the unbinarized filters with a single scaling factor.
In [21], a projection convolutional neural network (PCNN) is proposed to
implement 1-bit CNNs based on a simple back propagation algorithm. [72]
proposes Bayesian optimized 1-bit CNNs, taking the advantages of Bayesian
learning to significantly improve the performance of extreme 1-bit CNNs. 1-
bit CNNs show the advantages on computational cost reduction and memory
saving, however, there still exists a significant gap (about 3%~4%) between
1-bit hand-crafted models and real-valued counterparts, as shown in Tab. 1.

Binary neural architecture search (BNAS) is a simple and promising way to
search the 1-bit network architectures. Previous BNAS methods are to directly
search binary architecture [9,31], i.e., direct BNAS. BNAS; [9] attempts to
search binary architectures from well-designed binary search spaces. Likewise,
BNAS; [31] utilizes the diversity in the early search to learn better performing
1-bit neural architectures. However, such search strategy is only effective if an
exhaustive search process is exploited, as revealed in [3]. Likewise, we observe
a performance gap about 3%~4% compared with the real-valued counterparts
from such direct BNAS, as depicted in Tab. 1.

In this paper, we first introduce a Child-Parent framework to efficiently
search a 1-bit CNN in a unified framework. The real-valued models converge
much faster than 1-bit models as revealed in [45], which motivate us to use
the tangent direction of Parent supernet (real-valued model) as an indicator
of the optimization direction for Child supernet (1-bit model).
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Fig. 83 The main framework of the proposed DCP-NAS, where o and & denote real-valued
and binary architecture, respectively. In one single round, we first conduct the real-valued
NAS and generate the corresponding tangent direction. Then we learn a discrepant binary
architecture via tangent propagation. In this process, real-valued and 1-bit CNNs inherit
architectures from their counterparts in turn.

We assume that all the possible 1-bit neural architectures can be learnt
from the tangent space of the Parent model, based on which we introduce
a Discrepant Child-Parent Neural Architecture Search (DCP-NAS) method
to produce an optimized 1-bit CNN. Specifically, as shown in Fig. 2,
we utilize the Parent model to find a tangent direction to learn the 1-
bit Child through tangent propagation, rather than directly binarizing the
Parent to Child. Since the tangent direction is based on the second order
information, we further accelerate the search process by Generalized Gauss-
Newton matrix (GGN), leading to an efficient search process. Moreover, a
coupling relationship between the weights and architecture parameters exists
in such DARTS-based [43] methods, leading to an asynchronous convergence
and insufficient training process. To overcome this obstacle, we propose a
decoupled optimization for training the Child-Parent model, leading to an
effective and optimized search process. The overall framework of our DCP-
NAS is shown in Fig. 3. This paper is an extended version of our conference
paper [30], where we make the following new contributions:

1) We propose a new Discrepant Child-Parent model (DCP-NAS) to guide
the binary architecture search, which further explore the discrepancy between
real-valued and binary architectures.

2) We utilize the Parent model to generate a tangent direction for Child,
which learns the 1-bit neural architecture discrepancy through tangent prop-
agation. The GGN method is further introduced to reduce the computation
cost in the DCP-NAS optimization.
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3) We introduce a new decoupled optimization to address the asynchronous
convergence in such differentiable NAS process, which further improve the
performance of our DCP-NAS.

4) We add a group of comprehensive experiments including new application
on person re-identification and object detection tasks, which validate the
acceleration, efficiency, and practicability of the proposed method.

2 Related Work

Extensive work has been reported on compressing and accelerating neural net-
works through quantization [53,37,61,37,63,64], low-rank approximation [71,
|, network pruning [35,22,24], and more recently, architecture search [42,
]. Amongst them, quantization and architecture search are most relevant to
our work and are reviewed in this section.

2.1 1-bit CNNs

BNN [14] first binarized the weights and activations of convolutional layers in
CNNs. BinaryNet based on BinaryConnect [13] is introduced to train DCNNs
with binary weights, where activations are triggered at the run-time while
parameters are computed at the training time [29]. In [1], the straight-through
estimator (STE) is introduced to optimize BNNs. In the forward propagation,
the sign function is directly applied to obtain binary parameters. In [53],
XNOR-Net is presented where both the weights and inputs of the convolution
kernels are approximated with binary values, to improve the efficiency of
the convolution operations. In stead of directly binarizing the weights into
+1, XNOR-Net reconstruct the binary weights with the mean absolute value
(MAV) of each layer as the optimal value for a;. XNOR++ [5] further designs
an efficient estimator for layer-wise feature maps of the BNNs. Based on
XNOR-Net, Bi-Real Net [47] designs a new variant of residual structure to
preserve the real activations before the sign function and a magnitude-aware
gradient scheme w.r.t. the weight to update the binarized weight parameters.
Instead of using a scale factor to estimate the real-valued kernel weights
from the binary weights, HQRQ [38] adopts a high-order binarization method
to achieve a more accurate approximation while retaining the advantage of
the binaryized weights. Inspired by approximation of the real-valued weights
helping the performance of BNNs, ABC-Net [11] introduces multiple binary
weights and activations for better estimation of the real-valued parameters to
alleviate the degradation in prediction accuracy. [21] introduces a quantization
method based on a discrete back-propagation algorithm to learn a better
BNNs. Furthermore, BONNs [72] extends a Bayesian method to the prior
distributions of real-valued weights, features, and filters for constructing a
BNNs in a comprehensive end-to-end manner, which further improves the
performance. ReActNet [46] replaces the conventional PReLU [25] and the sign
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function of the BNNs with RPReLU and RSign with a learnable threshold,
thus improving the performance of BNNs. LWS-Det [66] effectively propose the
angular and amplitude minimization technology to narrow the gap between
real-valued kernels and 1-bit kernels. [68] explores the effect of dead weights,
which refer to a group of weights, and proposes the rectified clamp unit (ReCU)
to revive the dead weights for updating.

2.2 Neural Architecture Search

Thanks to the rapid development of deep learning, significant gains in
performance have been realized in a wide range of computer vision tasks,
most of which are manually designed network architectures [34,55,26,28].
Recently, the new approach called neural architecture search (NAS) has
been attracting increased attention. The goal is to find automatic ways
of designing neural architectures to replace conventional hand-crafted ones.
Existing NAS approaches need to explore a very large search space and can be
roughly divided into three types of approaches: evolution based, reinforcement-
learning-based and one-shot-based.

In order to implement the architecture search within a short period of
time, researchers try to reduce the cost of evaluating each searched candidate.
Early efforts include sharing weights between searched and newly generated
networks [6]. Later, this method was generalized into a more elegant framework
named one-shot architecture search [2,7,43,51,60,75]. In these approaches, an
over-parameterized network or super network covering all candidate operations
is trained only once, and the final architecture is obtained by sampling
from this super network. For example, [2] trained the over-parameterized
network using a HyperNet [23], and [51] proposed to share parameters among
Child models to avoid retraining each candidate from scratch. DARTS [13]
introduces a differentiable framework and thus combines the search and
evaluation stages into one. Despite its simplicity, researchers have found some
of its drawbacks and proposed a few improved approaches over DARTS [60,

]. PDARTS [11] presents an efficient algorithm which allows the depth of
searched architectures to grow gradually during the training procedure, with a
significantly reduced search time. ProxylessNAS [3] adopted the differentiable
framework and proposed to search architectures on the target task instead
of adopting the conventional proxy-based framework. IDARTS [69] focuses
on decoupled optimization of NAS. In particular, IDARTS [69] decouple and
backtrack the edge and operation parameters, in which the constraint R(-) of
the edge parameter is utilized for controlling backtracking.

Binary neural architecture search replaces real-valued weights and activa-
tions with binarized ones, which consumes much less memory and computation
resource to search 1-bit CNNs and provides a more promising way to efficiently
find network architectures. These methods can be categorized into two classes,
direct binary architecture search and auxiliary binary architecture search.
Direct binary architecture search yields binary architectures directly from
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well-designed binary search spaces. As one of the pioneer arts of this field,
BNAS; [9] effectively reduces the search time by channel sampling and search
space pruning in the early training stages for a differentiable NAS. Another
pioneer art BNAS, [31] utilizes the diversity in the early search to learn
better performing binary architectures. BMES [52] learns an efficient binary
MobileNet [27] architecture via the evolution-based search. However, the
accuracy of direct binary architecture search can be improved by auxiliary
binary architecture search [3]. BATS [3] designs a novel search space specially
tailored to the 1-bit CNNs and incorporates it into the DARTS framework.
NASB [79] explores an optimal architecture and connection for a convolutional
group with introducing a three stage training scheme into BinaryNAS. EBN [/]
propose Expert Binary Convolution to select data-specific expert binary and
design a principled 1-bit CNNs search mechanism that obtain a set of network
architectures of preferred properties. BARS [73] design a joint search strategy
for both macro-level and micro-level search space tailored for 1-bit CNNs and
analyze the information bottlenecks relating to both the topology and layout
architecture design choices.

Different from the aforementioned methods, our work is driven by the
performance discrepancy between the 1-bit neural architecture and its real-
valued counterpart. We introduce tangent propagation to explore the accuracy
discrepancy, and further accelerate the search process by applying the GGN
to the Hessian matrix in the optimization. Furthermore, we introduce a novel
decoupled optimization to address the asynchronous convergence in such a
differentiable NAS process, leading to better performed 1-bit CNNs. The
overall framework leads to a novel and effective BNAS process.

3 Discrepant Child-Parent NAS

In this section, we first give the preliminaries of our method. Then, we
describe our Child-Parent framework and the search space for binary NAS.
Then we present the proposed architecture discrepancy-aware binary neural
architecture search strategy together with tangent propagation. Finally, the
decoupled optimization for solving the coupling relationship between weights
and architecture parameters is introduced for effectively searching optimized
binary neural architecture. For clarity, Tab. 2 describes the main notations
used in the following sections.

3.1 Search Space

We search for computation cells as the building blocks of the final architecture.
Following [81,82,43,54], we construct the network with a pre-defined number
of cells and each cell is a fully-connected directed acyclic graph (DAG) G with
N nodes. For simplicity, we assume that each cell only takes the outputs of the
two previous cells as input and each input node has pre-defined convolutional
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Fig. 4 The main framework of Discrepant Child-Parent model. We show the key novelty
of DCP-NAS, i.e., tangent propagation and decoupled optimization, in orange.

operations for preprocessing. Each node j is obtained by

ald) = Z o) (a)
(1)

ot (a’) = wi) @ al,

where i is the dependent nodes of j with the constraints ¢ < j to avoid cycles
in a cell, and a’ is the output of the node j node. w(*7) denotes the weights
of the convolution operation between i-th and j-th nodes and ® denotes the
convolution operation. Each node is a specific tensor like a feature map, and
each directed edge (i, ) denotes an operation o(»7)(.), which is sampled from
following M = 8 operations:

no connection (zero) — 3 x 3 max pooling

— skip connection (identity) — 3 x 3 average pooling

3 x 3 dilated convolution with rate 2 3 X 3 depth-wise separable convolution
— 5 x 5 dilated convolution with rate 2 — 5 x 5 depth-wise separable convolution

We replace the depth wise separable convolution with a binarized form, i.e.,
binary weights and activations. Note that, skip connection is identity mapping
in NAS, instead of additional shortcut. The optimization of BNNs is more
challenging than that of conventional CNNs [21,53], since binarization brings
additional burdens to NAS. Following [43], to reduce the undesired fluctuation
in the performance evaluation, we normalize the architecture parameter of M
operations for each edge to obtain the final architecture indicator as

(4.5)
czpiam™} o) (ad), (2)

A(i,j)( (J')) —
ol (a = oll
Do exp{oszl’,j)}
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Table 2 A brief description of the main notations used in our paper.

w, w: real-valued weight a, a: real-valued activation

b¥: binary weight b2: binary activation

[: scale factor a, &: real-valued and 1-bit architecture parameter
f(-): real-valued NAS objective F(): relaxed real-valued NAS objective

fo(-): BNAS objective fb() relaxed BNAS objective

Pn(-),Pn(-): output logits i, j: node index

0(:9) (1) operation LNAas: searching objective of NAS

Lcp-NAs: searching objective of CP-NAS  Lpcp-Nnas: searching objective of DCP-NAS
G(+): objective of Child model training D(-): objective of tangent propagation

LR (-): reconstruction error H(:): Hessian matrix

I(-): Fisher information matrix R(-): norm constraint in decoupled optimization

3.2 Preliminary
3.2.1 Neural architecture search (NAS)

Given a conventional CNN model, we denote w € Wand W = Re, , xCi, x K x K
and a;, € Re,, xwxm as its weights and feature maps in the specific layer.
Cout and C;, represent the number of output and input channels of the specific
layer. (W, H) is the feature maps’ width and height, and K is the kernel size.
We then have

Aoyt = Aip ® w, (3)

where ® is the convolution operation. We omit the batch normalization (BN)

and activation layers for simplicity. Based on this, a normal NAS problem is
given as

ma; w, ), 4

el , S, @) @

where f : W x A — R is a differentiable objective function w.r.t. the network

weight w € W and the architecture space A € Ry«g, where E and M

denote the number of edges and operators, respectively. Considering that

minimizing f(w, @) is a black-box optimization, we relax the objective function
into f(w,a) as the objective of NAS

. E _ rs
we%l,gefl NAS f(w,a)

(5)

N
- Z Pu(X) log(pn(w, @),

n=1

where N denotes the number of classes and X is the input data. f (w, )
represents the performance of a specific architecture with real-valued weights,
where p,(X) and p,(w, ) denote the true distribution and the distribution
of network prediction, respectively.
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3.2.2 Binary neural architecture search (BNAS)

The 1-bit model aims to quantize W and &;,, into b¥ € {—1, +1}¢, ., xC, x K x K
and b?n ¢ {-=1,4+1}c,, xmxw using the efficient XNOR and Bit-count
operations to replace real-valued operations. More specifically, all 1-bit
CNNs are trained using the fake quantization strategy, i.e., the weights and
activations are represented by {—1,4+1} in FP32 format using sign(-) during
training, as mentioned in [20]. Efficient XNOR and Bit-count operations are
used in hardware deployment. Following [13,29], the forward process of the
1-bit CNN is

Aoyt = ﬁ o bém © bVAV7 (6)

where ® is the XNOR, and bit-count operations and o denotes the channel-
wise multiplication. 8 = [B1, -+, Bc,..] € ngt is the vector consisting of
channel-wise scale factors. b = sign(-) denotes the binarized variable using
the sign function, which returns 1 if the input is greater than zero, and -1
otherwise. It then enters several non-linear layers, e.g., BN layer, non-linear
activation layer, and max-pooling layer. We omit these for simplification. Then,
the output a,,; is binarized to bout via the sign function. The fundamental
objective of BNNSs is calculating w. We want it to be as close as possible before
and after binarization, such that the binarization effect is minimized. Then,

we define the reconstruction error following [21] as
Lr(W,B) = | — 5 obY|3. (7)
Based on the derivation above, the vanilla direct BNAS [9,31] can be defined
as
max fb(wvélaﬁ)v (8)

weW,aeA,BERT

where bV = sign(W) is used for inference and & is neural architecture with
binary weights. Prior direct BNAS [9] learning the BNAS from such objective
as

N
max w, &, 8) = pn (W, &, B) log(pn (X)), 9
WEW.GEA BERF Io( B) ;pn( B) log(pn (X)) 9)
where we use similar denotations as Eq. 5. Eq. 9 means that vanilla direct
BNAS only focus on the binary search space under the supervision of
cross entropy loss, which is less effective due to the search process is not

exhaustive [3].

3.3 Child-Parent Framework for Network Binarization

Network binarization, which calculates neural networks with binary weights
and activations to fit the real-valued network, can significantly compress
the CNNs. Prior work [72] usually investigates the binarization problem by
exploring the real-valued model to guide the optimization of 1-bit CNNs.
Based on the investigation, we reformulate NAS-based network binarization as
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Fig. 5 The cell architecture for DCP-NAS. One cell includes 2 input nodes, 4 intermediate
nodes and 14 edges (blue).

a Child-Parent model as shown in Fig. 4. The 1-bit CNNs and the real-valued
counterpart are the Child and Parent model, respectively.

Conventional NAS is inefficient due to the complicated reward computation
in network training where the evaluation of a structure is usually done after
the network training converges. There are also some methods to perform the
evaluation of a cell during the training of the network. [76] points out that the
best choice in early stages is not necessarily the final optimal one, however, the
worst operation in the early stages usually has a bad performance in the end.
This phenomenon will become more and more significant as the training goes.
Based on this observation, we propose a simple yet effective operation removing
process, which is the key task of the proposed CP-model. In a searching loop,
we first sample the operation without replacement for each edge from the
search space, and then train the sampled model generated by the corresponding
supernet. Second, we validate our model on the validation set. Until all the
operations are selected, we remove the operation in each edge with the worst
performance, i.e., in terms of the accuracy of both models on the validation
dataset.

Intuitively, the representation difference between the Children and Parent,
and how much Children can independently handle their problems, are two
main aspects that should be considered to define a reasonable performance
evaluation measure. Based on these analysis, we introduce the Child-Parent
framework for binary NAS, which defines the objective as

W*ad*7ﬁ* = argmin ECP_NAS(fP(W,Oé>, fg(wadaﬁ))
weW,acA,BeRT
= argmin  fP(w,a) - f§(W,&,8),
WEW,a€A,BERT

(10)

where f7 (w, @) denotes the performance of the real-valued Parent model as
pre-defined in Eq. 5. fg is further defined as fg (W,a,8) = 22;1 Pn(W, a, ) log
(Ppn(X)) following Eq. 9. As shown in Eq. 10, we propose the L for
estimating the performance of the candidate architectures with binary weights
and activations, which take both the real-valued architectures and 1-bit
architectures into consideration.
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3.4 Tangent propagation for DCP-NAS

In this section, we first propose the generation of the tangent direction based
on the Parent model, and then present the tangent propagation for effectively
searching the optimized architecture in the binary NAS. As shown in Fig. 3, the
DCP-NAS novelty introduce tangent propagation and decoupled optimization,
thus leading to a effective discrepancy-based search framework. The main
motivation of DCP-NAS is to “fine-tune” the Child model architecture based
on the real-valued Parent rather than directly binarizing the Parent. Thus we
first take advantage of the Parent model to generate the tangent direction
from the architecture gradient of model as
fC(w,a) N Opn (W, @)
= , (11)
o Oa

n=1

where f(w,a) is pre-defined in Eq. 5.

Then we conduct the second step, i.e., tangent propagation for Child
model. For each epoch of binary NAS in our DCP-NAS, we inherit weights
from the real-valued architecture & <— a and enforce the 1-bit CNNs to learn
similar distributions as real-valued networks

N __FP fP(W,Ck)
\?VGW,glGaj(,ﬁGR+ G(W,6,8) = f (W,a)logm
al Pn(W, &, ) "
= ;pn(w,a) log( pn(w7a) )’

where the KL divergence is employed to supervise the binary search process.
G (W, &, B) calculates the output logits similarity between real-valued network
p(+) and 1-bit CNNs p(+), where the output of teacher is already given.

To further optimize the binary architecture, we constrain the gradient of
binary NAS using the tangent direction as

min D(&) ”5fp(w,a) _ 0G(w, &, B)

2 13
GcA Oa O& l2- (13)

We use Egs. 12 - 13 to jointly learn the DCP-NAS and rewrite the objective
function in Eq. 10 as

Locpnas(fF(w,a), f5(W,a,B)) (14)
= —G(W, &, B) + AD(&) + uLr(w, ).

Then we optimize the binary architecture & along the tangent direction of
the real-valued model, which inherits from the real-valued one. Note that,
when we set A = 0, the Eq. 14 is equivalent to the objective of original CP-
NAS [30]. As revealed in [45], the real-valued weights generally converge faster
than the binary ones. Motivated by this observation, the tangent direction of
Parent supernet can be used to approximate the optimization direction of the
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more slowly converged Child supernet. To conclude, in Eq. 13, we improve the
optimization of Child architecture based on tangent direction of the Parent
architecture, which lead Child supernet to be more efficiently trained.

Considering the binary weights are learned by KL divergence, we optimize
our DCP-NAS as

Valoernas(ff(w,a), f5(W,a,B))

0G(W,a,5)  OD(a)

T %a " aa
_ 9G(W, @&, B) 0G(w,a,B)  OfF(w,a) 02°G(w,a,B) (15)
= 2% T TE )T e
_ 9G(W, &, p) 0G(W,4,8)  Off(w,a) o
=———pa T ) He(d),
VaLoopsas(F7(w,0), f§(#),8,8) = ~CEBA DT )

where

Ob%W

and \ is a hyper-parameter, H Ao (&) = % denotes the Hessian matrix.
The process of DCP-NAS is outlined in Fig. 3.

We minimize the difference of the gradient (tangent direction) W
FP
and the gradient (tangent direction) W7 aiming to search the architec-

tures (both real-valued NAS and binary NAS) in the same direction to generate
a better 1-bit architecture. Note that « inherits from & at the beginning of
each real-valued NAS iteration, indicating that we only utilize w and « of
real-valued NAS for heuristic optimization direction for 1-bit NAS instead of
searching a better architecture for real-valued networks. Since a better tangent
direction w is achieved, DCP-NAS can have a more suitable & for 1-
bit CNNs. We note that « is different from &, which is not an optimized
architecture for real-valued weights but an optimized architecture for binary
weights.

The expression above contains an expensive matrix gradient computation
in its second term. Thus we introduce a first-order approximation of the
Hessian matrix for accelerating the searching efficiency in Section 3.5.

3.5 Generalized Gauss-Newton matrix (GGN) for Hessian Matrix

Since the Hessian matrix is computationally expensive, this section mainly
tries to accelerate the aforementioned Hessian matrix calculation by deriving
a second-order expansion based on Eq. 16.

Below we proved that the Hessian matrix of loss function is directly related
to the expectation of the covariance of the gradient. Considering the loss
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function as the negative logarithm of the likelihood, let X be a set of input
data of network and p(X; w, &) be the predicted distribution over X’ under the
parameters of the network are w and &, i.e., output logits of the head layer.

With omitting w for simplicity, the Fisher information of the probability
distribution set P = {p,(X;&),n € N} can be described by a matrix whose
value at the i-th row and j-th column

0log pn(X; &) Ologp, (X; &)
oq; 0d;

1;,j(&) = Ex| J (18)

Remembering that N denotes the number of classes as described in Eq. 5. It is
then trivial to prove that the Fisher information of the probability distribution
set P approaches a scaled version of the Hessian of log-likelihood as

9% log p,(X; &)

I; j(&) = —Ex| 96,06, ] (19)

Let H; ; denotes the second-order partial derivatives 55— 6 . Noting that
the first derivatives of log likelihood is

dlog p,(X; &) _ Ipn (X5 &)

= 20
0 pn(X; 07)8071'7 (20)
the second derivatives is
H,; logp,(X;a) = =2 - — : - . 21
VP8 =T A i a0s iaos, Y
Considering that
H; ipn(X; H,; ;jpn(X; .
(Tl i), [ Rl T, (s apaz
pn X a pn X 04 (22)
we take the expectation of the second derivative and then obtain
. Opn(X;4)  Opn(X;4)
Ex(H; ;logp,(X; =-E — T
X( ,j 108D ( a)) X{ n(X;a)aaipn(X;a)aaj} (23)

— _E, {apn(.)( ;&) Opp (X5 a)}.
04 0&;

Thus an equivalent substitution for the Hessian matrix Hfb( &) in Eq. 14 is the

product of two first-order derivatives. This concludes the proof that we can

use the covariance of gradients to represent the Hessian matrix for efficient

computation.
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Fig. 6 The loss landscape illustration of supernet. (a) The gradient of current weights
with different c, (b) The vanilla o**1 with backpropagation, (c) &*! with the decoupled
optimization.

3.6 Decoupled optimization for training the DCP-NAS

As one of the critical steps to achieve a powerful NAS strategy, the optimiza-
tion of a plays an essential role. However, existing NAS and BinaryNAS meth-
ods neglect the intrinsic coupling relationship of the weights and architecture
parameters, resulting in a sub-optimal architecture caused by an insufficient
searching process. In this section, we first describe the coupling relationship
between the weights and architecture parameters existing in the DCP-NAS.
Then we present the decoupled optimization during backpropagation of the
sampled supernet for fully and effectively optimizing such two coupling
parameters.

3.6.1 Coupled models for DCP-NAS

Combing Eq. 1 and Eq. 2, we first show how parameters in DCP-NAS are
formulated in a coupling relationship as al@) = Y, i softmax(as?) (w9 @
a®), where w7 = [[w,,]] € Rarx1, Wi € Ry, x0n x K, x I, denote the
weights of all candidate operations between i-th and j-th nodes and K,,
denotes the kernel size of m-th operation. Specifically, for pooling and identity
operations, K, equals to the downsample size and the feature map size, w,
equals to 1/(K,, x K,,) and 1, respectively. For each intermediate node, its
output a¥¥) are jointly determined by as”) and w's?, while a® is independent
with both ") and w'i”). As shown in Fig 6 (a) and (b), with different a,
the gradient of corresponding w can be various and sometimes hard to be
optimized, which are possibly trapped into a local minima. However, with
decouple the o and w, the supernet has the chance to jump out of a local

minima and be optimized with a better convergence.
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Based on the deviation and analysis above, we propose our objective for
optimizing the neural architecture search process

arg min £L(w, o) = (24)

a,w

Lnas +reg(w), for Parent model
Lbcp-NAS + reg(w), for Child model

where @ € Rgxy,w € Ryrx1 and reg(-) denotes the regularization item.
Following [43,067], the weights w and the architectural parameters a are
optimized sequentially, in which w and « are updated independently. However,
it is improper to optimize w and « independently due to their coupling
relationship. We consider the searching and training process of differentiable
Chile-Parent neural architecture search as a coupling optimization problem
and solve the problem using a new backtracking method. The details will be
shown in Section 3.6.2.

3.6.2 Decoupled optimization for Child-Parent model

We reconsider the coupling relation between w and « from a new perspective.
The derivative calculation process of w should consider its coupling parameters

a. Based on the chain rule [50] and its notations, we have
- IL(at, wh) IL(at,wt) ,ow'
At =o' f (g5 A5 ) 5 7))
IL(at, wt) ow! (25)
_ i1 ’ T
=« + 771772TT[( 8wt ) 80ét }’

where 7 represents the learning rate, 7, represents the coefficient of backtrack-
ing, &'*! denotes the value after backtracking from the vanilla of*!, while
vanilla ot! is calculated from the backpropagation rule and corresponding
optimizer in the neural network. Tr(-) represents the trace of a matrix.
However, the item ‘3‘3’; of Eq. 25 is undefined and unsolvable based on
the normal backpropagation process. To address this problem, we propose
a decoupled optimization method as following. In the following, we omit the
superscript - and define £ as

s 0L(a, W) p
- 5 2
L= (T, (26)
which considers the coupling optimization problem as in Eq. 24. Note that
R(-) is only considered when backtracking. Thus we have

OL(a, w) ~Ow
——= =T —. 2
Sw rlal 804] (27)
For simplifying the derivation, we rewrite £ as [§1, e, - - , Jr], where each g,

is a column vector. Assuming that w,, and «; ; are independent when m # j,
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o ; denotes an specific element in matrix o, we have

oW,
0 “ee m “es 0
ow T ow :
(8a Yo = |0 ... Do 0 (28)
0.. Wm
Oapm ExM
and with rewritten « as a column vector [aq, a, - - ,aE]T with each a, is a

row vector, we have
Oélgl alge OélgE
ol = | @i - e - iR ) (29)

04E§1 aEge aEgE ExE

Combing Eq. 28 and Eq. 29, the matrix in the trace item of Eq. 26 can be
written as

E ~  OW.,y
0... aq Ze’:l gelm .0

S Ow . '~ w .
AL(Z)m = [0 ac Yo Ge gan 0 : (30)

m

E -~  ow
O .. g 26/11 ge’ﬁ 0 Ex M

Thus the whole matrix aﬁ(%—g) is with the size of E'x M x M. After the above
derivation, we compute the e-th component of the trace item in Eq. 26 as

M E
(TVCAS N S gy a0 (31)

aO‘e’,m

m=1e'=1

t aL(a)

Noting that in the vanilla propagation process, o't = o — 7 =552, thus
combining Eq. 31 we have
M E - ow.,
Zm:l Ze’:l ge’ 6cxv:/,m aq
- M E - own ’
Gt =ttt g | S G aav:/,m ® | e (32)

OF

M E - ow,
Zm:l Ze’:l ge! aa‘:’/,m
— ot f ot @ of,
where ® represents the Hadamard product and n = n1m,. We take ! =

M B M B - .
D1 2er—1 Jer aiwmm e 1 o1 Ger 3‘1‘;"/1}? Note that, 2% is un-

e’

solvable and has no explicit form in NAS, which causes a unsolvable 9. Thus



18 Y. Li, S. Xu, X. Cao and B. Zhang

we introduce a learnable parameter i)' for approximating *, which back-
propagation process is calculated as

oc
ot

Eq. 32 shows our method is actually based on a projection function to solve
the coupling problem of the optimization by the learnable parameter ¢*. In this
method, we consider the influence of o and backtrack the optimized state at
the (¢ + 1)-th step to form a‘*T!. However, where and when the backtracking

should be applied is the key point in the optimization, thus we define the
update rule as

P =[P — ny—=|. (33)

(34)

Al P(af}},af}m), if ranking(R(wp,)) > 7
m attl otherwise

L,mo

where P(alfl ol ) = o'l + n¢! ® a! ,, and subscript -, denotes a specific
edge. R(w,,) denotes the norm constraint of w,, and is further defined as

R(Wm) = [Wml3, Ym=1,--- M, (35)

where 7 denotes the threshold of deciding or not to backtrack. We further
define the threshold as

T=le- M| (36)

where € denotes a hyper-parameter for controlling the percentage of edges
backtracking. With backtracking «, the supernet can learn to jump out of the
local minima. The overall process of DCP-NAS is outlined in Algorithm 1. Note
that the decoupled optimization can be employed to both Parent and Child
model. When applied to Child model, the w here denotes the reconstructed
weights from the binary weights, i.e., w = o b%.

4 Experiments

We quantitatively demonstrate the effectiveness of our DCP-NAS in this
section. We first provide detailed ablation studies of the proposed DCP-
NAS in Section 4.2. Then we evaluate the proposed DCP-NAS on the
architecture search for image classification on the widely-used CIFAR-10 [33]
and ImageNet ILSVRCI12 [15] datasets with different search spaces and
constraints in Section 4.3. Finally, to further validate the effectiveness and
generalizability, we transfer the architectures searched on ImageNet to person
re-identification and object detection task from Sections 4.4 to 4.5. In the
following experiments, both the kernels and the activations are binarized. The
leading performances reported in the following sections verify the superiority
of our DCP-NAS.
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Algorithm 1: Search process of DCP-NAS

Input: Training data, validation data

Parameter: Searching hyper-graph: G, M = 8, e(o%’j)) = 0 for all edges
Output: Optimized &*.

1: while DCP-NAS do

2: while Training real-valued Parent do

3: Search a temporary real-valued architecture p(w, ).

4: Decoupled optimization from Egs. 25 to 35.

5: Generate the tangent direction W from Egs. 5 to 11.
6: end while

7 Architecture inheriting & + .

8: while Training 1-bit Child do

9: Calculate the learning objective from Eqgs. 10 to 14.
10: Tangent propagation from Egs. 15 to 23 and decoupled optimization from Eqgs.

25 to 35.

11: Obtain the p(W, &).
12: end while

13: Architecture inheriting a + &.

14: end while
15: return Optimized architecture &*.

4.1 Datasets and Implementation Details
4.1.1 Datasets

CIFAR-10 [33] is a natural image classification dataset, which is composed of
a training set and a test set, with 50,000 and 10,000 32x32 color images,
respectively. These images span 10 different classes, including airplanes,
automobiles, birds, cats, deer, dogs, frogs, horses, ships, and trucks. ImageNet
ILSVRCI12 object classification dataset [15] is more diverse and challenging.
It contains 1.2 million training images, and 50,000 validation images, across
1000 classes.

The PASCAL VOC dataset contains natural images from 20 differ-
ent classes. We train our model on the VOC trainval2007 and VOC
trainval2012 sets, which consist of approximately 16k images. We then
evaluate our method on the VOC test2007 set, which includes 4952 images.
Following [17], we use the mean average precision (mAP) as the evaluation
criterion.

The COCO dataset consists of images from 80 categories. We conduct
experiments on the COCO 2014 [10] object detection track. Models are trained
with the combination of 80k images from the COCO train2014 and 35k
images sampled from COCO val2014, i.e., COCO trainval3bk. On the
remaining 5k images from the COCO minival, we test our method based
on the average precision (AP) for IoUe [0.5 : 0.05: 0.95] denoted as mAP@[.5,
.95]. We also report APsq, AP75, AP, AP,,, and AP; to further analyze our
method.

The Market-1501 [74], DukeMTMC-reID [77] and CUHKO03 [3(] are
amoong the largest Re-ID benchmark datasets based on images. In Market-
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1501, 32,668 labeled bounding boxes of 1,501 identities captured from six
different perspectives are contained, which are detected using Deformable Part
Model (DPM) [18]. The Market-1501 dataset is split into two parts: a training
dataset consisting of 12,936 images with 751 identities and a test dataset
containing 19,732 images with 750 identities. For testing, 3,368 hand-painted
images with 750 identities are used as probe set to classify the identities
of test dataset. DukeMTMC-relID is a subset of the DukeMTMC for Re-ID
based on images, with the same format as the Market-1501 dataset. The
original dataset is sampled from 85-minute high-resolution videos recorded
by eight different cameras. Hand-painted pedestrian bounding boxes are also
available for classification during test. CUHKO3 offers both hand-labeled and
DPM-detected bounding boxes, and we use the latter in this article. CUHKO03
originally adopts 20 random train/test splits, which is time-consuming for deep
learning.

4.1.2 Search protocol

In the search process, we consider a total of 6 cells with the initial 16 channels
in the network, where the reduction cell are inserted in the second and the
fourth layers, and the others are normal cells. There are 4 intermediate nodes
in each cell. The initial number of operations M is set as 8 and the number
of search epochs is set as 105 (same as CP-NAS [80]) for fairness. \ is set as
le — 4, and the batch size is set to 512. We use Adam with momentum to
optimize the network weights, with an initial learning rate of 0.025 (annealed
down to zero following a cosine schedule), a momentum of 0.9, and a weight
decay of 5e — 4. When we search for the architecture directly on ImageNet,
we use the same parameters for searching with CIFAR-10 except that the
initial learning rate is set to 0.05 and A is set to le — 3. Due to the efficient
guidance of DCP-NAS model, we use 50% of the training set with CIFAR-10
and ImageNet for architecture search and 5% of the training set for evaluation,
leading to a faster search. After search, in the architecture evaluation step, our
experimental settings are similar to [43,82,51].

4.1.8 Training protocol

A larger network of 10 cells (8 normal cells and 2 reduction cells) is trained
on CIFAR-10 for 600 epochs with a batch size of 96 and an additional
regularization cutout [16]. The initial number of channels is set as 54, 72,
108 for different model sizes, i.e., DCP-NAS-S/M/L in this paper. We use
the Adam optimizer with an initial learning rate of 0.0025 (annealed down to
zero following a cosine schedule without restart), a momentum of 0.9, a weight
decay of le — 5, and a gradient clipping at 5.

When stacking the cells to evaluate on ImageNet, the evaluation stage
follows that of DARTS [43], which starts with three convolutional layers with
s stride of 2 to reduce the input image resolution from 224 x 224 to 28 x 28. 10
cells (8 normal cells and 2 reduction cells) are stacked after these three layers,
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Table 3 Effect of with/without the reconstruction error and tangent direction constraint
on the ImageNet dataset. The architecture conducted the experiments is DCP-NAS-L.

Tangent direction (D(&)) X 4 X v
Reconstruction error (Lr(W, 3)) X X v v
A Top-1 66.7 68.3 682 724

ccuracy
Top-5 83.3 85.0 851 89.2

75 4
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Fig. 7 With different A and p, we evaluate the Top-1 accuracies of DCP-NAS-L
on ImageNet.

with the initial channel number being 54, 72, 108 for different model sizes, i.e.,
DCP-NAS-S/M/L. The network is trained from scratch for 512 epochs using a
batch size of 512. We use Adam optimizer with a momentum for 0.9, an initial
learning rate of 0.001 (decayed down to zero following a cosine schedule), and
a weight decay of 3e — 5. Further enhancements are adopted including label
smoothing and an auxiliary loss tower during training. All the experiments
and models are implemented in PyTorch [49].

On person re-identification task, we utilize SGD as the optimizer with
momentum set as 0.9 and weight decay set as le — 4. On all three datasets,
initial learning rates are both set to 0.05 with a Cosine Annealing learning
rate decay. The total epochs are 120 and the batch size is set as 64. For object
detection task, we implement experiments following [(66] on two-stage Faster-
RCNN with FPN neck, the lateral connection of the FPN [39] neck is replaced
with 3 x 3 1-bit convolution for improving performance. This adjustment is
implemented in all of the Faster-RCNN experiments. For Faster-RCNN, we
train the model for 12 epochs at a learning rate of 0.02, which decays by
multiplying 0.1 in the 9-th and 11-th epochs.
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4.2 Ablation Study
4.2.1 Effectiveness of Tangent Propagation

In this section, we evaluate the effects of the tangent propagation on the
performance of DCP-NAS, the hyper-parameter used in this section includes
A, p. Furthermore, we also discuss the effectiveness of the reconstruction error.
The implementation details are given below.

For searching the binary neural architecture in a better form, A\ and
u are used to balance the KL divergence f(w,d&,) for supervising the
Child, the reconstruction error for binary weights L (W, 8) and the tangent
direction constraint D(&). We evaluate A and p on ImageNet dataset with
the architecture DCP-NAS-L. To better understand the tangent propagation
on the large-scale ImageNet ILSVRC12 dataset, we experiment to examine
how the tangent direction constraint affects performance. According to the
above experiments, we first set A to 5e — 3 and p to 0.2, if they are used. As
shown in Tab. 3, both the tangent direction constraint and the reconstruction
error can independently improve the accuracy on ImageNet. When applied
together, the Top-1 accuracy reaches the highest value of 72.4%. Then we
conduct experiments with various value of A and p as shown in Tab. 7. We
observe that with a fixed value of u, the Top-1 accuracy increases at the
beginning with A increasing, but decreases when A\ is greater than le-3. For
when A\ becomes larger, DCP-NAS tends to select the binary architecture with
similar gradient to its real-valued counterpart. To some extent, the accuracy
of 1-bit model is neglected , which leads to a performance drop. Another
performance variation phenomenon is that the Top-1 accuracy rise first and
then fall with the increase of p while A containing fixed values. For too muach
attention paid to minimizing the distance between 1-bit parameters and their
counterparts may introduces a representation ability collapse to the 1-bit
models and severely degenerates the performance of DCP-NAS.

To better understand the acceleration rate of applying Generalized Gauss-
Newton matrix (GGN) in the searching process, we conduct experiments to
examine the searching cost with and without GGN. As shown in Tab. 4,
we compare the searching efficiency and the accuracy of the architecture
obtained by Random Search (random selection), Real-valued NAS methods,
Binarized NAS methods, CP-NAS, DCP-NAS without GGN method, DCP-
NAS with GGN applied. In random search, the 1-bit supernet randomly
samples and trains an architecture in each epoch, then assign the expectation
of all performances to each corresponding edges and operations and returns the
architecture with the highest score, which lacks the necessary guidance in the
searching process, thus has a poor performance for binary architecture search.
Notably, our DCP-NAS without GGN are highly computation consumed for
the second order gradient is necessarily computed in the tangent propagation.
Note that directly optimizing two supernets is computationally redundant.
However, the introduction of GGN for Hessian matrix significantly accelerates
the searching process, which reduces the search cost to nearly 10% with
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Table 4 We compare the searching efficiency of different search strategies on ImageNet,
including previous NAS on both real-valued and 1-bit search space, random search and
our DCP-NAS. T.P. and D.O. denote Tangent Propagation and Decoupled Optimization,
respectively.

Top-1 Acc | Search Cost
Method T.P. | GGN | D.O. p(% ) (GPU days)
PNAS . - - 742 225
Reall\gfslued DARTS - - - 73.1 4
PC-DARTS - - - 75.8 3.8
Direct BNAS; . - - 64.3 2.6
BNAS BNAS,-H - - - 63.5 -
Random Search 51.3 4.4
CP-NAS
(Baseline) ) ) } 66-5 2.8
Auxiliary DCP-NAS-L v X X 71.4 27.9
BNAS DCP-NAS-L v v X 71.2 2.9
DCP-NAS-L v X v 72.6 27.9
DCP-NAS-L v v v 72.4 2.9

Table 5 Comparison results on ImageNet dataset with DCP-NAS of distance calculation
method used in constraining the gradient of binary NAS under the tangent direction, i.e.,
Eq. 13. We use the small model size, i.e., DCP-NAS-S, to evaluate the searched architecture.

Accuracy (%) Memory  Search Cost

Method Top-1 Top-5 (MBits) (GPU days)
Cosine similarity 62.5 83.9 4.2 2.9

L1-norm 62.7 84.3 4.3 2.9

F-norm 63.0 84.5 4.2 2.9

Table 6 Effect of the decoupled optimization on real-valued NAS using ImageNet dataset.
D.O. denotes Decoupled Optimization for simplicity.

Accuracy (%) Memory  Search Cost

Architecture Top1 Top5 (MBits) (GPU days)
DARTS 731 910 1568 1
DARTS + D.O.  73.8 921 1572 4
PC-DARTS 758 027 169.6 38
PC-DARTS + D.O. 76.6 93.9  170.3 3.8

negligible accuracy vibration. As shown in Table 4, with GGN utilized, our
method reduces the search cost from 29 to 2.9, which is more efficient than
DARTS . Also, our DCP-NAS achieves much lower performance gap between
the real-valued NAS with less search cost in a clear margin. To further
clarify the tangent propagation, we conduct ablative experiments for different
architecture discrepancy calculation methods. As shown in Tab. 5, F-norm
applied in Eq. 13 achieves best performance, while cosine similarity and L1-
norm are not so effective as the F-norm.
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Fig. 8 Effect of hyper-parameters ¢ and 1 on one-stage and two-stage training using 1-bit

ResNet-18.

4.2.2 Effectiveness of decoupled optimization

In this section, we evaluate the effects of the decoupled optimization for solving
the coupling relation between w and « in our DCP-NAS. The implementation
details are given below. For architecture parameters «, we use the Adam
optimizer with an initial learning rate n = le — 4. We set the the hyper-
parameter € = 0.2. The learning rate 7, is set as le — 4. As shown in Fig. 8
(a), when 7 is setted as le-4, the searching loss converges to a better minimum.
In Fig. 8 (b), when € equals to 1, there will be no edges or operations been
backtracked through our decoupled optimization, thus the loss in the very
beginning of the searching process will be much lower than other conditions.
However, the supernet converges to a local minima with higher searching loss
at the end of the searching process. Furthermore, when € is set as 0.1, which
denotes that over 90 % of the edges and operations will be forced to backtrack
during optimization. Too much backtracking degenerates the learning of the
binary weights and their corresponding scale factors, thus leading to under
fitting of the sampled supernet which affects the performance estimation for
a better architecture. We also extend our decoupled optimization into real-
valued NAS frameworks shown in Tab. 6. For experiments on DARTS [13]
and PC-DARTS [67], our decoupled optimization method further boosts the
performance by 0.7% and 0.8% with no extra search cost, which proves the
effectiveness of our decoupled optimization for real-valued NAS.

4.2.3 Effectiveness of Search Space

In this section, we evaluate the effectiveness of the pooling layer and the skip
connection in the search space. We first remove the pooling layer and skip
connection from the search space, respectively. Then we simultaneously remove
them for further evaluation. As shown in the 5-th ~ 7-th rows of Tab. 7, the
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Table 7 Performance comparison of architectures obtained under different search spaces.
The “w/0” denotes without in short.

Search Space Architecture Tos_clcure’}c‘gfp_‘% 1(\/[1\2332})/
Small 63.0 84.5 4.2
Normal search space Medium 69.0 88.4 6.9
Large 72.4 90.6 6.9
Small 59.1 80.2 5.1
w/o pooling layer Medium 64.3 85.3 7.2
Large 68.9 87.3 7.2
Small 60.0 81.3 5.0
w/o skip connection Medium 65.1 85.9 7.1
Large 69.5 88.6 7.1
w/o pooling layer Sm.all 58.9 80.1 5.3
+ w/o skip connection Medium 64.0 85.1 74
Large 68.2 88.9 7.4

Table 8 Ablative experiments on ImageNet datasets for binarization proportion in CP-
NAS and DCP-NAS. # denotes that we “bianrize activations of preprocessing operations for
2 input nodes”. § denotes that we “bianrize activations of the first convolutional layer in the
depth-wise separable convolution”.

Memory OPs  Accuracy (%)

Architecture (MBits) (M) “TopT Tops
DCP-NAS-S? 3.5 91 60.7 82.9
DCP-NAS-S8 3.9 98 61.2 83.2
DCP-NAS-S 4.2 100 63.0 84.5
DCP-NAS-MF 5.8 152 66.9 86.1
DCP-NAS-M? 6.2 159  67.2 86.7
DCP-NAS-M 6.9 163 69.0 88.4
CP-NAS-Lf 11.8 307  63.1 83.0
CP-NAS-L§ 11.8 316 64.3 84.2
CP-NAS-L 12.5 323  66.5 86.8
DCP-NAS-LF 13.5 319 69.5 88.7
DCP-NAS-LS 13.8 326  70.1 89.1
DCP-NAS-L 14.4 334 72.4  90.6

performance significantly drops when removing the pooling operations from
the search space, primarily due to the insufficient feature fusing. Removing
all skip-connection operation (identity mapping) from the search space also
degrades the network performance, as well as increasing the memory usage to
over 1.3x than the network obtained from the normal search space (described
in Sec 3.1). As shown in the bottom of Tab. 7, with removing all pooling
and skip-connection operations, the performance of small models drop to only
58.9% Top-1 accuracy. These experiments show the rationality of our search
space setup.
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Table 9 Ablative experiments on the CIFAR-10 and ImageNet datasets for training scheme
based on DCP-NAS-S.

Training scheme on CIFAR-10

" Regularization Cutout  Gradient Clippimg = ot (%)
v 4 6.13
v X 6.42
X v 6.49
X X 6.87
Training scheme on ImageNet Accuracy (%)
Label Smoothing Auxiliary Loss Top-1  Top-5
v v 63.0 84.5
v X 62.9 84.3
X v 62.6  84.2
X X 62.1 83.7

4.2.4 Effectiveness of Binarization Proportion

In this section, we evaluate the effects of the binarization of “activations of
the preprocessing operations of the two input nodes” and “activations of the
first convolutional layer in the depth-wise separable convolution”. As shown
in Tab. 8, with “activations of the preprocessing operations of the two input
nodes” binarized, the Top-1 accuracy decreases up to 2.9% compare with the
final DCP-NAS models, which is less acceptable compared with the marginal
memory saving and OPs decrease.

Furthermore, compared with “activations of the first convolutional layer in
the depth-wise separable convolution”, the final DCP-NAS achieves desirable
performance improvements with acceptable memory saving and OPs. For
example, the DCP-NAS-L surpasses DCP-NAS-L! by 2.3% Top-1 accuracy,
which is significant on ImageNet classification task. Similar phenomenon is
also observed on the CP-NAS framework. Therefore, our DCP-NAS achieves
significant better performance with acceptable extra memory cost, when
saving “activations of the preprocessing operations of the two input nodes”
and “activations of the first convolutional layer in the depth-wise separable
convolution” as real-valued.

4.2.5 Effectiveness of Training Scheme

In this section, we evaluate the effects of the training scheme from original CP-
NAS [80], i.e., additional regularization cutout and gradient clipping used in
training DCP-NAS on CIFAR-10, and label smoothing together with auxiliary
loss used in training DCP-NAS on ImageNet. As shown in Tab. 9, applying
additional regularization cutout and gradient clipping into training on CIFAR-
10 brings the best performance, while removing both brings 0.74% performance
drop. Likewise, on ImageNet, applying label smoothing and auxiliary loss into
training brings the best performance, which surpasses the counterpart with
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Table 10 Test accuracies on the CIFAR-10 datasets. Quantization method in DCP-NAS are
based on MCN [58]. We calculate the number of parameters for each model, and the numbers
refer to the models on CIFAR-10. Err. and Mem. denote Test Error and Memory Usage,
respectively. Gradient-based? denotes our DCP-NAS is a discrepancy-aware gradient-based
search method.

Architecture Err. Mem. W/A  Search Cost Search
(%)  (MBits) (GPU days) Method
WRN-22 5.04 138.6 32/32 - Manual
DARTS 2.83 108.8 32/32 4 Gradient-based
PC-DARTS 2.78 112.0 32/32 0.15 Gradient-based
WRN-22 5.69 4.3 1/32 - Manual
BNAS; 3.94 2.6 1/32 0.09 Performance-based
CP-NAS-S 6.50 2.9 1/1 0.1 Child-Parent model
BATS (Small) 6.30 2.8 1/1 0.25 Gradient-based
DCP-NAS-S 6.13 2.9 1/1 0.1 Gradient-based®
WRN-22 (BONN)  8.07 4.3 1/1 - Manual
BNAS; (Large) 8.29 4.5 1/1 0.09 Performance-based
BNAS; v2-B 6.24 4.5 1/1 0.09 Gradient-based
CP-NAS-M 5.72 4.4 1/1 0.1 Child-Parent model
BATS (Medium) 5.60 5.4 1/1 0.25 Gradient-based
DCP-NAS-M  5.34 4.9 1/1 0.1 Gradient-based”
CP-NAS-L 4.73 10.6 1/1 0.1 Child-Parent model
BATS (Large) 4.50 10.0 1/1 0.25 Gradient-based
DCP-NAS-L 4.22 11.2 1/1 0.1 Gradient-based®

both removed by 0.9% Top-1 accuracy. Thus, we keep the training protocol
consistent with previous works [80,43,3].

4.3 Results on Image Classification
4.8.1 Results on CIFAR-10 datasets

We first evaluate our DCP-NAS on CIFAR-10 and compare results with both
manually designed networks [70,26] and networks searched by NAS at different
levels of binarization [43,67,9,80,3].

The results for different architectures on CIFAR-10 are summarized in
Tab. 10. We search for three 1-bit CNNs with different model sizes, which
binarize both weights and activations. Note that for the model size, we also
consider the number of bits of each parameter. The 1-bit CNNs only need 1
bit to save and compute the weight parameter or the activation, while the
real-valued networks need 32.

Compared with manually designed networks, e.g., WRN-22 (BONN) [72],
our DCP-NAS achieves comparable or smaller test error (5.34% vs. 8.07%)
and similar model size (4.9MBits vs. 4.3MBits). Compared with real-valued
networks obtained by other NAS methods, our DCP-NAS achieves comparable
test errors and significantly more efficient models, with similar or less search
time. Compared with state-of-the-art BATS [3], our DCP-NAS achieves
0.17%/0.26%/0.28% performance improvements with different model sizes,
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Fig. 9 The normal cell (a) and the reduction cell (b) searched for ImageNet.

producing a new state-of-the-art. Moreover, our DCP-NAS consumes 60%
lower search cost than BATS. The superior results prove our assumption that
our DCP-NAS method can learn a well-performed binary architecture from
the tangent space.

In terms of search efficiency, compared with the previous work [3], our
DCP-NAS is 60.0% faster (tested on our platform - 8 NVIDIA GEFORCE
RTX 2080Ti GPUs). We attribute our superior results to the proposed scheme
of GGN-based Hessian matrix acceleration.

4.3.2 Results on ImageNet ILSVRC12

To further evaluate the performance of our DCP-NAS, we compare our method
with state-of-the-art image classification methods on the ImageNet, including
hand-crafted ReActNet [16], BATS [3], and CP-NAS [80]. We also report multi-
bit ResNets [26] and NAS methods [8,43,67,9] for reference. We use memory
usage and operations (OPs) [47] for the efficiency comparison. All the searched
networks are obtained directly by DCP-NAS on ImageNet by stacking the cells.
All the training settings of « are the same as other weight parameters. The
1-bit models are trained from scratch. Due to the first convolutional layer in
a depth-wise separable convolution with fewer parameters, we do not binarize
the activations of the first layers for ImageNet. Tab. 11 shows the test accuracy
on ImageNet.

We observe that DCP-NAS significantly outperforms previous binary NAS
methods with three different model sizes, by significant margins. With the
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Table 11 A performance comparison with SOTAs on ImageNet. W/A denotes the bit
length of weights and activations. We report the Top-1 (%)and Top-5 (%) accuracy. Err.
and Mem. denote Test Error and Memory Usage (MBits), respectively. Search cost here is
compared through GPU days. ” denotes models trained with an improved training scheme
in BNAS2 v2 [32]. ¥ denotes models trained with an improved training scheme and EBConv
in EBN [4]. Gradient-based? denotes our DCP-NAS is a discrepancy-aware gradient-based
search method.

Architecture Accuracy (%) Menm. OPs W/A Search ((i)ifii/[az:) Search
Top-1 Top-5 (M) Cost max Merm.) Method
ResNet-18 69.3 89.2 357.4 1819 32/32 - - Manual
PNAS 74.2 919 163.2 588 32/32 225 - SMBO
DARTS 73.1 91.0 156.8 574 32/32 4 0.01/5.4 Gradient-based
PC-DARTS 75.8 92.7 169.6 597 32/32 3.8 - Gradient-based
ResNet-18
(PCNN) 63.5 85.1 11.2 1819 1/32 - - Manual
BNAS; 71.3 903 6.2 778 1/32 26 0.01/5.4  Performance-based
BNAS3-D 57.7 79.9 - 148 1/1 - - Gradient-based
BNAS; v2-D  64.6 84.9 - 148 1/1 - - Gradient-based
BATS 60.4 83.0 - 98 1/1 - - Gradient-based

DCP-NAS-S 63.0 84.5 42 100 1/1 29 0.025/13.1  Gradient-based!
DCP-NAS-S” 66.9 87.8 4.2 100 1/1 2.9 0.025/13.1  Gradient-based®
DCP-NAS-Sf 67.2 88.1 4.2 100 1/1 29 0.025/13.1 Gradient-based®

BNAS2-G 59.8 81.6 - 193 1/1 - - Gradient-based
BNAS; 64.3 86.1 6.4 - 1/1 3.2 0.01/5.4  Performance-based
ResNet-18
(ReActNet) 65.9 86.2 11.2 165 1/1 - - Manual
BATS 66.1 87.0 - 155 1/1 - - Gradient-based
(2x-wider)
BARS-D 54.6 79.2 - 129 1/1 - - Gradient-based
BARS-E 56.2 80.6 - 183 1/1 - - Gradient-based
NASB 60.5 82.2 - 171 1/1 - - Gradient-based
NASBV4 65.3 85.9 - 281 1/1 - - Gradient-based
EBN 67.5 87.5 - 131 1/1 - - Gradient-based
EBN' 712 901 - 131 1/1 - - Gradient-based
EBNAS-L 67.8 87.4 - 162 1/1 - - Gradient-based

DCP-NAS-M 69.0 88.4 6.9 163 1/1 29 0.025/13.1 Gradient-based!
DCP-NAS-M" 72.3 91.1 6.9 163 1/1 2.9 0.025/13.1  Gradient-based"
DCP-NAS-M! 72.7 91.3 6.9 163 1/1 2.9 0.025/13.1 Gradient-based®

BNAS2-H 63.5 83.9 - 656 1/1 - - Gradient-based
BARS-F 60.3 81.9 - 293 1/1 - - Gradient-based
NASBV5 66.6 87.0 - 352 1/1 - Gradient-based

CP-NAS-L 66.5 86.8 12.5 323 1/1 2.8 0.01/5.4  Child-Parent model
DCP-NAS-L 72.4 90.6 144 334 1/1 29 0.025/13.1  Gradient-based®
DCP-NAS-L’ 75.0 92.9 144 334 1/1 29 0.025/13.1  Gradient-based®
DCP-NAS-L! 75.2 93.3 144 334 1/1 29 0.025/13.1  Gradient-based®

small model, our DCP-NAS improves the Top-1 accuracy by 2.6%, 12.8%,
3.7%, 1.5% and 1.2% compared with BATS, BARS-E, NASBV4, EBN and
EBNAS-L. Also, our DCP-NAS improves the Top-1 accuracy by 4.7%, and
2.9% compared with BNAS; and BATS with the medium model. In large
networks, DCP-NAS achieves 72.4% vs. 66.5% (CP-NAS). As shown in Fig. 9,
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Table 12 Comparison of mAP(%) and Rank@1(%) for person re-identification on Market-
1501, DukeMTMC-relD, and CUHKO03 Datasets. We compare with the BiRe-ID using vanilla
ResNets as backbone in [65]. Gradient-based? denotes our DCP-NAS is a discrepancy-aware
gradient-based search method.

DukeMTMC
. W/A Market-1501 CUHKO03 Search
Backbone Quantization -relD
Method
(bit) mAP RI mAP RI mAP Rl
Real-valued 32/32 64.3 85.1 48.1 729 33.0 42.7
ResNet-18 XNOR-Net 40.1 63.8 249 52.1 14.0 26.1 Manual
Bi-Real Net 1/1 527 73.1 36.3 649 256 36.0
BiRe-1D 64.0 84.1 47.1 70.7 31.8 40.9
DCP-NAS-S 1/1 68.0 84.9 60.2 76.4 48.8 50.0 Gradient-based!
Real-valued 32/32 68.0 86.7 522 739 39.2 47.9
XNOR-Net 45. 1027 . 18.4 29.
ResNet-34 OR-Ne 5.9 67 7.7 55.7 8 9.6 Manual
Bi-Real Net 1/1 54.1 77.6 408 69.1 29.3 382
BiRe-ID 67.1 853 51.0 724 371 464
DCP-NAS-M 1/1 70.6 86.2 61.9 77.9 51.4 53.6 Gradient-based!
Real-valued 32/32 71.6 888 56.9 754 43.8 50.6
ResNet-50 XNOR-Net 49.1 68.3 31.1 594 203 31.5 Manual
Bi-Real Net 1/1 589 785 451 71.0 34.7 426
BiRe-ID 69.2 86.9 55.0 74.1 41.1 49.0
DCP-NAS-L 1/1 71.9 87.3 62.4 78.7 54.4 57.6 Gradient-based”

our DCP-NAS obtains more optimized architecture for binarized weights and
activations, which increase the representation ability of 1-bit CNNs. It is
noteworthy that our DCP-NAS-L trained with improved training scheme and
EBN following [4] achieves 75.2% top-1 accuracy on ImageNet.

Note that compared to the human-designed real-valued networks, our
DCP-NAS achieves better performance but with higher compression. Further-
more, to obtain a better performance, we do not binarize the activations of
the preprocessing operations for the two input nodes. We achieve an accuracy
of 72.4%, which surpass the real-valued hand-crafted model, e.g., 69.3% for
ResNet-18.

4.4 Results on Person Re-identification

We implement our experiments on three mainstream datasets of person Re-
ID task, i.e., Market1501, DukeMTMC-reID, and CUHKO03. We report the
performance of real-valued models, previous binarization methods XNOR-
Net [5] and Bi-Real Net [17], for comparison. We also compare our DCP-NAS
with state-of-the-art binarization person reidentification work BiRe-ID [65].
Three mainstream backbones are chosen for comparison: ResNet-18, ResNet-
34, and ResNet-50.
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Table 13 Comparison of mAP (%) for objects with state-of-the-art 1-bit object detectors in
Faster-RCNN detection framework on VOC test2007, where the performances of real-valued
and 4-bit detectors are reported for reference. Gradient-based! denotes our DCP-NAS is a
discrepancy-aware gradient-based search method.

Backbone  Quantization W /A(bit) mAP - Men. OPs Search
(%) (MB)  (x107) Method
Real-valued 32/32 76.4  112.88 96.40
ResNet.18 DoReFa-Net 4/4 73.3 21.59 27.15 Manual
ReActNet 11 69.6 16.61 18.49
LWS-Det 73.2
DCP-NAS-S 1/1 72.8 13.42 15.01 Gradient-based!
DCP-NAS-M 1/1 74.2  13.56 15.10  Gradient-based®
Real-valued 32/32 77.8  145.12  118.80
ResNet-34 DoReFa-Net 4/4 75.6 29.65 32.31 Manual
ReActNet 11 72.3 24.68 91.49
LWS-Det 75.8
DCP-NAS-L 1/1 76.7 13.79 15.29 Gradient-based?

Market1501: As shown in the column 3 of Tab. 12, on ResNet-18, ResNet-34
and ResNet-50 backbones, our DCP-NAS-S, DCP-NAS-M and DCP-NAS-L
both surpass the real-valued counterpart in a clear margin (68.0 % mAP vs.
64.3 % mAP, 70.6 % mAP vs. 68.0 % mAP, 71.9 % mAP vs. 71.6 % mAP).
Our DCP-NAS outperforms other 1-bit models (XNOR-Net and Bi-Real Net)
by a sizable margin. Moreover, our DCP-NAS outperforms BiRe-ID by 4.0%,
3.5%, 2.7% mAP with different model sizes, respectively.

DukeMTMC-reID: On DukeMTMC-relD dataset, our DCP-NAS also
achieves significant performances, as listed in the column 4 of Tab. 12. On
ResNet-18, ResNet-34 and ResNet-50 backbones, our DCP-NAS-S, DCP-NAS-
M and DCP-NAS-L both outperforms the real-valued models by 12.1%, 9.7%,
5.5% mAP. Our DCP-NAS outperforms other 1-bit models (XNOR-Net and
Bi-Real Net) by a sizable margin. Moreover, our DCP-NAS outperforms BiRe-
ID by 13.1%, 10.9%, 7.4% mAP with different model sizes, respectively.

CUHKO03: As shown in the column 5 of Tab. 12, our DCP-NAS shows
significantly representation ability on person RelD task in the CUHKO3
dataset. With ResNet-18, ResNet-34 and ResNet-50 backbones, our DCP-
NAS-S, DCP-NAS-M and DCP-NAS-L both achieve clear performance advan-
tage than the real-valued models (48.8 % mAP vs. 33.0 % mAP, 51.4 % mAP
vs. 39.2 % mAP, 54.4 % mAP vs. 43.8 % mAP). Our DCP-NAS surpasses other
1-bit models (XNOR-Net and Bi-Real Net) by a sizable margin. Moreover, our
DCP-NAS outperforms BiRe-ID by 15.8%, 12.2%, 10.6% mAP with different
model sizes, respectively.
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Table 14 Comparison of mAPQ[.5,.95|(%), AP with different IoU threshold and AP
for objects in various sizes with state-of-the-art 1-bit object detectors in Faster-RCNN
framework on COCO minival, where the performances of real-valued and 4-bit detectors
are reported for reference. Gradient-based® denotes our DCP-NAS is a discrepancy-aware
gradient-based search method.

Backbone Quantization W /A (bit) @[_“;\.P%] APsg AP75 AP, AP, AP, DOl
Real-valued  32/32  32.2 538 34.0 18.0 34.7 41.9
FQN v 281 484 20.3 14.5 304 38.1
ResNet-18 — 8 i Net 1?1 21.1 385 205 0.7 235 32.1 Manual
LWS-Det 26.9 449 27.7 12.9 28.7 38.3
DCP-NAS-S 1/1 25.4 42.9 24.6 14.6 26.3 33.8 Gradient-based?
DCP-NAS-M 1/1 27.3 45.2 27.4 17.4 28.5 35.6 Gradient-based”
DCP-NAS-L 1/1 29.7 47.8 29.9 19.5 30.7 37.5 Gradient-based®

4.5 Results on Object Detection
4.5.1 Results on the PASCAL VOC dataset

In this section, we compare the proposed DCP-NAS with other state-of-the-
art 1-bit detectors based on Faster-RCNN, including ReActNet [16], and
LWS-Det [66], on the same framework for the task of object detection on
the PASCAL VOC datasets. We also report the detection performance of
the multi-bit quantized network DoReFa-Net [78]. Tab. 13 illustrates the
comparison of the mAP across different quantization methods and detection
frameworks. Our DCP-NAS efficiently generalizes to the downstream task and
significantly accelerates the computation and saves the storage on various
detectors by binarizing the activations and weights to 1-bit. The results for
1-bit Faster-RCNN on VOC test2007 are summarized in Tab. 13. Compared
with other 1-bit methods, we observe significant performance improvements
with our DCP-NAS over other state-of-the-arts. Compared with the ResNet-
18 backbone, our DCP-NAS-S outperforms ReActNet 3.2% mAP with the
same bit-width activations and weights, but higher acceleration rate (15.01
GOPs vs. 18.49 GOPs). Our DCP-NAS-M achieves surpasses other low-bit
detectors including DoReFa-Net, ReActNet and LWS-Det by 0.9%, 4.6% and
1.0%. The lines 8 to 12 in Tab. 13 illustrate that our DCP-NAS-L achieves a
performance far more close to the real-valued counterpart compared with other
prior low-bit detectors with ResNet-34 backbone. Quantitatively speaking, our
DCP-NAS surpasses DoReFa-Net, ReActNet and LWS-Det by 1.1%, 4.4%,
and 0.9% mAP, respectively. Moreover, DCP-NAS even achieves comparable
performance as real-valued (76.7% vs. 77.8%) with high compression rate and
speed acceleration, which demonstrates the superiority of our DCP-NAS.

In short, we achieved a new state-of-the-art performance compared to
other 1-bit CNNs on various detection frameworks with various backbones
on PASCAL VOC. We also surpass the performance to real-valued models, as
demonstrated in extensive experiments, clearly validating the superiority of
our DCP-NAS.
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Table 15 Comparing DCP-NAS-M with real-valued ResNet-18 and 1-bit ResNet-18
(ReActNet) on hardware (single thread).

Memory Memory Latency

Model W/A (MBits) Saving (ms) Acceleration
ResNet-18 32/32 357.4 - 255.7 -
ResNet-18
(ReActNet) 1/1 11.2 31.9% 67.1 3.8%

DCP-NAS-M 1/1 6.9 51.8x 101.3 2.5%

4.5.2 Results on the COCO dataset

The COCO dataset is much more challenging for object detection than
PASCAL VOC due to its diversity and scale. We compare the proposed DCP-
NAS with state-of-the-art 1-bit CNNs, including XNOR-Net [53], Bi-Real-
Net [14], and BiDet [59], on COCO. We also report the detection performance
of the 4-bit quantized DoReFa-Net [78]. Tab. 14 shows mAP and AP with
different IoU thresholds and AP of objects with different scales. Limited by
the page width, we do not show the memory usage and FLOPs in Tab. 14.
We conduct experiments on Faster-RCNN framework. Compared with the
state-of-the-art 1-bit methods, our DCP-NAS outperforms other methods by
significant margins. Our DCP-NAS-S improves the mAP@[.5,.95] by 4.3%
compared with state-of-the-art ReActNet and our DCP-NAS-M surpasses the
state-of-the-art 1-bit detectors ReActNet and LWS-Det by 6.2% and 0.4%
on mAPQ[.5,.95], respectively. Compared with the 4-bits detectors FQN,
our DCP-NAS-L improves the mAP@[.5,.95] by 1.6% with binary weights
and activations which can significantly compress the model parameters and
accelerate the inference process. Our DCP-NAS-L also achieves much closer
performance on mAP@[.5,.95] compared with real-valued ResNet-18 based
Faster-RCNN (29.7% vs. 32.2%), but with extremely compressed detectors’
weights and activations. Similarly, on other APs with different IoU thresholds,
our DCP-NAS outperforms other methods obviously.

To conclude, compared with the baseline methods of network quantization,
our method achieves the best performance in terms of the AP with different
ToU thresholds and the AP for objects in different sizes on COCO, demonstrat-
ing DCP-NAS’s superiority and universality in different application settings.

4.6 Deployment Efficiency

We implement the 1-bit models achieved by our DCP-NAS-M on ODROID C4,
which has a 2.016 GHz 64-bit quad-core ARM Cortex-Ab5. With evaluating
its real speed in practice, the efficiency of our DCP-NAS is proved when
deployed into real-world mobile devices. We leverage the SIMD instruction
SSHL on ARM NEON to make the inference framework BOLT [19] compatible
with DCP-NAS. We compare DCP-NAS-M to the real-valued ResNet-18
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and bianrized ResNet-18 (ReActNet) in Tab. 15. We can see that DCP-
NAS-M’s inference speed is substantially faster with the highly efficient
BOLT framework. For example, the acceleration rate achieves about 2.5x
compared with ResNet-18, which is slightly lower than the acceleration rate
of ReActNet’s 3.8x. However, our DCP-NAS-M has higher memory saving
ratio, compared with ReActNet. The deployment efficiency experiment reveals
the effectiveness and efficiency of our DCP-NAS. All deployment results are
significant for the computer vision on real-world edge devices.

5 Conclusion and future work

This paper proposes Discrepant Child-Parent Neural Architecture search
(DCP-NAS), which consider the architecture discrepancy between real-valued
and bianrized models, resulting in a unified binary neural architecture
search framework with novel decoupled optimization. We incorporate tangent
propagation, GGN method and decoupled backtracking optimization into the
binary NAS in a efficient and effective manner.

Extensive experiments on CIFAR and ImageNet demonstrate that DCP-
NAS achieves the best classification performance comparing with both previ-
ous binary NAS and directly binarizing real-valued NAS, and even surpasses
real-valued ResNet-18 in a clear margin. We also achieve a promising
performance on person re-identification and object detection, which validate
the generality of our proposed method. In the future, we will extend our
method with Transformer-based architectures to build more generalized binary
NAS. We will also try other optimization methods to find the optimal
architecture for more compact neural networks.
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