
J Sign Process Syst
DOI 10.1007/s11265-008-0321-4

A Multi-core Architecture Based Parallel Framework
for H.264/AVC Deblocking Filters

Sung-Wen Wang · Shu-Sian Yang · Hong-Ming Chen ·
Chia-Lin Yang · Ja-Ling Wu

Received: 15 September 2007 / Revised: 30 April 2008 / Accepted: 11 November 2008
© 2008 Springer Science + Business Media, LLC. Manufactured in The United States

Abstract Deblocking filter is one of the most time
consuming modules in the H.264/AVC decoder as in-
dicated in many studies. Therefore, accelerating de-
blocking filter is critical for improving the overall
decoding performance. This paper proposes a novel
parallel algorithm for H.264/AVC deblocking filter to
speed the H.264/AVC decoder up. We exploit pixel-
level data parallelism among filtering steps, and observe
that results of each filtering step only affect a limited
region of pixels. We call this “the limited propagation
effect”. Based on this observation, the proposed algo-
rithm could partition a frame into multiple independent
rectangles with arbitrary granularity. The proposed
parallel deblocking filter algorithm requires very little
synchronization overhead, and provides good scalabil-
ity. Experimental results show that applying the pro-
posed parallelization method to a SIMD optimized
sequential deblocking filter achieves up to 95.31% and
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224.07% speedup on a two-core and four-core proces-
sor, respectively. We have also observed a significant
speedup for H.264/AVC decoding, 21% and 34% on a
two-core and four-core processor, respectively.

Keywords Video coding · H.264/AVC ·
Deblocking filter · SIMD · Parallel algorithm

1 Introduction

A content adaptive in-loop deblocking filter has been
adopted by H.264/AVC. Unlike traditional post-loop
filters, the in-loop filter is part of the frame recon-
struction process. Any inappropriate modification of
the in-loop filter causes serious error propagation
to succeeding frames. The deblocking filter adopted
by H.264/AVC, though offers 10–15% bit rate sav-
ing, suffers from heavy computational load due to
the high data dependency among filtering stages [1].
Lappalainen et al. proposed an optimized implementa-
tion of H.264/AVC decoder [2], in which the profiling
results show that image interpolation and deblocking
filter contributes to a significant part of the decoding
time. For HDTV applications, Chen et al. [3] also ana-
lyzed the computation profiles of H.264/AVC decoder
with HDTV1024p video clips. Based on their analysis,
the computational time contributed by the modules of
interpretation and deblocking filter are 39% and 38%,
respectively. Therefore, to improve the H.264/AVC
decoding performance, accelerating deblocking filter is
critical.

Many recent studies focused on designing dedicated
hardware to improve the data transmission rate of
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deblocking filter. Huang et al. [4] proposed SRAM
modules with carefully organized data structure for the
efficient access of pixels in different blocks. To simplify
data exchange between deblocking filter and outside
data memory, Sima et al. [5] designed a compact data
access unit and a build-in data buffer. To efficiently
utilize the bus bandwidth, by classifying the filtering
mode, Chang et al. [6] used an adaptive transmission
scheme to avoid redundant data transfer. Cheng et al.
[7] proposed an in-place computing flow to reuse the
intermediate data. To support the deblocking oper-
ation for multi-channel video applications, Khurana
et al. [8] proposed a pipelined hardware implementa-
tion of in-loop deblocking filter. The dedicated hard-
ware approach can achieve highly efficient deblocking
operations but it is lack of flexibility. A new standard
often requires a whole new design of a dedicated
hardware.

Single instruction multiple data (SIMD) is a com-
monly used approach to improve the performance of
media processing on a general purpose processor, such
as, MMX, SSE1, SSE2 and SSE3[9]. Warrington et al.
[10] applied SIMD instructions to improve the per-
formance of H.264/AVC deblocking filtering. Never-
theless, the complexity of the deblocking filter comes
mainly from the huge amount of data comparisons
involved. Each 4 × 4 block has to be examined by
series of conditional checks. The requirement of pixel-
by-pixel conditional checks limits its performance gain
obtainable from SIMD instructions. Unlike the interpo-
lation operations, the performance of deblocking filter
cannot easily be enhanced by using SIMD instructions
only. As shown in [11] the speedup ratios for chro-
minance motion compensation and that of deblock-
ing filter are 10.2 and 1.1, respectively. Figure 1 shows
the execution time distribution of a SIMD-optimized
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Figure 1 Time breakdown of SIMD-optimized H.264/AVC
decoder.

decoder/footnote. The SIMD-optimized decoder used
in this study is derived on the basis of our previous work
[12]. We can see that deblocking filter still accounts
for 38.6% of the execution time of SIMD-optimized
H.264/AVC decoding.

In addition to conventional optimization schemes,
with the increasing popularity of multi-core processors,
parallelizing heavy computational tasks becomes an
effective way for performance enhancement. Unfortu-
nately, it is not easy to develop effective algorithms that
can take advantage of parallel processors. Parallelism
does not guarantee speedup. Without cautious arrange-
ment, the associated synchronization overhead may
impair the benefits of parallel execution dramatically.
In this work, we propose a novel parallel algorithm
for H.264/AVC in-loop deblocking filter that requires
very little synchronization overhead. The proposed al-
gorithm is based on the observation that results of
each filtering step only affect a limited region of pixels.
This is referred to as “limited propagation effect” in
this paper. Based on this observation, the proposed
parallel deblocking filter algorithm partitions a frame
(or a region containing multiple macroblocks) into
d independent rectangles, where d is the number of
available processors. Since there are no dependencies
among rectangles allocated to different processors, a
processor needs only to perform synchronization once
in the entire frame. Therefore, the proposed parallelism
needs only d synchronization operations. Experimental
results show that applying the proposed parallelizing
approach to a SIMD optimized sequential deblocking
filter achieves up to 95.31% and 224.07% speedup for
two-core and four-core processors, respectively. The
synchronization overhead of the proposed algorithm is
almost negligible (less than 1%) for both 2-core and
4-core processors. In contrast, the well-known wave-
front parallelization approach [24] does not show per-
formance improvement on SIMD optimized codes due
to significant synchronization overhead, up to 30.78%
of the deblocking execution time. The experimental
results also show that our scheme achieves a significant
speedup for H.264/AVC decoding, 21% and 34% on a
two-core and four-core processor, respectively.

The remainder of this paper is organized as follows.
The related works are introduced in Section 2. A brief
summary of deblocking filtering and the conventional
parallel deblocking filtering method are described in
Section 3. Section 4 addresses the “limited propagation
effect” in the deblocking filter of H.264/AVC. Then,
we present the proposed parallel deblocking filtering
algorithm in Section 5. Experimental results are given
in Section 6. Finally, the concluding remarks and future
research directions are addressed in Section 7.
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2 Related Works

In general, there are two ways to parallelize an applica-
tion: task-level parallelism and data-level parallelism.
Task-level parallelism assigns independent tasks to dif-
ferent processors and data-level parallelism process
independent data concurrently. Task-level parallelism
is more suitable for asymmetric multi-core architecture
since the loading of each task is usually not balanced
[13, 14]. Task-level parallelism are also preferred in
hardware implementations [15–19], software-hardware
co-design [20], and software pipelining [25]. For paral-
lelizing video coding on symmetric multi-core architec-
ture, data-level parallelism is more preferable.

A video sequence is composed of a series of Group
of Pictures (GOPs) and a GOP contains a series of
frames. A video frame comprises several slices which
are independent to each other and can be further di-
vided into non-overlapped MacroBlocks (MBs). This
hierarchical data structure naturally provides different
level of granularities and gives different degree of ef-
fects on parallelism. From the GOP level to slice level,
Rodriguez et al. [21] proposed a hierarchical paral-
lelization encoding scheme. In [22], Chen et al. pre-
sented a frame level to slice level data parallelization
video coding scheme. In general, to fully utilize the
available cores, the number of slices per frame should
be large when the number of cores increases.

Without doubt, a significant speedup of slice-level
parallelism can be expected because less synchroniza-
tion and communication overheads existing in the slice
level; however, it brings negative impacts as well. Con-
sidering the encoding efficiency, the result of [22] and
[23] show that more independent slices degrades the
bit-rate performance. The main reason is that, in this
case, MBs cannot exploit the correlation across slice
boundaries. It is clear that speedup can be obtained
from encoding independent slices in parallel; however,
decoding multiple independent slices in parallel is in-
applicable for a client because the number of multiple
slices for a frame cannot always be guaranteed. For ex-
ample, if only one slice completes a frame, the number
of slices that can be processed in parallel is limited due
to their temporal prediction dependencies.

After analyzing the data dependency among MBs, it
is clear that the current MB relies only on its neigh-
boring four MBs, i.e. Top-left, Top, Top-right, and
left ones. By rearranging the data partition and task
scheduling, several independent MBs can be executed
concurrently. Since the positions of independent MBs
are wavefront-like, this kind of parallelism method is
named as the wavefront parallelization. For the en-
coder, the wavefront MB decomposition has been

adopted in [26], which provides good coding effi-
ciency. For the decoder, similar approaches has also
been addressed in [25, 28]. More detailed information
about MB wavefront parallelization will introduced in
Section 3.2.

MB-wavefront provides a finer granularity of par-
allelism than slices and prevents the data dependency
violation. However, as compared with slice-level par-
allelism, MB-level parallelism has two disadvantages.
The first one is that entropy decoding cannot be par-
allelized in MB-level. An H.264/AVC video bitstream
is composed of a series of Network Abstraction Layer
Units (NALs) with fixed length headers [27]. Since
the length of the header is fixed, the Slice type which
is the lowest level of NAL type can be individually
parsed from the bitstream. Nevertheless, MBs can-
not be individually extracted without conducting en-
tropy decoding in order. That is, independent MBs can
be simultaneously issued only when entropy decoding
has been performed. The second shortcoming is the
penalty brought from finer granularity of parallelism.
The wavefront MB decomposition requires frequent
synchronization among processing units, which could
possibly impair the speedup obtainable from parallel
processing.

3 Background

3.1 Deblocking Filtering of H.264/AVC

H.264/AVC adopts an in-loop deblocking filter for
removing block-edge artifacts that are introduced by
block transformation and block motion compensation.
As the name of “In-loop” implies the moment to apply
filtering while prior reconstruction step is within the
motion compensation loop. Figure 2 shows the block
diagram of H.264/AVC decoding process and where the
insertion point of deblocking filter is. To adaptively al-
leviate blocking artifact, the deblocking stage is divided
into three levels: slice level, block level and pixel level.
At the slice level, encoder sets an overall strength for
the filter. At the block level, a 4 × 4 block-dependent
Boundary Strength (BS) value is determined according
to the coding information, such as coding mode and
coded residues. Finally, at the pixel level, pixels on
either side of an edge are examined and then filtered.
More specifically, if the difference between these pixels
is lower than a Quantization Parameter (QP) depen-
dent threshold and the slice level offset, the edge is
considered as a blocking artifact. The filtering stage is
applied to each 4 × 4 luminance and chrominance block
edge within each MB, in a specific order, as shown
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Figure 2 Block diagram
of H.264/AVC decoding
process.
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in Fig. 3: vertical boundary edges are filtered first,
followed by the horizontal ones.

All filtering steps are taken place from left to right
and from top to bottom. Moreover, MBs are processed
in a raster-scan order over the frame. This particular
filtering order must be followed to ensure both the
encoder and the decoder obtaining the same result.

For MB boundary (MB-B) edges, four pixels on ei-
ther side of each edge are evaluated. Up to three pixels
on either side of the edge may be influenced. Non-
MB-boundary (N-MB-B) edges are less affected by the
blocking effect, thus, processed by a filter with shorter
length. Three pixels on either side of an N-MB-B edge
are evaluated, and only up to two pixels on either side
may be influenced. By convention [27], pixels on either
side of an edge in adjacent blocks p and q are denoted
by pi and qi with i = 0,...,3, as shown in Fig. 4. More
details about the edge filtering can be found in [27].
Table 1 summarizes all possible influenced pixels and
their respective referenced pixels.

Since the steps of boundary edges filtering within
an MB obey the prescribed ordering (c.f. Fig. 3), the
evaluated pixels on an specific edge filtering depend
on the filtered pixels values of its previous edge filter-
ing. We divide the influences upon pixels into two
parts: the impact from the filtering of current MB and
the impact from adjacent MBs. That is, the pixels

Figure 3 Edge filtering order in an MB.

influenced by the antecedent edge filtering will be used
as the pixels of the current MB in the subsequent edge
filtering. Moreover, pixels of the current MB will affect
the values of pixels for its adjacent MBs due to MB-
boundary filtering.

3.2 MB-Wavefront Realization of Deblocking Filter
and Its Synchronization Overhead

The wavefront method is a commonly used data parti-
tion method for parallelization[24]. Data are processed
in the wavefront order as shown in Fig. 5. Data blocks
marked the same number are computed concurrently.
For H.264/AVC decoding, since the computation of the
current MB depends on the data of its neighboring
four MBs, we can group the MB computations along
the π − arctan 1

2 � 153◦ diagonals. Therefore, the wave-
front parallelization method can be adopted to paral-
lelize H.264/AVC decoding [28]. This method is called
MB-wavefront in this paper. In this section, we discuss
how the wavefront approach is applied to deblocking
filter, and the associated synchronization overheads.

The MB-wavefront realization of deblocking fil-
ter is demonstrated by the pseudo codes shown in
Algorithm 1. In Algorithm 1, the application program-
ming interface (API) of pthread_mutex_lock, pthread_
mutex_unlock and pthread_cond_wait are provided by
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Figure 4 Pixels adjacent to vertical and horizontal boundaries.
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Table 1 Pixels which could be influenced and evaluated for MB-
B and N-MB-B filters.

Filter type Filtered pixel Evaluated pixels

MB-B filter p2 p3 p2 p1 p0 q0

p1 p2 p1 p0 q0

p0 p2 p1 p0 q0 q1

q0 q2 q1 q0 p0 p1

q1 q2 q1 q0 p0

q2 q3 q2 q1 q0 p0

N-MB-B filter p1 p2 p1 p0 q0

p0 p1 p0 q0 q1

q0 p1 p0 q0 q1

q1 q2 q1 q0 p0

an open library: POSIX threads (http://sourceware.org/
pthreads-win32/). In general, to avoid spending too
much time on creating and destroying threads in
POSIX thread library, we could include the design of
thread pool [29] into the parallel programs. The func-
tion thread pool provides two important functionalities:
a pool of concurrent working threads, workers and
a queue for waiting service tasks, where the workers
sustainedly consume tasks from the queue. The thread
pool creates all workers at the beginning of the program
and destroys all at the end. Meanwhile, to avoid race
condition, the number of workers should be equal to
the number of available processors in our parallel pro-
gram. The queue size is decided by the maximal number
of concurrent tasks. For example, the queue sizes of
the MB-wavefront are 40, 23 and 11 for 720p, 480p and
CIF test sequences, respectively. Line 7 in Algorithm 1
uses the design of the thread pool as described above.
Every wavefront iteration introduces a synchronization
barrier, from Line 9 to Line 13 in Algorithm 1.

The synchronization of the wavefronting parallel-
ism occurs at wavefront boundaries. More specifi-
cally, referring to Algorithm 1, the iteration number,w,
of the outmost loop directly affects the number of
synchronization. In addition to the synchronization

1 2 3 40

53 42 6

54 6 7 8

Figure 5 A wavefronting example: Each rectangular represents
an MB. The number d in each MB indicates the d-th iteration
execution.

Algorithm 1 The Wavefronting Scheduling
1: w ← the number of wavefront iterations
2: mapi ← MB positions of the ith wavefront iteration
3: MBi ← the number of MBs of the ith wavefront

iteration
4: count ← 0
5: for i ← 1, w do
6: for all MBs within mapi do
7: add Deblock(MB) into queue
8: end for
9: pthread_mutex_lock

10: while task queue is not Empty do � wait until
all tasks are finished

11: pthread_cond_wait
12: end while
13: pthread_mutex_unlock
14: end for
15: procedure Deblock(MB)
16: Retrieve data from left, top-left and top of the

current MB

17: Processing Deblocking MB abides by [27]
18: end procedure

between wavefront iterations, within each iteration,
synchronization is also required among workers (i.e,
the available processors). Therefore, the amount of
synchronization overhead incurred in MB-wavefront
is d × w, where d is number of processors and w =
Mh + (Mv − 1) × 2. Mh and Mv are the horizontal and
vertical frame size, in terms of the number of MBs,
respectively. Normally, the w is a large integer. For
example, Mh and Mv for a 1280 × 720 (i.e., 720p) video
sequence are 80 and 45, respectively (i.e, w = 168).
Therefore, as the number of cores increases, the syn-
chronization overhead d × w is also expected to grow
substantially.

Another drawback of the MB-wavefront method is
poor cache utilization. If MBs with dependency are
allocated to different processors, frequent data ex-
change between processors are expected. This results in
poor cache utilization, and also incurs significant cache
coherency traffic.

4 Limited Propagation Effect of Filtering Stages

From Section 3.1, we knew why edge filtering will affect
the subsequent filtering steps. In the following, we will
characterize how far the effect of each filtering step can
propagate. The influence of filtered pixels comes mainly
from the stage of MB boundary filtering and the stage
of block edge filtering within each MB. To find out the

http://sourceware.org/pthreads-win32/
http://sourceware.org/pthreads-win32/
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Figure 6 The superscript
of each pixel indicates its
identity. Shaded pixels
may be modified during
succeeding filtering stages. a b c d e f g h i j k l m n o p

p3
w p2

w p1
w p0

w q0
w q1

w q2
w q3

w

p2
w p1

w p0
w q0

w q1
w q2

w

q r s t

Boundary W
MB-B

Boundary X Boundary Y Boundary Z

Current MBPrevious MB

MB-B on W

N-MB-B on X

Filter length of W

Evaluated Range to Filter pixel j

p2
w p1

w p0
w q0

w q1
w q2

w N-MB-B on Y

Evaluated Range of N-MB-B Y

p3
w q3

w

p3
w q3

w

Boundary V

maximal range of influence, we investigate the pixels
which are influenced by the MB-B filtering.

The H.264/AVC deblocking filter is a two-
dimensional filter (i.e., edge filtering along both vertical
and horizontal directions). To fully characterize its
propagation behavior, mutual influences of two direc-
tions’ filtering between adjacent MBs must be consid-
ered. Let’s examine the vertical edge filtering first.
From Table 1, when the strongest filter is applied to
MB boundaries, there are at most six pixels (i.e. the
pixels p2, p1, p0, q0, q1 and q2) will be influenced.
According to Table 1, the evaluated pixels which
served to adjust the left/upward most three pixels (p1,
p0, and q0) in the subsequent N-MB-B filtering may be
modified by the antecedent MB-B filtering. As a result,
the values of these three pixels certainly hinge upon the
results of its antecedent MB-B filtering. However,
the value of the right/downward most pixel q1 in the
subsequent N-MB-B filtering has nothing to do with
the result of the antecedent MB-B filtering. The reason
is that the subsequent N-MB-B filtering determines

the value of the filtered pixel q1 merely by evaluating
the antecedent unmodified pixels, as shown in Fig. 6.
More specifically, pixel g behaves not only as the q2

pixel of the MB-B filter W, but also as the p1 pixel of
the N-MB-B filter X. One can see that, pixel j, which
behave as the q1 pixel of X, is determined by pixels h,
i, j, and k which behave as q2, q1, q0 and p0 pixels of
X, respectively. In other words, these four pixels are
outside the filter length of the MB-B filter W.

To sum up, considering the pixel j, the evaluated
pixels within the stage of N-MB-B filter X will not be
influenced by the MB-B filter W, even if the maximal
impact of MB-B filter W is taken into account. Going
one step further, the succeeding filter is the vertical
N-MB-B filter Y. Since the N-MB-B filter evaluates
only three pixels on either side of an edge, the farthest
referenced pixel is the aforecited pixel j, we called it the
strongest-filter-independent pixel. That is, the strongest
MB-boundary filtering influences only limited pixels to
subsequent filtering stages. The pixels influenced by the
vertical MB-B filtering are shown in Fig. 7, which can be

Figure 7 The maximal
influence range of an
MB-boundary filtering. Eight
pixels are influenced by the
filter W. The pixel g will be
altered two times because of
the filtering of boundaries W
and X. The pixels after pixel
j are independent of the
MB-boundary filtering.
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Figure 8 The maximal
influence range of a a vertical
MB-boundary filtering and
b a horizontal MB-boundary
filtering.

8 pixels

ba

Current MB Current MB

treated as a basic influenced stripe (represented by the
set of colored pixels).

As discussed above, the influenced region of vertical
MB-B filtering can now represented by the yellow area
of Fig. 8a. The blue area indicates the additional filtered
pixels of the next N-MB-B filtering (i.e., the edge filter
B in Fig. 3) which referring to the pixels in the yellow
area. Considering the influenced stripe described in
Fig. 7, the influenced region caused by the antecedent
(i.e., the left-hand-side) vertical MB-B filter is limited,
as shown in the yellow and the blue areas of Fig. 8a.
Notice that we have only considered the vertical filters
up to now. Another filtering step that must be taken
into account is the top-left horizontal MB-B filtering

of the current MB. It follows that the purple pixels
in Fig. 8a will be influenced. Similarly the horizontal
MB-B filtering of the bottom-left boundary of the cur-
rent MB needs to evaluate the green pixels shown in
Fig. 8a. Again, the influence will also propagate to only
a limited range, an eight-pixel wide stripe extending
along the vertical direction. Similarly, considering the
impact of the horizontal MB-B filtering, the maximal
influenced region of horizontal MB-B filtering will be
an eight-pixel wide stripe extending along the horizon-
tal direction, as shown in Fig. 8b.

As for the influence of N-MB-B filtering upon the
vertical boundaries X, Y and Z , we show the maximal
influenced pixels by the N-MB-B filtering in Fig. 9.

Figure 9 The influenced
ranges of the
N-MB-boundary filtering.
Each gray pixel is
independent of the
antecedent N-MB-boundary
filtering. Five pixels are
influenced by filtering
a the boundary X and b the
boundary Y; c six pixels are
influenced by filtering the
boundary Z . Notice that
pixel r will be altered twice
because of the filtering of
boundaries Z and V′.
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Correspondingly, the overall impact of both the vertical
and the horizontal N-MB-B filters is shown in Fig. 10.

Consequently, the above observation implies that
any affection caused by the filtering stages propagates
to only a limited range, we named this fact as the
“limited propagation effect” In other words, the filter-
ing stages of left/upward and right/underneath regions,
which are separated by the colored regions are self-
governing, and therefore, can be filtered concurrently.
Notice that the filtering stages within the colored re-
gions should obey the processing order described in
Section 3.1. The data dependency analyzed in this sec-
tion builds the foundation of our parallel deblocking
algorithm described in Section 5.

5 Parallel Deblocking Algorithm

5.1 Proposed Algorithm

Based on the limited propagation effect discussed in the
previous section, we classify the data regions involved
in the filtering stages into two categories: the regions
can be filtered concurrently without incurring any error
(say R1) and the regions R2 which depend on the results
of R1. In the proposed parallel deblocking algorithm,
along with the block boundary, we divide the w × h
region into N rectangular units, ui, which belong to R1.
That is,

R1 =
N−1⋃

i=0

ui. (1)

Notice that the w × h region can be considered as a
partial region of a frame. For easy presentation, we take
w × h region as an entire frame hereafter.

Since as indicated in the previous section, MB-B
and N-MB-B filters of the filtering stages influence
only limited pixels, any error caused by the preceding
filtering will not propagate over the basic influenced
stripe. By definition, ui are outside the impacted ranges,
so we can issue ui all together. Notice that the filter-
ing stages within each ui should follow the processing
order specified in Section 3.1. To effectively utilize
the computation power of multi-core architecture, the
number of parallel filtering units, N, is determined by
the number of available processing units. Furthermore,
to better utilize the memory locality, the direction of
segmentation, horizontal or vertical, is decided on the
basis of the memory architecture. For row-major ma-
chines, horizontal segmentation is preferred; otherwise,
vertical segmentation is adopted (c.f. Fig. 11).

Assume that the region is stored in a one-
dimensional array buffer, thus, the specific position of
ui in the buffer is represented as
[
Si, Ei) . (2)

In Eq. 2, Si can be formulated as

Si =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, if i = 0
⎛

⎝

⌊ i·α
4·N

⌋ × 4 + 5δ[σ ] + 3δ[σ − 1]
+3δ[σ − 2]
+4δ[σ − 3]

⎞

⎠ × β, if i > 0

(3)

where δ[n] denotes the delta function and

σ =
(⌊

i · α

4 · N

⌋)
mod 4. (4)

Ei can be formulated as

Ei =
{⌊

(i+1)·α
4·N

⌋
× 4 × β, if 0 ≤ i < N − 1

α × β, if i = N − 1
(5)

The (α, β) is determined by the row-major or
column-major memory architecture and whose values
are (h, w) or (w, h), respectively. The formula Eq. 3 is
composed of the start address of 4 × 4 block boundary
and the offset, which are

⌊ i·α
4·N

⌋ × 4 and 5δ[σ ] + 3δ[σ −
1] + 3δ[σ − 2] + 4δ[σ − 3], respectively. Since the influ-
enced region is dependent on the MB-B and N-MB-B
filters, the offset is proportional to the influence range
of the filter. Therefore, coefficients of 5, 3, 3 and 4, are
the pixels in vertical/horizontal direction of the influ-
ence range of the MB-B filter (c.f. Fig. 8), cases (a)(b) in
Fig. 10, cases (c)(d) in Fig. 10 and cases (e)(f) in Fig. 10,
respectively. More specifically, the

⌊ i·α
4·N

⌋ × 4 represents
the start address of the block boundary (either the MB
boundary or the red line in Fig. 10) and the coefficients
of 5, 3, 3 and 4 are the vertical/horziontal pixels, which
indicate the remaining influence area started after the
block boundary (i.e.,

⌊ i·α
4·N

⌋ × 4).
The remaining filtering stages are conducted over the

infected areas, vi, of ui and are denoted as R2. That is,

R2 =
N−2⋃

i=0

vi. (6)

The filtering stages of vi are processed only when those
of the ui are completed because vi hinges on the results
of ui. Since we segment a region along the block bound-
aries, the impact of each MB-B or N-MB-B filtering
is within a fixed wide stripe, as shown in the colored
regions of Figs. 8 and 10. Each vi is, thus, the collection
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Figure 10 The overall
impact, as shown by the
colored regions, of N-MB-B
filters. The red lines indicate
the upon filtered boundaries:
a b boundary X, c d boundary
Y and e f boundary Z .

(a)

(c)

(b)

(d)

(e) (f)

5 pixels
5 pixels

5 pixels

5 pixels

6 pixels

6 pixels



J Sign Process Syst

Figure 11 We segment one
frame into N rectangles
based on the memory
architecture (N = 4 for
quad-core architecture here).

Row-major Column-major

of the fixed wide stripes spanning across the frame, and
the specific position of which can be represented as
[
Ei − Ai, Si+1) , (7)

where

Ai = (3δ[σ ] + 2δ[σ − 1] + 2δ[σ − 2] + 2δ[σ − 3]) × β.

(8)

The proposed parallelism schedule is shown in
Fig. 12, which dispatches the data-dependent regions,
ui and vi, to the processor Pi. Figure 13 illustrates
an example where the number of available processing
units is assumed to be two, P0 and P1. In Fig. 13, u0

and u1 are dispatched to P0 and P1 and are processed
concurrently. Once u0 is finished, P0 processes v0 imme-
diately. The design goal of our parallel algorithm is to
minimize the amount of required synchronization and
communication overhead while maximizing paralleliza-
tion degree.

Figure 12 A schedule
for dispatching the
data-dependence ui and vi to
the processor Pi The directed
line indicates that the data
in region vi depends on the
data in region ui.

iui

Data Dependence

iv
Data Space 

Pi
Processor Space

P

The proposed parallel deblocking filter algorithm
has the following three advantages over the MB-
wavefront:

1. It could utilize all the available cores: in the MB-
wavefront method, the number of concurrent tasks
depends on the number of MBs in the current
wavefront iteration. In our scheme, as mentioned
earlier, a frame is partitioned into n regions, where
n is the number of available cores.

2. It incurs less synchronization overheads: Since
there are no dependencies among regions allocated
to different processors, a processor needs only to
perform synchronization once in the entire frame.
Therefore, the proposed parallel deblocking filter
needs only d synchronization operations, where d
is the number of processors.

3. It achieves better cache utilization: as explained in
Section 3.2, the MB-waveafront method incurs fre-
quent data exchange between processors. This re-
sults in poor cache utilization. While in our scheme,
since there are no dependencies between MBs allo-
cated to different processor, it does not require data
exchange between processors.

5.2 Discussion

In this section, we first investigate how to combine
the conventional parallelization technique with the pro-
posed method and then discuss the load-balancing of
the proposed parallel deblocking filtering.

The wavefront technique (i.e., the MB-wavefront
approach), described in Section 3.2, takes an MB as the
basic data partition unit. Nevertheless, as shown in [28],
the data partition unit in the wavefront technique could
be multiple MBs. It implies that a coarser-granularity
grouping approach has the advantage of less synchro-
nization overhead and better cache utilization as com-
pared with the MB-wavefront approach. Suppose a
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0u 0v 1u

(a)

0v

0u

1u

(b)

Figure 13 The specific positions of R1 and R2 in the mem-
ory buffer, where N = 2 and (w, h) = (64, 48). Assume that the
image is stored in a one-dimensional array, thus, the values a
and b in [a, b) are used to specify the physical location in the
memory. By convention, the top-left pixel of the frame begins
from zero. R1 includes u0 and u1, which are bounded by the red

box and the blue box, respectively. R2 only includes v0, the green
colored region. a For the column-major memory architecture, u0,
u1 and v0 are located at [0, 1536), [1776, 3072) and [1392, 1776),
respectively. b For the row-major memory architecture, u0, u1
and v0 are located at [0, 1536), [1728, 3072) and [1408, 1728),
respectively.

frame contains Mh × Mv MBs. We partition a frame
into Mh

x × Mv wavefront block units (WBU). WBUs are
processed in parallel along the 153◦ diagonal like that
of the MB-wavefront. The MBs within a WBU are
processed in sequential order. Once several WBUs
have gone through the decoding stages preceding de-
blocking filter (i.e., entropy decoding, de-quantization,
inverse transformation, motion compensation, and in-
tra prediction), the proposed deblocking algorithm is
then invoked. We use Fig. 14 to illustrate this process.
We group 5 MBs as a WBU and process WBUs in
parallel like the MB-wavefront. As long as the 1st, the
3rd, 5th, 7th, 9th and 11th WBU have gone through the
decoding steps before deblocking filter, and they are
currently in the deblocking filter stage which adopts the
proposed parallel algorithm. It is clear that the data
partition granularity (i.e., the size of WBU) and the
number of WBUs are critical parameters. However,
how to decide these parameters is out of the scope of
this paper. Another issue is the load-balancing prob-
lem. The tasks with light workload have to wait for
the completeness of the threads with heavy workload,
and in consequence the multi-core system could not be
fully utilized. To enable the efficient use of multi-core
system, the load balancing is one of the important issues
for improving performance. Conventionally, to solve
this performance issue is to observe the load balancing
problem and then dynamically schedule the threads

to process tasks. The proposed parallel deblocking fil-
tering divide the deblocking process into several tasks
executed on different processors. However, to observe
the load balancing problem and further dynamically
schedule the filtering is out of the intend of this paper.

MB: needed to be deblocked

: WBU
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Figure 14 An example of WBU with 5 MBs. Each rectangle rep-
resents an MB and the number of WBUs indicates the execution
order. The rectangular region surrounded by bold line is adopted
by the proposed deblocking algorithm.
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6 Experimental Results

In this section, we evaluate the effectiveness of the
proposed parallel deblocking filter algorithm. We com-
pare our scheme with the MB-wavefront algorithm de-
scribed in Section 2. We implemented both approaches
on an SIMD-optimized H.264/AVC decoder. The
SIMD-optimized decoder used in this study is based
on our previous work [12], which achieves 45.94 frame
per second (fps) decoding rate for 720p standard test
sequences. The code segment of the optimized decoder
is less redundant compared with that of the reference
software (http://iphome.hhi.de/suehring/tml/download/
old_jm/jm73.zip) and bit-by-bit correctness of the
decoded bitstreams has been verified; therefore, the
experimental results are believed to be able to reflect
the effectiveness of deblocking filter in practice.

All parallel programs are realized using the open
POSIX threads library (http://sourceware.org/pthreads-
win32/) on the Intel Core 2 CPU with clock rate
2.13 GHz, and Intel Core 2 Quad CPU with clock
rate 2.66 GHz. We implemented the MB-wavefront
for deblocking filter in Algorithm 1, as mentioned in
Section 3.2. The testbed contains 10 streams with three
resolution levels, 1280 × 720(720p), 720 × 480(480p)
and 352 × 288(CIF), which are encoded in H.264/
AVC baseline profile by using the reference software
JM73 (http://iphome.hhi.de/suehring/tml/download/
old_jm/jm73.zip) The frame reconstruction includes
the stages of entropy decoding, de-quantization, in-
verse integer transform, intra prediction and motion
compensation.

Below we first analyze the speedup on deblock-
ing filter obtained from proposed parallel deblocking
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Figure 15 The performance comparison of the MB-wavefront and the proposed approach on a two-core and b four-core processers.

http://iphome.hhi.de/suehring/tml/download/old_jm/jm73.zip
http://iphome.hhi.de/suehring/tml/download/old_jm/jm73.zip
http://sourceware.org/pthreads-win32/
http://sourceware.org/pthreads-win32/
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http://iphome.hhi.de/suehring/tml/download/old_jm/jm73.zip
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Table 2 The average normalized execution time of the MB-
wavefront and the proposed approach, for the task of deblocking
filtering.

Two-core Four-core

Wavefront Proposed Wavefront Proposed

720p 1.62 0.65 4.31 0.38
480p 1.42 0.71 3.28 0.38
CIF 2 0.54 4.84 0.72

algorithm and the MB-wavefront approach, respec-
tively1. We then show the overall decoding perfor-
mance improvement achieved by our scheme. Finally,
we perform synchronization overhead analysis.

6.1 Speedup Analysis

Figure 15 compares the performance of the MB-
wavefront and the proposed approach. The y-axis
shows the execution time of deblocking filter normal-
ized to the SIMD optimized decoder. The average
normalized execution time is summarized in Table 2.
Notice that the performance of CIF sequences de-
grades when the number of cores increases. The reason
is that low resolution of frames hardly allows large
amount of parallel blocks in the proposed algorithm,
so the performance is easily affected by the synchro-
nization overhead. The results show that the proposed
approach provides significant performance gain, up to
95% and 224.07% speedup for two-core and four-
core processors, respectively. In contrast, applying the
MB-wavefront to the SIMD-optimized code actually
degrades performance.

The effective speedup gains of the proposed algo-
rithm on the entire decoding process, for 2-core
and 4-core platforms, are shown in Tables 3, and 4,
respectively. The SIMD (ms) columns show the exe-
cution time of the SIMD-optimized decoder executed
on the p-core platform, the p-core (ms) columns in
the Tables show the execution time of our proposed
algorithm executed on p-core platform, and Speedup
columns in the Tables show the obtained speedup gains,
where the speedup value is measured by

Speedup = SIMD(ms)
p − core(ms)

.

1For this set of analysis, the input frames to deblocking filter has
gone through the decoding stages preceding deblocking filter.

Table 3 Entire decoding speedup (2-core)

Bitstream SIMD (ms) 2-core (ms) Speedup

Harbour-720p 8250 7140 1.16
Jets-720p 2437 2202 1.11
Night-720p 6062 5498 1.10
Crew-480p 3121 2815 1.11
Harbour-480p 4034 3577 1.13
Night-480p 2468 2107 1.17
Sailormen-480p 2904 2592 1.12
bus-CIF 720 609 1.18
football-CIF 1139 965 1.18
mobile-CIF 1515 1253 1.21

The results of Tables 3 and 4 show that the proposed
method achieves up to 1.21x and 1.34x speedup gains
on the overall encoding performance on the dual-core
and the quad-core processors, respectively.

6.2 Synchronization Overhead Analysis

We analyze the synchronization overheads by measur-
ing the lock/unlock operations of the POSIX thread
library t(pthreadVC2.dll) using the Intel VTune Perfor-
mance Analyzer (http://www3.intel.com/cd/software/
products/asmo-na/eng/239144.htm). Figure 16 shows
the contribution of lock/unlock operations to the total
execution time of deblocking filter for the proposed
parallel algorithm and the MB-wavefront approach.
The results show that the synchronization overhead of
the proposed algorithm is almost negligible (less than
1%) for both 2-core and 4-core processors. In contrast,
the MB-wavefronting approach, as expected, shows
much higher synchronization overheads, up to 16.60%
and 30.78% for two-core and a four-core processors, re-
spectively. These results indicate that our method pro-
vides better scalability than the MB-wavefront method.

Table 4 Entire decoding speedup (4-core)

Bitstream SIMD (ms) 4-core (ms) Speedup

Harbour-720p 6640 5295 1.25
Jets-720p 2047 1593 1.28
Night-720p 4826 3857 1.25
Crew-480p 2484 1859 1.34
Harbour-480p 3170 2625 1.21
Night-480p 1845 1531 1.21
Sailormen-480p 2295 1828 1.26
bus-CIF 483 389 1.24
football-CIF 859 764 1.12
mobile-CIF 1094 905 1.21

http://www3.intel.com/cd/software/products/asmo-na/eng/239144.htm
http://www3.intel.com/cd/software/products/asmo-na/eng/239144.htm
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Figure 16 The comparison of parallelization penalty between the wavefronting and the proposed approach on three resolution levels,
720p, 480p and CIF, for a two-core and b four-core real machines.

7 Conclusion and Future Work

In this paper, we present a novel parallel algorithm
for H.264/AVC deblocking filter based on an impor-
tant observation named as “limited propagation effect”.
By exploiting the characteristics of limited influenced
range, the proposed algorithm outperforms existing
parallel approaches in terms of both the execution
speed and the synchronization penalty.

Unlike the wavefront parallelization, there is no
restriction on the number of concurrently executable
processes at a time, thus, the proposed algorithm is
believed to be adequate for parallelizing deblocking
filtering when the number processing units is further

increased in the future. On the other hand, we show
that the performance might not be improved from the
general wavefront parallelization even if the SIMD
optimized decoder is taken into account. The main
reason lies in the fact that the associated paralleliza-
tion penalty impairs the benefit obtainable from fine-
grain parallelization. Therefore, to effectively utilize
the power of multi-core processors, how to reduce the
parallelization overhead would play a rather important
role in designing the parallel algorithm. One of our fu-
ture work directions is to find the best tradeoff between
the fine-grain parallelism and the synchronization/
communication overheads by using the algorithmic-
architectural co-design methodology.
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