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Abstract— Wavefront aberrations caused by turbulent or 

rapidly changing media can considerably degrade the 

performance of an imaging system. To dynamically 

compensate these wavefront distortions adaptive optics is 

applied. We developed an affordable adaptive optic system 

which combines CMOS sensor and Liquid Crystal on 

Silicon (LCOS) display technology with the Field 

Programmable Gate Arrays (FPGA) devices parallel 

computing capabilities. A high-speed, accurate wavefront 

sensor is an elemental part of an adaptive optic system. In 

the paper, an efficient FPGA implementation of the Sum 

of Absolute Differences (SAD) algorithm, which 

accomplishes the correlation-based wavefront sensing, is 

introduced. This architecture was implemented on a 

Spartan-3 FPGA which is capable of real-time (>500 fps) 

measuring the incoming wavefront. 

Keywords: SAD, FPGA, wavefront sensor, real-time 

image processing 

1 INTRODUCTION 

The rapidly changing turbulent media distort the 

wavefront of the propagating light wave, thus considerably 

deteriorating the imaging system’s performance. 

Wavefront sensors measure these wavefront distortions. 

An Adaptive Optic (AO) system using the wavefront 

measurement data can dynamically compensate these 

disturbances applying a deformable mirror (Micro-Electro-

Mechanical Systems (MEMs) [1]) or other actuator 

devices [2]; this provides an aberration corrected system 

with increased imaging performance. Moreover, adaptive 

optic devices may be applied not only in large telescopes, 

but also in many other diverse fields from ophthalmology 

to telecommunication.  

An AO system correcting ability is better if the delay 

from sensing the wavefront to correcting is smaller than 

evolution time of the medium being corrected for. This 

delay can be diminished by choosing faster components: 

sensors, actuators, and computing-controlling units. 

However, the communication bandwidth between the 

components also limits the achievable speed of a closed 

loop AO system. 

Thus, we have developed a single board adaptive optic 

system, made up of a high-speed CMOS sensor, a very fast 

Liquid Crystal on Silicon (LCOS) display, and a Field 

Programmable Gate Array (FPGA) device for control and 

calculation purposes. This type of affordable AO system 
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can open a new scope of widespread applications of 

adaptive optics. Distortions of the incoming wavefront are 

determined by using the on-board CMOS sensor with the 

help of the FPGA, calculating the required corrections. At 

the end, the LCOS device displays the corrections, which 

can eliminate the incoming wavefront distortions. 

Although several wavefront sensor architectures exist, 

here we applied a special version of the most popular 

Hartmann-Shack (HS) sensors. In a HS sensor the image 

of the incoming pupil is projected on a lenslet array. Each 

lens of the array forms a miniature image of the source 

object and divides the incoming aperture into sub-

apertures. The images of these sub-apertures are detected 

by an area scan sensor. The shifts of these images from the 

reference positions (positions without aberrations) specify 

the local wavefront slopes at the locations of the 

corresponding sub-apertures (the wavefront is regarded 

locally flat but tilted). The overall shape of the wavefront 

extended for the whole pupil can be reconstructed by 

assembling all these local tilted surfaces. 

For a point source object (such as a star), simple quad-

cell based HS sensors can measure these shifts [3, 4]. 

However, in the case of extended objects (the Sun or the 

Moon), these shifts can be determined only with a higher 

resolution sensor from the correlations between the sub-

aperture images and reference sub-aperture images. 

Correlation-based HS sensors have signal to noise ratio 

larger, than that of the quad cells [5], and they can be used 

also in the case of point source objects, but they require 

considerably more computing resources. Even for first 

order aberration compensations (tip-tilt) high-speed 

correlation trackers are frequently applied [6]. 

In the case of conventional applications (e.g. Solar 

observation), the wavefront has to be measured by using 

many relatively large resolution sub-apertures. Since the 

wavefront is dynamically changing at a very high rate 

(time scale of a few milliseconds), an appropriately fast, 

real-time correlation-based wavefront sensor is required 

[7]. 

Some parallel processing devices can fulfill the 

necessary computation at this speed. Even though modern 

CPUs, stream processors (a GPU) [8, 9, 10] or DSPs can 

provide the required computation power, the FPGA 

technology appears to be a very competitive alternative, 

due to its fast development. As the control of the sensor 

and actuator regularly needs the application of some 

programmable logic device, it seems to be advantageous to 

employ both of them to fulfill the requested computation 

tasks as well. Recently, several FPGA-based wavefront 

sensors and AO system architectures have been introduced 

[11, 12] and their attainable performance was studied 

comprehensively [13, 14]. 

Considering the limitation of the FPGA devices and 

special parameterization of the mandatory wavefront 

sensors, we have chosen the Sum of Absolute Difference 

(SAD) method to implement the required correlation like 

processing. Several efficient FPGA implementations of the 

SAD algorithm have emerged [15], due to the needs of the 

FPGA implementation of motion image compression 

algorithms. 

Accordingly, the optimal matching position of two pictures 

can be determined by the SAD algorithm. First, the SAD 

values of the picture are calculated, and then the minimum 

of them is determined. By this method, the displacement of 

the images of all sub-apertures is determined with respect 

to a reference image which can be considered as an image 

of a wavefront with no local slope. There are several 

alternatives to assign a proper reference image: here we 

use a sample image of a central sub-aperture as reference. 

Otherwise, the average image of many sub-apertures can 

also be used as reference. The SAD values are computed 

through the next equation: 

, , , ,  ,   
S S

k l i j i k j l

i j

SAD P R k l A    , (1) 

where S is the size of the sub-aperture, A the size of the 

SAD value array, P the sub-aperture pixel, and R the 

reference pixel. The size of the reference image is the sum 

of the sizes of the sub-aperture and the SAD value array 

minus 1. Practically, the chosen size of the SAD value 

array is smaller than the size of the sub-aperture. 

The structure of the paper is as follows: In Section 2 the 

overall structure of the FPGA-based adaptive optic system 

is outlined. Details of the wavefront sensing architecture 

implemented on FPGA are introduced in Section 3. In 

Section 4 our results are presented. Finally, conclusions 

are drawn in Section 5. 

2 THE FPGA-BASED ADAPTIVE OPTIC SYTEM 

Our FPGA-based adaptive optic system contains three 

main components. The first one is a very high frame-rate, 

mega pixel resolution CMOS image sensor, which is 

equipped with an appropriate lenslet array. The second one 

is a high-speed and resolution LCOS display aimed to 

fulfill the wavefront correction. The third one is an on-

board FPGA, which is responsible for the control of the 

overall system and the calculation of the correction data. 

The error compensation of the sensor and data display 

using different linear, nonlinear and spatial filtering 

operations can also be accomplished in real-time by the 

built in FPGA. The adaptive optic system can be seen in 

Figure 1. 
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Figure 1. The adaptive optic system 

The input image flow for the system is provided by a 

Micron MT9M413 CMOS sensor [16] whose resolution is 

1280×1024 pixels (12m×12m in size). It is able to 

acquire 500 full-image frames per second. The sensor has 

digital output with ten parallel 10-bit wide data buses 

working at 60MHz to ensure the extremely large sensing 

speed; for this reason, it is often applied in high frame-rate 

cameras. This sensor is extended with a 32×32 array of 

micro-lenses, called lenslet array, and each of them covers 

16×16 center part within a 32×32 sub-aperture on the 

sensor surface. The general structure of an N×M lenslet 

array covering S×S sub-apertures is depicted in Figure 2. 

This lenslet array and the corresponding sensor are applied 

to implement the HS wavefront sensor, which provides the 

required input of the adaptive optic system. 

Optical geometry of the actual wavefront sensor 

depends on the aimed application. Parameterization issues 

are considered in the HS sensor literature [17]. 
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Figure 2. The general structure of an N×M lenslet array covering 

S×S sub-apertures 

The correction is performed by a Philips DD720 LCOS 

display [18, 3] whose resolution is 1280×768 pixels with 

20m pixel sizes, which can display up to 540 full-image 

frames per second. With the help of this device, amplitude 

or phase modulation can be carried out by applying 

appropriate wave plates and polarizers. The required I/O 

bandwidth is approximately 750 megabytes/second, which 

implies that real-time data processing can be fulfilled only 

by using a parallel device. 

Details and limitations of the considered zonal 

correction procedure, as it are even more intricate than 

wavefront sensing, is out of scope of this paper. However, 

it seems important to consider its achievable performance 

from the HS sensor speed and resolution requirements 

point of view. 

The obvious choice to provide the appropriate control of 

the sensor and display devices is using a programmable 

logic device. Usually, the commercially available FPGA 

development boards do not make it easy to connect to 

high-performance imaging devices (cameras). 

Furthermore, the aforementioned 750 megabytes/second 

I/O bandwidth requirement is also a bottleneck of these 

FPGA boards. Consequently, a customized system was 

constructed, equipped with: 1) the previously introduced 

CMOS sensor, 2) LCOS display, and 3) Xilinx Spartan-3 

XC3S4000 FPGA [19] whose density is 4 million system 

gates, and supplied by 96 18Kb BlockRAM and 96 

18×18bit multipliers. 

Although the system is designed as a stand-alone device 

for configuration and calibration purposes, a USB interface 

is required, and it is driven by an USB microcontroller. 

Many other standard steps, such as uploading sensor data, 

displaying bias patterns, downloading image correction 

and program parameters use this communication channel 

as well. Since there is not enough memory on the given 

FPGA to store a full image frame, external off-chip 

memories are required. Static RAMs are used, in which 8 

full-image frames can be stored. Consequently, fixed 

pattern noise removal (FPN), flat field correction and 

LCOS manufacturing caused phase unevenness 

compensation can be carried out. The sensor and display 

device need different reference voltages, which are set by 

appropriate D/A converters. These D/A converters are 

programmed through a standard Serial Peripheral Interface 

(SPI). Furthermore, the temperature and power control of 

the LCOS display can be handled by a microcontroller, 

which communicates with the FPGA through a Universal 

Asynchronous Receiver Transmitter (UART) interface. 

3 ARCHITECTURE IMPLEMENTED ON FPGA 

Our primary goal is to implement a high-speed and 

highly parallel SAD architecture on the FPGA to 



 4 

determine the displacement of the sub-apertures and to 

calculate the wavefront distortions, at rate of up to 500 full 

frames per second. Although the SAD algorithm is simple, 

its efficient FPGA implementation requires particular 

design considerations. 

3.1 The architecture of the overall system 

The architecture implemented on FPGA has three main 

parts, as shown in Figure 3. The Shuffle unit is responsible 

for serializing the pixels required for the calculation of the 

SAD values. SAD values for each image are computed, 

and the smallest value is chosen by the SAD unit. This 

value and its 4-connected neighbors are transferred to a 

Xilinx MicroBlaze soft-core processor to determine the 

slope values at sub-pixel resolution motion vectors. In 

addition to these elements, a CMOS controller, a Flat and 

FPN unit, an LCOS unit, a USB control unit, a Memory 

controller, and a Master Controller unit are also essential. 

The CMOS controller receives the image data and controls 

the Micron CMOS sensor. The LCOS unit computes the 

correction terms and sends them to the LCOS display. The 

FPN unit eliminates the fixed pattern noise from the 

CMOS sensor whereas the flat field correction is 

performed by the Flat unit. The USB controller is 

responsible for the communication with the host computer 

connected to the FPGA board. The coordinates of the 

relevant pixels of the CMOS sensor are defined by the host 

computer, whereas the reference image is updated rarely 

by the MicroBlaze unit. The Memory controller handles 

the data transfer from and to the memory. The memories 

store data for the Flat and FPN units, while the Master 

Controller unit is responsible for the control of the overall 

system. 
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Figure 3. The implemented architecture of the overall system on 

FPGA (the main three parts are shaded) 

3.2 The Shuffle unit 

During the image capturing only the pixels of the sub-

apertures are used; therefore, SAD values should be 

computed (to determine the wavefront) only in these areas, 

as shown in Figure 2. The relevant pixels with respect to 

the coordinates of the sub-apertures are defined by the host 

computer, by sending the upper left coordinates which are 

stored in the memory of the Pixel selection and Control 

unit. The selection and serialization of the incoming pixels 

from the CMOS sensor are performed by the Shuffle unit, 

whose architecture is shown in Figure 4. 
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Figure 4. The architecture of the Shuffle unit 
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This architecture is built up from an Input data FIFO, 

an Arranged data FIFO, a parallel in serial out Shift 

register unit, and a Pixel selection and control unit. The 

Input data FIFO is a 100-bit input and 100-bit output 

FIFO, which is responsible for storing the 10×10-bit pixel 

data generated by the CMOS sensor in every clock pulse. 

This FIFO operates on the same clock frequency as the 

data bus of the CMOS sensor. The FIFO has to be deep 

enough to store a whole sub-aperture row (1280×P), in the 

worst case. The parallel in serial out Shift register unit 

converts the 100-bit input data to 10-bit output data by 

propagating only the relevant pixels (pixels of a certain 

sub-aperture) to the Arranged data FIFO and discarding 

the others. Therefore, only the pixels of the sub-apertures 

are stored in the Arranged data FIFO. This FIFO stores 

these pixels until all pixels in a certain row of this sub-

aperture have arrived, and they are fed into the SAD unit 

serially. The parallel in serial out Shift register unit and the 

Arranged data FIFO operates on the clock frequency of 

the SAD unit. The Pixel selection and control unit controls 

the operation of the FIFOs and the parallel in serial out 

Shift register unit. 

3.3 Operation of the SAD unit 

The SAD unit is designed to compute Eq.(1) on the sub-

apertures of the input image in real-time. Image data are 

sent by the CMOS sensor in a row-wise order. Therefore, 

S×S pixels should be stored to carry out the computation 

of the SAD values. Additionally, there are several sub-

apertures in the row, which further increases the memory 

requirements, because the double buffering of the sub-

apertures are required, and this is impractical in the case of 

large sub-apertures. The size of the required memory can 

be computed by the following formula: 

2memorys S S p N    
 (2)

where S is the sub-aperture size p is the bit width of the 

pixels and N is the number of sub-apertures. 

Instead of storing the sub-aperture windows, the 

computation of the SAD values is rearranged to match the 

incoming data flow, whereas all partial SAD values are 

computed in parallel. When, for example, the first pixel 

(P0,0) has arrived, the first term of Eq.(1) – ADk,l,0,0=|P0,0-

Rk+i,l+j| – is computed for all possible k,l values. When 

partial results, using the first row of the sub-aperture are 

computed, the SAD values are stored in a temporary buffer 

and the computation with the next sub-aperture starts. In 

this case AxA pixels should be stored, where 

( 1) ( 1)A r S r S     
 (3) 

and r is the size of the reference image. To avoid overflow 

during the SAD computation the width of the partial 

results should be extended by 
2log S S    bits. So in this 

case the memory requirement can be computed by the 

following formula: 

2( log )memorys A A p S S N         (4) 

In our case relatively large reference images are used, 

with small shifts of the sub-apertures, thus S will be 

always larger than A. Therefore storing the partial SAD 

values requires considerably less memory than double 

buffering the incoming sub-aperture data. For example 

using the following typical values r=32, S=28, A=5, p=8, 

N=32, in this case double buffering of the sub-apertures 

requires 392 Kbits, while storing only the partial results 

requires only 14 Kbits memory. 

The operation of the SAD unit is demonstrated in details 

on a simple example, where a 3×3 sized lenslet array 

covering 3×3 sub-apertures are used. The arrangement of 

the lenslet array is depicted in Figure 2. To calculate the 

3×3 SAD value array of a sub-aperture of the lenslet array, 

a 5×5 reference picture is required in order to obtain a 

SAD value for every single pixel. Elements of the sub-

aperture, the reference picture, and the SAD results are 

enumerated in a row-wise order, as shown in Figure 5. 

According to Eqs.(5-7), pixel P1 is required for the 

calculation of the first term of the SAD values but with a 

different reference pixel. Similarly, pixel P2 is required for 

the calculation of the second term of all the nine SAD 

values as shown in Eqs.(5-7), and so on. 

By this method, partial SAD values are computed in 

parallel. The computation of one sub-aperture can be 

carried out in A×A cycles. 
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Figure 5. The 3×3 sub-aperture, the 5×5 reference picture, and the 

reference values required for the computation of SAD1, SAD2, 

…SAD9 
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1 1 1 2 2 3 3 4 6 5 7 6 8

7 11 8 12 9 13
            

SAD P R P R P R P R P R P R

P R P R P R

            

    
 (5) 

2 1 2 2 3 3 4 4 7 5 8 6 9

7 12 8 13 9 14
            

SAD P R P R P R P R P R P R

P R P R P R

            

    
 (6) 

.......................... 

9 1 13 2 14 3 15 4 18 5 19 6 20

7 23 8 24 9 25
            

SAD P R P R P R P R P R P R

P R P R P R

            

    
 (7) 

3.4 The SAD unit 

The main building blocks of the SAD unit are the 

Reference Register unit, the Absolute Differences unit, the 

SAD Controller unit, and the Minimum Finder unit, as can 

be seen in Figure 6. in case of 3×3 sub-aperture. The 

Reference Register stores the reference values and 

generates the appropriate reference window for a certain 

pixel of the sub-aperture. The Absolute Differences unit 

calculates the partial SAD or Absolute Difference (AD) 

values for the computation of the SAD. The Minimum 

Finder unit defines the smallest SAD value and 4-

connected neighbors. SAD Controller unit controls the 

operation of the SAD unit. In addition to these elements, 

the SAD unit also contains an accumulator register array 

and some BlockRAMs. The size of the accumulator 

register array and the number of BlockRAMs is defined by 

the size of the SAD value array, whereas the depth of the 

BlockRAMs is specified by the number of the sub-

apertures in the lenslet array rows. The accumulator unit is 

responsible for the addition of the computed AD results. 

The calculated AD results (SAD results in case of the last 

row of the sub-aperture) are shifted from the accumulator 

register array into the BlockRAMs at the end of the 

processing of the actual row of the sub-aperture. 
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Figure 6. The architecture of the SAD unit in case of 3×3 sub-

aperture 

The SAD unit is started when a row of a sub-aperture 

arrives at the Arranged data FIFO unit (see Figure 4). The 

Reference Register unit is started by the SAD Controller 

unit to generate the required reference values for the 

calculation of the AD results when the first pixel has 

arrived. Meanwhile, the Absolute Differences unit is also 

started to calculate all of the required absolute difference 

values. This unit has only two clock cycles latency. 

Results are stored in the accumulator array. If the next 

pixel has arrived, all the AD values in connection with this 

pixel are computed and added to the partial results stored 

in the accumulator array. At the end of the actually 

processed row of the sub-aperture, the content of the 

accumulator is shifted into the BlockRAMs. For the first 

row of the sub-aperture, the accumulator array is filled 

with zeros; in the other cases, the partial results computed 

with the previous row of the next sub-aperture are loaded 

into the accumulator. This is necessary for the accumulator 

to be up-to-date, and hold the partial results for next sub-

aperture. The reinitialization of the values in the Reference 

Register is also performed during this time. 

The SAD value calculation of the sub-aperture is 

finished when the last row of the sub-apertures is 

processed. The minimum of the SAD values and its 

4-connected neighbors are determined by the Minimum 

Finder unit, which also specifies the locations of these 

values in the sub-aperture. When all of the SAD values are 

computed the results can be read from the BlockRAM 

memories in a column-wise order. The smallest values in 

each column are determined in parallel by using a tree of 

comparators, while the minimum of the whole area is 

determined serially. Therefore the latency of the Minimum 

Finder depends on the size of the SAD value array. After 
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the computation of the SAD values of the last sub-aperture 

in the actual row, the minimum values and the 4-connected 

neighborhood can be read out from the BlockRAMs, 

according to the locations specified by the Minimum 

Finder unit. These values are sent to the Xilinx 

MicroBlaze processor for further processing. 

The implemented SAD unit operates on twice higher 

clock frequency than the data bus of the CMOS sensor. 

The size of the reference image, which defines the size of 

the SAD value array, the size, and number of the sub-

apertures is parametrizable in the Very High Speed 

Integrated Circuits Hardware Description Language 

(VHDL) description of the unit, according to the 

wavefront sensing algorithm, where 8×8 to 32×32 sub-

apertures are required. Additionally, several SAD units can 

work in parallel by slicing the input image and using more 

Shuffle units. 

3.5 The Reference Register unit 

The Reference Register stores the reference values and 

generates the appropriate reference window for a certain 

pixel of the sub-aperture. The S×S reference window 

moves from left to right during the computation, as shown 

in Figure 5. In order to make the implementation simpler 

and to use the shift register resources in the FPGA, the 

reference window is fixed and the reference values are 

shifted in our system. Utilizing the shift registers requires 

less area and routing resources than using a simple register 

array. For further optimization, the non-used part of the 

reference array is stored in BlockRAM. The required nine 

reference values in the example above are always placed 

on the upper left side of the reference array in a 3×3 

window. The architecture of the Reference Register unit is 

shown in Figure 7. in case of a 5×5 reference picture. This 

unit contains a shift register array to store and shift the 

reference values. The size of the array is defined by the 

size of the reference image. The array is filled up with the 

reference values in the initialization phase. To compute the 

SAD values the data stored in the reference array should 

be shifted circularly, with respect to the position of the 

incoming pixels. Thus, the Reference Register unit has 

three operation modes: 1) load, 2) left shift, 3) row shift. In 

the load mode, the reference values are loaded into the 

bottom right register (Reg25) and shifted left in the register 

chain pixel-wise; data from the leftmost registers (Reg21, 

Reg16, Reg11, Reg6, Reg1) are shifted to the rightmost 

registers (Reg20, Reg15, Reg10, Reg5) a row above. In the 

left shift mode, values in the registers are shifted circularly 

in the same row. Finally, the row shift mode is very similar 

to the load mode, except in the case of the lower right 

register (Reg25) which is loaded with the contents of the 

upper left register (Reg1). 

 

S
h

ift

s
e

l

Dataout

1-4-7

Dataout

2-5-8

Dataout

3-6-9

D
a
ta

in

Shift_en
Load
Left_shift
Row_shift

Reg

6

Reg

5

Reg

4

Reg

3

Reg

2

Reg

11

Reg

10

Reg

9

Reg

8

Reg

7

Reg

15

Reg

14

Reg

13

Reg

12

Reg

25

Reg

24

Reg

23

Reg

22

Reg

20

Reg

19

Reg

18

Reg

17

Reg

16 S
h

ift

s
e

l

S
h

ift

s
e

l

S
h

ift

s
e

l

S
h

ift

s
e

l

Reg

1

Reg

21

BlockRAM  

Figure 7. The architecture of the Reference Register unit for the case 

of a 5×5 reference image 

The detailed steps of moving the reference values can 

be seen in Figure 8, in case of the aforementioned 

example. In the 1st clock cycle, when the first pixel of the 

first sub-aperture has arrived, the reference values are not 

shifted, because they are in the proper position. In the 2nd 

clock cycle, the reference values are shifted one position to 

the left, as can be seen in Figure 8. In the 3rd clock cycle, 

when the third pixel of the first sub-aperture is available, 

also a left shift of the reference values is carried out. 

Before the calculation of the AD results of the second sub-

aperture, the reference values should be shifted back to the 

initial position. This is done under the 4th, 5th clock cycle, 

as shown in Figure 8. In the 6th clock cycle the calculation 

of the first row of the second sub-aperture may start. 

During this calculation the reference values are shifted, as 

described previously. In the 11th clock cycle the 

calculation of the first row of the third sub-aperture may 

start. In this case, the reference values are not only shifted 

left, but also started to shift up. This is required to prepare 

the proper reference window for the processing of the next 

row of the first sub-aperture. After the 13th clock cycle, an 

initialization phase is also required until all values from 

the second row are shifted up to the first row of the array. 
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Figure 8. The data movement in the 5×5 reference register array 

This process is fulfilled under the 14th, 15th, clock cycle. 

The process described previously from the 1st to the 15th 

clock cycle is repeated until the last row of the last sub-

aperture is available in the 41st clock cycle. At this point a 

row shift is carried out under the 41st, 42nd, 43rd, 44th, 45th 

clock cycles for positioning the reference values. After the 

45th clock cycle, the first half of the array and the second 

half of the array are in swapped positions, as represented 

in Figure 8. Consequently, these values should be shifted 

back to their initial positions in order to start the 

processing of the next sub-aperture row. This process here 

requires 13 clock cycles. 

3.6 The Absolute Differences unit 

The Absolute Differences unit is responsible for 

calculating the absolute differences between the reference 

and the input images. This unit is built up from an array of 

processing elements. The number of the processing 

elements is defined by the size of the sub-aperture. 

Therefore, all AD values can be calculated in parallel. The 

structure of the processing element can be seen in Figure 

9. 

Subtractor

(Ref- Inp)

Inverter

Adder

Mux

Reference

pixel

Input

pixel

1

Selector

 

Figure 9. The structure of a processing element in the Absolute 

Differences unit 

A processing element first calculates the difference 

between its inputs, then inverts the result, and adds 1 to it, 

generating this way the 2’s complement form of the 

calculated difference. Finally, using a Selector signal – 

according to the MSB bit of the difference – the 2’s 

complement as the absolute value of the difference or the 

difference is presented on the output. This unit has only 

two clock cycle latency. 

4 RESULTS 

An FPGA-based adaptive optic system was constructed 

and the architecture of the wavefront sensor system was 

implemented on a Spartan-3 XC3S4000 FPGA by using 

VHDL. The main block of this system is the SAD unit, 

which is responsible for the calculation of the SAD values. 

The implemented SAD unit is fully parametrizable with 

respect to the size and the number of sub-apertures. The 

unit can be parameterized in the VHDL code of the unit 

before the synthesis process, according to the wavefront 

sensing algorithm where 8×8, to 32×32 sub-apertures are 

required. The size of the reference image, which defines 

the size of the SAD value array, is also parametrizable. 
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The maximal size of the sub-aperture is limited by the area 

requirement of SAD units on the FPGA. 

The number of the applicable sub-apertures is bounded 

by the row length of the CMOS sensor. The 18Kb 

BlockRAMs used in the SAD unit is large enough to store 

the entire row of the computed SAD values. The size of 

the sub-apertures is important, since it defines the required 

number of BlockRAMs and other logic resources on the 

FPGA. The performance of the SAD unit is investigated in 

case of different sub-aperture and reference image sizes. 

Static timing analysis of the placed and routed designs 

show that the speed of the SAD unit can attain the 120 

MHz operating frequency in all cases. The Flip-Flop 

resource utilization of the implemented SAD unit on the 

Spartan-3 XC3S4000 FPGA can be seen in Figure 10. 
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Figure 10. The Flip-Flop resource requirement of the SAD unit in case 

of different size of SAD value array 

Figure 10 shows that the Flip-Flop resource requirement 

of the SAD unit increases quadratically, according to the 

size of the sub-apertures, but it does not depend on the size 

of the SAD value array. This is the cost of the high-level 

parallelism. If the size of the sub-aperture increases, then 

the number of required Flip-Flops also extends, because of 

the increasing number of accumulator registers, reference 

registers, and adders. The same behavior can be obtained 

in case of the 4-input LUT and BlockRAM resource 

requirement of the SAD unit. In order to achieve even 

faster performance, several SAD units can be used in 

parallel. The number of realizable SAD units in case of the 

Spartan-3 XC3S4000 and Virtex-4 XC4VLX200 can be 

seen on Table 1. For a fair comparison the Virtex-4 family 

was chosen, because the architecture of Virtex-5 and 

Virtex-6 families is considerably different from that of the 

Spartan-3. The number of realizable SAD units is 

determined by BlockRAM resources on the FPGA in case 

of SAD value arrays smaller than 12×12. For larger SAD 

value arrays, the bottleneck is the number of available 

Flip-Flops on the device. 

Sub-aperture 

size in pixels 

(S×S) 

Spartan-3 

XC3S4000 

Virtex-4 

XC4VLX200 

8×8 11 37 

12×12 7 23 

16×16 4 13 

20×20 3 9 

24×24 2 6 

28×28 1 4 

32×32 1 3 

TABLE 1. THE REALIZABLE NUMBER OF SAD UNITS (REFERENCE PICTURE 

SIZE IS (2S-1)×(2S-1)) 

The number of clock cycles that a SAD unit requires to 

calculate the SAD values changes according to the size of 

the sub-apertures, as shown in Table 2 in case of maximal 

SAD value array size; thus, the number of real-time 

manageable sub-apertures is different. It also shows the 

number of sub-apertures and the area of the sub-apertures 

compared to the surface of the CMOS sensor which can be 

computed in real-time using one SAD unit. One SAD unit 

running at 120MHz clock frequency can handle 2171 8×8 

sub-apertures on each frame of the CMOS sensor in real-

time. However, this is only 42.6% of the surface of the 

CMOS sensor, but it requires only 8.72% of the FPGA 

resources. Therefore, using three SAD units on the 

Spartan-3 FPGA, the whole surface of the CMOS sensor 

can be processed in real-time. By using 32×32 sub-

apertures, 127 sub-apertures can be handled in real-time. 

This makes it possible to process the 39.64% of the entire 

surface of the CMOS sensor. Using higher performance 

Virtex-4 XC4VLX200, three SAD units like this can be 

implemented, as shown on Table 1. 

Sub-aperture 

size in pixels 

(S×S) 

Required 

number of 

clock cycles 

Maximum 

number of sub-

apertures/frame 

Percentage 

of the 

CMOS 

surface 

8×8 120 2171 42.60% 

12×12 156 941 41.35% 

16×16 496 522 40.78 % 

20×20 780 331 40.39% 

24×24 1128 228 40.10% 

28×28 1540 167 39.86% 

32×32 2016 127 39.64% 

TABLE 2. THE TEST RESULTS OF ONE SAD UNIT (REFERENCE PICTURE 

SIZE IS (2S-1)×(2S-1)) 

Additionally, the clock frequency of the SAD unit on 

this architecture can be increased to 230 MHz, according 

to the results of the static timing analysis. Therefore, 

applying this FPGA, also the whole surface of the CMOS 

sensor can be processed in real-time using 32×32 sub-

apertures. 
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Our results are compared to a correlation-based 

wavefront sensor system described in [20]. This system is 

implemented on a Xilinx Virtex-4 SX35-10, in which the 

processing core operates on 100MHz clock frequency. For 

better comparison, also the clock frequency of our SAD 

unit is decreased to 100MHz. The comparison of the SAD 

unit implemented on Spartan-3 XC3S4000 and the 

correlation-based system is shown in Table 3. 

 

CMOS area: 256x256 

Sub-aperture: 8x8  

(in pixels) 

CMOS area: 512x512 

Sub-aperture:16x16 

(in pixels) 

Corr. SAD Corr. SAD 

Slices 5431 2769 9932 10186 

LUTs 10161 3435 18607 12093 

Flip-flops 2096 3615 5981 13615 

Time 2.89ms 1.267ms 18.1ms 5.238ms 

AT 15.69 3.51 179.76 53.35 

TABLE 3. COMPARISON OF THE DIFFERENT IMPLEMENTATIONS. 

The results show that the Area*Time (AT) parameter of 

our SAD-based wavefront sensor system is smaller than 

the correlation-based system described in [20]. In case of 

8×8 sub-apertures, the AT parameter of our SAD unit is 

22% of the correlation-based system. This ratio increases 

when larger sub-apertures are used. In 16×16 case, the 

performance difference is 29% between the two types of 

implementation. Thus SAD based solution provides 

similar accuracy [21] but it can be computed more 

efficiently. The performance of our system can be further 

increased by using more SAD units. Additionally, its 

operating frequency is also higher, especially in case of the 

Virtex-4. 

Even though FPGA-based SAD implementations [15, 

22, 23] have been published in different journals and 

books, systems like this were, generally, constructed on 

Altera FPGAs. Consequently the comparison of the Altera-

based solutions with our Xilinx-based system may be not 

reliable, due to the architectural differences, but the overall 

performance of our implementation seems to out-perform 

them. However, our special purpose SAD architecture 

shows superior performance (16x16 sub-aperture: 10,186 

slices and 496 clock cycles comparing to the published 

9,478 slices and 1,600 clock cycles) with respect to the 

comparable motion estimation processor SAD 

implementations [23]. 

5 CONCLUSION 

Our wavefront sensor system is based on the high-speed 

and highly parallel SAD calculation unit implemented on a 

Spartan-3 FPGA. This system can be used with a wide 

range of applicable lenslet arrays, since it is fully 

parametrizable with respect to the size and the number of 

sub-apertures and the reference image size. The 

performance of the system was tested on sub-apertures and 

reference images of different sizes, which defines the size 

of the SAD values array.  

The results show that the resource requirement of the 

introduced SAD calculation unit increases quadratically 

according to the size of the sub-apertures which is the 

price of the high-level parallelism. Fortunately the size of 

the SAD value array does not influence the area 

requirement significantly. Considering 8×8 sub-apertures, 

the entire surface of the CMOS sensor can be processed in 

real-time, using three SAD units on the Spartan-3 

XC3S4000 FPGA. In case of higher resolution sub-

apertures, the real-time processable CMOS surface is 

reduced. Notwithstanding, applying higher performance 

FPGAs (Virtex-4) makes it possible to handle the whole 

area of the CMOS sensor real-time. In case of 8×8 sub-

apertures 4.4 times performance gain can be achieved 

compared to the correlation-based wavefront sensor 

architecture. This difference is further increased when 

larger sub-apertures are used (see in Table 3). Our parallel 

SAD FPGA-based implementation architecture provides 

an efficient high-speed wavefront sensor whose 

performance is higher than that of the counterparts applied 

so far. 

The rapid development of the FPGA technology offers the 

possibility to construct intelligent, programmable, very 

high-frame rates, and high-resolution cameras, diminishing 

the required communication bandwidth by on-camera 

processing in the control systems where high performance 

imaging sensors are used. 
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