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Abstract We consider performance comparison and
application specific integrated circuit (ASIC) designs of
linear minimum mean-square error (LMMSE) and K-
best list sphere detector (LSD) algorithms for 4 x 4 and
8 x 8 multiple-input multiple-output (MIMO) orthog-
onal frequency division multiplexing (OFDM) systems.
Requirements for higher data rate and lower power con-
sumption set new challenges for implementation. In or-
der to minimize the power consumption, an optimal de-
tector would be able to switch the detection algorithm
to suit the channel conditions. The detectors are de-
signed for three different modulation schemes using 28
nm complementary metal oxide semiconductor (CMOS)
technology. The communications performance is evalu-

ated in the Third Generation Partnership Project (3GPP)
Long-Term Evolution (LTE) system. The impact of trans-

mit precoding is considered. The ASIC designs aim
at providing the hardware design aspects to the com-
parison of detectors. The designs are synthesized and
complexity and power consumption results are found.
Based on the ASIC synthesis and communications per-
formance results, we show the performance—energy ef-
ficiency and performance—-complexity comparison. We
also present the most suitable scenarios for a low-power
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detector and show how the transmit precoding impacts
the detector selection.
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1 Introduction

The Third Generation Partnership Project (3GPP) Long-
Term Evolution (LTE) standard [1] uses a combination
of multiple-input multiple-output (MIMO) and orthog-
onal frequency division multiplexing (OFDM), to offer
better performance in terms of capacity, diversity and
bandwidth efficiency. The receivers for MIMO-OFDM
systems need to be capable to cope with interference
caused by spatial multiplexing or inter-antenna inter-
ference. Detection algorithms with high detection rate,
low computational complexity and low power consump-
tion need to be designed. Based on our observations,
the detector is one of the most power hungry parts of
the wireless receiver. Therefore, it would be advanta-
geous to switch between simple and complex detection
algorithms based on the channel state, in order to save
energy.

Adaptation of the detection algorithm is not a straight-

forward matter. The communication performance de-
pends on the channel conditions which can change rapidly
due to the movement of the mobile, scattering or other
factors in the propagation environment. Also the chan-
nel estimation performance, transmit precoding and hy-
brid automatic repeat request (HARQ) have different
impacts on different detection algorithms, which has to
be taken into consideration.

The comparison between different detection algo-
rithms should take into account both, the communi-
cations performance and the hardware implementation
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aspects. Even if the detection rate supported by the im-
plementation of a low-complexity detector is high, poor
channel conditions may impair the overall performance
of the detector. A more complex receiver, on the other
hand, could reach the data rate requirements with satis-
factory quality of service. The handheld devices nowa-
days are required to support a wide class of services
with high quality, and usually the algorithms that de-
liver the best performance have the highest complex-
ity and power consumption. With careful architecture
design, also the complex algorithms can become com-
petitive compared to the simple ones. Nevertheless, the
usual case is that the cost of high performance is high
power consumption. By combining the implementation
and the performance results of different detection al-
gorithms, the scenarios where acceptable performance
can be reached while keeping the energy consumption
low, can be recognized. Also the scenarios that require
a complex detector can be recognized, and some other
strategy for power saving can be designed for them.

Adaptive detection for MIMO systems was proposed
in [2], where a low complexity detector was chosen for
a channel with low spatial correlation and a more com-
plex detector was applied for an ill-conditioned channel.
Receiver with the maximum likelihood (ML) and linear
minimum mean-square error (LMMSE) detectors was
studied in [3]. The complexity of the chosen algorithms
was discussed, but no actual hardware implementation
results were given. It was shown by simulations that the
proposed adaptive detection scheme provides a trade-
off between the performance and complexity in 4 x 2
MIMO system.

An adaptive MIMO detector including the maxi-
mum ratio combining (MRC), LMMSE and successive
interference cancellation (SIC) algorithms was imple-
mented in [4] using partially reconfigurable application-

specific instruction-set processors (rASIP). Different mod-

ulation schemes and antenna configurations were sup-
ported. Hardware synthesis results were provided, but
the performance of the algorithms on the system level
was not shown. Reconfigurable ASIP was also used in
[5], where zero forcing (ZF), LMMSE, SIC and Markov
chain Monte Carlo (MCMC) detectors were implemented
using 65 nm complementary metal oxide semiconduc-
tor (CMOS) technology. It was shown that the proposed
design is more efficient than other flexible designs and
has throughput that approaches the dedicated ASIC
designs, but the communications performance was not
addressed.

Adaptive detection can also be realized by using
only one detection algorithm. An adaptive hard out-
put K-best list sphere detector (LSD) was implemented
in [6]. The list size K was adapted from 1 to 5, based

on the channel signal-to-noise ratio (SNR). The chan-
nel quality indicator (CQI) [7] was used to adapt the
clock-gating in the detector. The implementation was
done using 22 nm CMOS technology and to support
4 x 4 MIMO and binary phase shift keying (BPSK) to
16 quadrature amplitude modulation (QAM). It was
shown that energy reduction can be achieved by adapt-
ing the list size. Adaptive LMMSE detection was con-
sidered in [8] for 8 x 8 MIMO system. The Doppler
frequency was monitored and the clock frequency and
supply voltage were adjusted according to the chosen
computational speed. The detection of a packet was
skipped if the receiver detected low Doppler frequency
indicating a slowly changing channel.

We compared the performances of the LMMSE, SIC,
K-best LSD and selective spanning with fast enumera-
tion (SSFE) detectors in 4 x 4 MIMO-OFDM system
with precoding and HARQ in [9] and [10]. The SIC de-
tector was shown to suffer from error propagation in
poor channel conditions. The SSFE detector was un-
able to outperform the K-best LSD and was occasion-
ally outperformed by the LMMSE detector. The perfor-
mances of the LMMSE and K-best detectors in 4 x 4
and 8 x 8 MIMO-OFDM systems with HARQ were
compared in [11]. The performance—energy efficiency
comparison between the K-best LSD and LMMSE de-
tector were presented in [12] for the 4 x 4 and 8 x 8
systems with HARQ.

In this paper, we study the performance, complexity
and energy efficiency of the K-best LSD and LMMSE
detectors with and without transmit precoding. The
LMMSE and K-best LSD were chosen as the candidate
algorithms for an adaptive detector based on our previ-
ous studies. The LMMSE is a relatively low complexity
MIMO detection algorithm, which is usually considered
as the basic benchmark solution. However, its perfor-
mance degrades in difficult channel conditions, which
means roughly that the number of ”strongly nonzero”
singular values of the channel matrix is smaller than
the number of spatially multiplexed data streams [13].
The K-best LSD is a breadth-first tree-search algo-
rithm [14], which keeps K nodes with the smallest ac-
cumulated Euclidean distances at each level of the tree.
The K-best LSD offers good performance and is con-
sidered to be a near maximum likelihood (ML) detector
with large enough K. However, high modulation order,
list size, and the number of antennas increase the com-
plexity of the LSD making it infeasible for the low power
receivers. Also a depth-first sphere decoding (SD) [15]
could be considered as it provides lower bit error rate
than the breadth-first detector. However, the through-
put of the depth-first SD is not constant and due to
the sequential search order, the architecture is difficult
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to parallelize. The breadth-first SD provides determin-
istic throughput as well as the fixed-throughput sphere
decoder (FSD) implemented in [16] and [17]. Here the
breadth-first approach was chosen.

The results give a solid basis for recognizing the sce-
narios where a simple, low-power detector can be used.
The ASIC synthesis results are obtained using 28 nm
CMOS technology and include dedicated architectures
for 4 x4 and 8 x 8 cases with the quadrature phase shift
keying (QPSK), 16-QAM and 64-QAM constellations.
The ASIC designs aim at meeting the detection rate
requirements in LTE, and provide the hardware imple-
mentation aspect to the comparison. The simulations
in the 3G LTE system give information on the com-
munications system performance of the chosen detec-
tors. The performance is characterized by data trans-
mission throughput, which is defined to be equal to the
nominal information transmission rate of successfully
received information bits, Ry, times (1 — frame error
rate (FER)).

Throughput = Ry, * (1 — FER) (1)

The data transmission throughput reflects the reli-
ability of the decisions. The ASIC synthesis results in-
clude latency, power consumption and complexity, which
is given as equivalent gates. The latency is transformed
to detection rate (Eq. 6), which represents the rate by
which the algorithm is able to make data decisions.
The goodput, which is the minimum of the data trans-
mission throughput and the hardware detection rate
of information bits, is computed to combine the re-
liability and hardware limitations of the algorithms.
Based on the goodput, the recommendations on scenar-
ios suitable for low-power detector are given and also
the performance—complexity and performance—energy
efficiency tradeoffs are shown. The use of different CMOS
technologies, clock frequencies, and tools makes it com-
plicated to compare the achieved results to the litera-
ture. Therefore we do not provide a comparison to any
baseline system, but compare the results to a case where
only one of the implemented detectors would be used.

The paper is organized as follows. The system model
is presented in Section II, including channel estimation,
hybrid automatic repeat request (HARQ) and precod-
ing. In Section III, the performance comparison based
on simulations is shown with and without precoding. In
Section IV, we provide top-level architectures and ASIC
synthesis results of the algorithms. The performance
and implementation results are combined in Section V
and the performance—energy efficiency and performance—
complexity comparisons are given. The conclusions are
drawn in Section VI.

2 System Model

We consider an OFDM based downlink MIMO spatial
multiplexing transmission system using Nt transmit
and Ny receive antennas, where Nt = Nr and Nt data
streams are multiplexed over Nt transmit antennas. A
maximum of two separately encoded data streams is
specified in the LTE standard [1]. Horizontal encoding
is used, which means that two streams of data bits are
encoded separately and then mapped onto different lay-
ers. The system model is illustrated in Fig. 1.

> Inter- [

. >
: Modulation
Ll leaving (>

A
s coding

|-
_____ ]
Radio
channel
| Deinter- <7 Soft 1+ Estimation _Y
le{ leaving |« detection |« Y

! Encodi
| Encoding

Feedback
from the Rx

Decoding

Fig. 1 System model.

The received frequency domain signal for each OFDM
subcarrier p at discrete time index ¢ is given as

vp(t) = Hy(t)x,(t) +n,(t),p=1,2,..., P, (2)

where y, € CNex1 x, € CNt>1 and n, € CV»*1 are
the received signal, the transmitted signal, and the com-
plex zero-mean Gaussian noise vector with noise vari-
ance o2, respectively, for subcarrier p. H, € CNrxNt
is the channel matrix for subcarrier p. Bit interleaved
coded modulation (BICM) is applied and the entries
of x, are chosen independently from a complex QAM
constellation {2 with sets of () transmitted information
bits b = [by,...,bo]T per symbol, i.e. |2] = 29. The
set of possible transmitted symbol vectors is £2VT. In
the following equations the subcarrier index p and time
index t are omitted for the sake of clarity.

The real-valued representation of the system is given
as

{m{y}] B P%{H} %{H}] [?R{X}] N [%{“}], 3)

S{y} S{H} ®R{H} | |3{x} S{n}
Yr H, Xy n,

where y, € R2Vex1 H € R2VNex2Nt y ¢ 72Nt X1 and
n, € R2Vex1 R{.1 and ${-} denote the real part and
the imaginary part of their arguments, respectively. The
real-valued system model doubles the matrix dimen-
sions and limits the choice of constellations, but all the
3GPP LTE modulation methods can be supported by
real valued system model based detector design. On the
other hand, getting rid of the complex numbers simpli-
fies some calculations. For example, the Euclidean dis-
tance calculation is simpler in the real-valued system
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than in the complex-valued one [18] and the selection
of the closest constellation point can be done in one
dimension.

For the implementations we consider a MMSE ex-
tended real-valued system, which can improve the de-
tection quality [19]. Now the channel matrix

H. ¢ RGNe+2NT)X2NT and the received signal y. €
R(2NR+2NT)X1

m= o,
O'IQNT

In the sequel, the MMSE extended real-valued system is

are given as

yez[ r } (4)

Oonpx1

assumed in the ASIC designs, and, therefore the subindices

r and e are omitted.

2.1 Channel Estimation

We assume pilot aided transmission, where pilot sym-
bols known at the receiver are used to estimate the
channel [20]. The length of the channel and the tap
delays are assumed to be known in the case of 4 x 4
transmission. In the 4 x 4 system, the received time do-
main signal is transformed into frequency domain with
a FFT before estimation. After the channel estima-
tion, the channel impulse response result from the least
squares (LS) estimator is transformed into frequency
domain using a second FFT.

The frequency domain LS estimator proposed in [21]
is used for the 8 x 8 system. The received transmission
time interval (TTI) consisting of 14 OFDM symbols is
buffered, and after the whole TTT is received and the
channel estimate is computed, detection and decoding
are performed.

2.2 HARQ and Precoding

HARQ [22,23] based on the Chase combining is used
with maximum of three retransmissions. An error-free
feedback channel is assumed. In the HARQ scheme,
if the transmitted data packet is received erroneously,
the erroneous packet is saved and retransmission of
the same data is requested. The erroneous packet and
the data from the retransmission are combined and de-
coded. The retransmission continues until the data are
received successfully or the maximum number of re-
transmissions is reached. HARQ enables more reliable
communication, but the latency of the system is in-
creased, because the transmitter sends one packet at a
time and waits for an acknowledgement from the re-
ceiver before sending new data. In this work, the data
packet is considered to be one TTI. The whole TTTI is

retransmitted if there is even one erroneously received
OFDM symbol in it.

The LTE-Advanced (LTE-A) codebook based pre-
coding [1] is considered in the case of 4 x 4 transmission
system and only the data symbols are precoded. In the
8 X 8 system, the pilots are precoded with the same pre-
coder as the data. The estimated channel includes the
combined effect of the precoding and the radio chan-
nel. Instead of designing the precoders, we consider a
codebook proposed by ZTE [24].

The precoding matrix P with the highest instanta-
neous capacity value is chosen. It is calculated for pth
subcarrier as

C, = log(det(I + QE—S(H,,P)H(HPP))), (5)
o NR

where F is the symbol energy and I is an identity ma-

trix. Capacity is summed over the subcarriers in the

OFDM symbol. The precoding matrix is adapted once

in a TTT and is the same for all the subcarriers in a

symbol.

3 Performance Comparison

The simulation results presented in [9-12] show that in
an uncorrelated channel, the LMMSE detector is able
to outperform the K-best LSD, but as the correlation
increases, the opportunities to use the LMMSE detector
become scarce. In the 8 x 8 MIMO system, the LMMSE
detector is unable to separate all the spatial streams,
and, therefore, it is performing poorly compared to the
K-best LSD. Here we show how the precoding impacts
the detector selection in adaptive detection, when only
the simple LS based channel estimation is used.

3.1 Simulation Parameters

The simulation parameters are based on the LTE stan-
dard [1] and the Typical Urban (TU) channel model
based on the 3GPP vehicular A model [25] is applied.
The simulation and channel model parameters are given
in Table 1. The same parameter choices have been used
in the authors’ earlier work and are, therefore, used
also here to allow easier comparison to previous results.
Each SNR point corresponds to a transmission of 28000
OFDM symbols and the mobile speed is set to 3 km/h.
The number of turbo decoder iterations was set to 8.
The channel spatial correlation matrix can be ob-
tained from Crtx ® Crx, where Ctx and Cgrx are the
spatial correlation matrices for the transmitter and the
receiver, respectively, and ® is the Kronecker product.
The base station (BS) azimuth spread affects the spatial
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correlation matrix of the transmitter. The channel with
BS azimuth spread of 5° is considered as a moderately
correlated channel, and with 2° as a highly correlated
channel. Also a spatially uncorrelated channel is con-
sidered.

The data transmission throughput is computed as
the nominal information transmission rate of success-
fully received information bits times (1 — FER). In other
words, the results report the reliable and useful data
transmission capability supported by the detector and
the applied MIMO configuration, modulation and cod-
ing. One frame is considered to be one TTI, which
equals 14 OFDM symbols. In the HARQ scheme, if the
transmitted data is received erroneously, the erroneous
TTT is saved and a retransmission of the same data is
requested. If the maximum number of retransmissions
is reached without successful reception, the whole TTI
is discarded.

Table 1 Simulation and Channel Model Parameters

Simulation parameters

Coding Turbo coding with
1/2 code rate

Number of subcarriers 512 (300 used)

Bandwidth

Symbol duration
Duration of one TTI
Modulation

Channel model
User velocity

5 MHz

71.4 ps

14 OFDM symbols
4-QAM, 16-QAM
and 64-QAM

TU vehicular A

3 km/h

Channel model parameters

Number of paths

Path delays

Path power

BS antenna spacing

MS antenna spacing

BS average angle of departure
MS average angle of arrival
BS azimuth spread

MS azimuth spread

6

[0...2510] ns
[0...-20] dB
4 A

0.5 X

20°

67.5°

20/ 5°

35°

3.2 Simulation Results

The data transmission throughput versus SNR for the
4 x4 system without precoding in an uncorrelated chan-
nel is shown in Fig. 2, in a moderately correlated chan-
nel in Fig. 3 and in a highly correlated channel in Fig.
4. The data transmission throughput with the same
antenna setup and with precoding in an uncorrelated
channel is shown in Fig. 5, in a moderately correlated
channel in Fig. 6 and in a highly correlated channel in

Fig. 7. The LS channel estimation is used. The precod-
ing enhances the performance at the lower SNR regime,
especially for the LMMSE detector. Even without the
precoding, the LMMSE detector can outperform or pro-
vide similar throughput as the K-best LSD in an un-
correlated channel. As the spatial correlation increases,
the LMMSE detector cannot compete with the K-best
LSD, even if the precoding is used.
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Fig. 2 Throughput of the LMMSE and K-best detectors vs.
SNR in 4 x 4 system without precoding, uncorrelated channel.
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Fig. 3 Throughput of the LMMSE and K-best detectors vs.
SNR in 4 x4 system without precoding, moderately correlated
channel.

The data transmission throughput versus SNR for
the 8 x 8 system without the precoding in an uncorre-
lated channel is shown in Fig. 8, in moderately corre-
lated channel in Fig. 9 and in highly correlated channel
in Fig. 10. The data transmission throughput versus
SNR for the same antenna setup with precoding in an
uncorrelated channel is shown in Fig. 11, in moderately
correlated channel in Fig. 12 and in highly correlated
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Fig. 4 Throughput of the LMMSE and K-best detectors vs.
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Fig. 5 Throughput of the LMMSE and K-best detectors vs.
SNR in 4 x 4 system with precoding, uncorrelated channel.
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Fig. 6 Throughput of the LMMSE and K-best detectors vs.
SNR in 4 X 4 system with precoding, moderately correlated
channel.

channel in Fig. 13. The effect of precoding is similar to
the case of 4 x 4 system and the precoding improves the
throughput especially on the low SNR regime. However,
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Fig. 7 Throughput of the LMMSE and K-best detectors vs.

SNR in 4 x 4 system with precoding, highly correlated chan-

nel.

2 4 6 8

as the SNR increases, the performance of the LMMSE
detector with precoding degrades compared to the per-
formance without precoding for 16-QAM and 64-QAM.
Similar, but not as significant, effect can be seen with
the K-best LSD. Also in the 4 x 4 system with high spa-
tial correlation and 16-QAM, precoding degrades the
performance of the LMMSE detector at the high SNRs,
as can be observed from Fig. 7. We have concluded the
reason to be that the capacity based selection of the
precoder is not suitable for the high SNRs. The K-best
LSD is able to handle the deteriorated effective channel
HP, but the LMMSE cannot do the same.
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Fig. 8 Throughput of the LMMSE and K-best detectors vs.
SNR in 8 X 8 system without precoding, uncorrelated channel.

4 ASIC Design Comparison

The simulation results show the communications per-
formance of the chosen algorithms. In order to obtain
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Fig. 9 Throughput of the LMMSE and K-best detectors vs.
SNR in 8 x 8 system without precoding, moderately correlated
channel.
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Fig. 10 Throughput of the LMMSE and K-best detectors
vs. SNR in 8 x 8 system without precoding, highly correlated
channel.
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Fig. 11 Throughput of the LMMSE and K-best detectors
vs. SNR in 8 X 8 system with precoding, uncorrelated channel.

a perspective to the hardware implementation aspects
of the detectors, ASIC synthesis results are presented.
The Cadence C-to-Silicon Compiler High-Level Synthe-
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Fig. 12 Throughput of the LMMSE and K-best detectors
vs. SNR in 8 X8 system with precoding, moderately correlated
channel.
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Fig. 13 Throughput of the LMMSE and K-best detectors
vs. SNR in 8 x 8 system with precoding, highly correlated
channel.

sis (HLS) tool [26], which synthesizes algorithms writ-
ten in SystemC into hardware, was used in this work to
produce the register transfer level (RTL) models. The
logic synthesis of the RTL model to gate-level netlist
was done using the Synopsys Design Compiler [27] and
28 nm CMOS technology. The clock frequency was set
to 769 MHz for all detectors and with this frequency
the HLS tool was able to produce all of the RTL mod-
els with the given timing requirements.

The fixed point word lengths and the number of in-
teger bits were determined through simulations. Com-
parison to the floating point word lengths was made to
ensure that the chosen word lengths did not degrade
the performance. The word lengths for the K-best im-
plementations ranged from 12 to 16 depending on the
modulation order. For the LMMSE, the inversion of R
required word lengths of 22 bits. For the LLR computa-
tion, word lengths from 12 up to 18 were used depend-
ing on the modulation order.
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We assume 7 OFDM symbols in a 0.5 ms slot [1].
With 20 MHz bandwidth there are 1200 data subcarri-
ers in one OFDM symbol, which means that during one
slot, 8400 subcarriers have to be processed. The pilot
overhead is approximately 14.3% in the 4 x 4 and 8 x 8
MIMO systems. Because the pilot subcarriers do not
need to be detected, the time to process one subcarrier
is approximately 69 ns.

The latency of an algorithm is transformed into hard-
ware detection rate, which represents the rate by which
the algorithm is able to make data decisions. It tells
nothing about the reliability of the decisions. The de-
tection rate is computed as

N:
Rdet = CQD T

Mbps, (6)
tp
where () is the number of bits per symbol and Dy, is
the throughput latency. The used HLS tool provides
the latency for every detector architecture considering
also pipelining. In the computation of the required de-
tection rates, the pilot overhead is taken into account.
The algorithm performance is evaluated by computing
the goodput [28], which is defined to be the minimum of
the detection rate and the data transmission through-
put. In this way, also the reliability of the decisions is
taken into account.

All division operations needed in the detectors are
approximated using the Newton-Raphson iterations [29]
given as

2 =22 — 2" YY) =1, .. Nier, (7

where Nite, is the number of iterations and lim,,_, oo 2(™ =

¢~1. The number of iterations needed and a suitable ini-
tial guess, 2(?), were determined by simulations.

The K-best LSD and the LMMSE detector utilize
the Q and R matrices from the QR decomposition
(QRD). The QRD decomposes the MMSE extended
real-valued channel (4) into an upper triangular ma-
trix R € R2Vt*2Nt and an orthogonal matrix Q €
RENe+2N1)x2Nt - [30] The complexity of the QRD is
the same for both detection algorithms and therefore
it is not included in the implementations. The QRD is
performed once during the channel coherence time.

The results are presented in gate equivalents (GE)
and power consumption estimates. The latencies of the
detectors are presented as clock cycles (cc).

4.1 K-best LSD
4.1.1 Architecture

The top-level architecture of the K-best LSD receiver
is presented in Fig. 14. The grey boxes represent the

operations that have to be performed for every data
subcarrier. The operations in the white boxes need to
be computed only once in a channel coherence time.

*l
Rx

£ b LLR
LSD — Demap —j LLR —

Q (/zry y' | T TGZ
y d*(9

Fig. 14 The top-level architecture of the K-best LSD re-
ceiver.

After the QRD, the possible transmitted symbols,
x, are multiplied with R and the received signal y is
multiplied with Q as y' = QMy. The squared partial
Euclidean distances (PED), d, are computed as

N~ Nt
d(xivT) :Zly;’_er,lxl|27i:NTa'“7la (8)
=i 1=

where y; is the jth element of y', r;; is the j,Ith ele-
ment of R, x is the Ith element of the candidate vector
xN and x denotes the last N —i + 1 elements of vec-
tor x [31]. The PEDs are sorted in the LSD block and
the final candidate symbol list, £, is demapped to a bi-
nary form, b, and the log-likelihood ratios (LLR) are
computed from the list of candidates and their PEDs
d?(L). The simplified method to compute the LLRs is
used as shown in [28]. The range of LLRs is limited to
reduce the required list size [32]. The sorters are inser-
tion sorters. In the case of QPSK, sorting is not needed
on every stage which decreases the complexity.

The top level architecture of the LSD block is pre-
sented in Fig. 15 for 2 x 2 real-valued system and QPSK.
The principle is the same for the other antenna se-
tups and modulation scheme combinations. There are
s = 2N,N = Np = Np stages with PED computa-
tion and three sorters. The Rs represents the results
from the Rx block for stage s with size 1 x sf2,., where
2, = 29/2_ The first level of the LSD is simple and con-
sists only of multiplications and additions, performed
in parallel. The number of adders depends on the size
of the Rs. With 4 x 4, QPSK and K = 8, the sorter
is needed only after the third stage. In the insertion
sorter, the PEDs are stored in a shift register and as
a new Euclidean distance is computed, it is compared
to the existing values in the register and the register
is shifted if the new value is smaller than the existing
value. The LLRs are computed from the list of candi-
dates and PEDs.
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Fig. 15 The top level architecture of the LSD block for 2 x 2
system and QPSK.

4.1.2 ASIC Synthesis Results

In the implementation results, pipelining of subcarriers
is used if possible, so that the detection of the next
subcarrier can begin already when the first subcarrier
is being detected. An example is shown in Fig. 16 for
the K-best LSD with K = 8 and QPSK in the 4 x 4
system. The LLR computation is the slowest block. The
first three stages in the LSD do not need sorters due
to QPSK modulation, and can therefore be performed
in one clock cycle (cc). As a result of pipelining, the
slowest block in the detector creates a bottleneck and its
latency is used as Dy, in (6) and denoted as throughput
latency in the synthesis results.

QHy and Rx: 1 cc 69 cc Demap: 1 cc
| \
1% subcarrier | | | | I 10cc|10¢c | 10cc | 10cc | 10cc I LLR: 14 cc|
2" subcarrier 4cc | | | | ‘ 10cc|10cc|10cc | 10cc|10cc I LLR: 14 cc
T T
14 Stages 1-8 of the LSD

p" subcarrier IJ | |

Fig. 16 The timing and latencies of the K-best LSD with
K =8 and QPSK in the 4 x 4 system.

10cc

10cc

10cc
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10cc I LLR: 14 cc |

The implementation results for the K-best LSD with
list sizes 8 and 16 are presented in Table 2. The re-
sults for the whole detector include both, the white
and the grey boxes in the block diagram in Fig. 14.
The modulation order and list size have a great im-
pact on the latency and complexity of the K-best LSD.
With the QPSK, the K-best LSD is able to achieve
the required detection rate, even with the list size of
16. As the modulation order increases to 64-QAM, the
latency increases also and the required detection rate
cannot be met. The 16-best LSD is able to fulfill the
detection rate requirement only with 4 x 4 system and
QPSK. For other combinations of the modulation order
and number of antennas, the latency is too high because
the used HLS tool was unable to create a better archi-
tecture with the given clock frequency. For example, in
the case of K = 8, 64-QAM and 8 x 8 system, the LLR,
Rx, and PED computations can be parallelized better

and the throughput latency decreases to 54 cc, if the
clock frequency is decreased to 667 MHz. This equals
detection rate of 593 Mbps. However, even this is not
enough to fulfill the detection rate requirement of 696
Mbps and lower clock frequency and more parallelism
are needed if possible.

4.2 LMMSE Detector
4.2.1 Architecture

The Q and R matrices are used to compute the LMMSE
filter W as shown in Fig. 17. Again, the operations per-
formed for every subcarrier are inside the grey boxes,
and the operations computed only once in a channel
coherence time are in the white boxes.

% LLR
— R RIQ" 3 Why (LLR|>

QT yT To

Fig. 17 The top-level architecture of the LMMSE receiver.

The inversion of the R can be computed using the
algorithm presented in [33]. Only adders and multipliers
are needed for the R™'QM and Wy blocks, and their
number depends on the number of antennas. All the op-
erations in the matrix-vector multiplication block WHy
can be performed in parallel. The LLR computation is
implemented using an approximated log-likelihood cri-
terion [34]. The post-processing signal-to-interference-
plus-noise ratio (SINR) py of layer k and Gray-labeling
of signal points are exploited instead of computing the
Euclidean distances between the detected signal X, and
the candidate symbols. The multiplications with a power
of two are calculated as shifts.

4.2.2 ASIC Synthesis Results

The ASIC implementation results for the LMMSE de-
tector are presented in Table 2. Similar pipelining of
subcarriers is used as with the K-best LSD. The la-
tency of the LMMSE detector in the 4 x 4 system was
possible to get as low as 35 or 40 cc, depending on
the modulation order. However, the gate count would
have been more than tripled and power consumption
would have been quadrupled. The inversion of R is the
most time consuming part in the LMMSE detector. It
needs to be computed only once in a channel coherence
time, and therefore its latency was increased to lower
the power consumption without degrading the through-
put latency.
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Table 2 The ASIC Synthesis Results

The whole detector W and Rx computation excluded
Detector Gates Power Latency | Energy/bit Throughput Detection Required
(kGE) (mW) (ce) (pJ/bit) latency (cc) rate (Mbps) | rate (Mbps)
4-QAM 4 x 4
LMMSE 335 42.1 225 3.1 1 6154
8-best LSD 136 44.6 69 87.7 14 440 116
16-best LSD 172 53.8 93 150.5 18 342
16-QAM 4 x 4
LMMSE 364 46.5 230 14.3 6 2051
8-best LSD 243 75.9 91 108.8 22 559 232
16-best LSD 278 92.2 544 549.6 97 127
64-QAM 4 x 4
LMMSE 407 52.0 230 13.7 6 3077
8-best LSD 611 219.8 499 343.7 76 243 348
16-best LSD 528 187.3 1001 757.4 161 115
4-QAM 8 x 8
LMMSE 776 124.3 2314 98.2 12 1026
8-best LSD 426 152.1 165 213.3 22 559 232
16-best LSD 347 112.6 1060 941.8 81 152
16-QAM 8 x 8
LMMSE 787 132.9 2314 50.4 12 2051
8-best LSD 941 304.1 240 324.7 38 648 464
16-best LSD 642 197.5 1438 832.7 97 254
64-QAM 8 x 8
LMMSE 1039 153.8 2314 59.5 12 3077
8-best LSD 1040 338.6 1895 657.6 98 377 696
16-best LSD 1242 408.4 2494 1496.9 177 209

The throughput latency for the LMMSE detector is
low, because only the LLR computation and the mul-
tiplication of the received signal with the filter are per-
formed for every subcarrier. Hence, the detection rate
requirement can be met even in the 8 x 8 system.

In terms of detection rate and energy efficiency, the
LMMSE detector would be the optimal choice even
though the LMMSE filter computation is time consum-
ing. For example, in the 8 x 8 system with 64-QAM,
2.4 GHz center frequency and 20 MHz bandwidth, the
LMMSE detector is able to process 282 TTIs at 3 km/h
mobile speed and 8 TTIs at 100 km/h during channel
coherence time. With similar assumptions, the 8-best
LSD would be able to process 34 TTIs at 3 km/h and
1 TTT at 100 km/h. One TTI at 20 MHz bandwidth
consists of 14400 data subcarriers taking the pilot over-
head into account. The PED computation and sorting
operations are time consuming in the K-best LSD and
have to be performed for every subcarrier, whereas the
slowest operation in the LMMSE detector needs to be
performed only once in a channel coherence time.

5 Performance—Energy Efficiency and
Performance—Complexity Comparison

The simulation and implementation results are com-
bined and the goodput as a function of the energy ef-

ficiency and the gate count is presented. The 20 MHz
bandwidth is considered when computing the goodput.

The goodput as a function of energy efficiency is il-
lustrated in Fig. 18 for the 4 x 4 system and different
correlation scenarios. Clearly the LMMSE detector has
the best energy efficiency, but cannot provide similar
goodput as the K-best LSD in the correlated scenarios.
In an uncorrelated channel with QPSK, the LMMSE
detector provides highest goodput at 0 dB SNR, but
requires 8 dB SNR in a highly correlated channel to
reach similar goodput. K-best LSD, on the other hand,
is able to handle the highly correlated channel and out-
performs the LMMSE detector. In a moderately corre-
lated channel at 14 dB SNR, the QPSK reaches better
goodput than the 16-QAM with better energy efficiency
for all detectors. Again, at 12 dB SNR in an uncorre-
lated channel with 16-QAM, the LMMSE detector pro-
vides similar throughput as the K-best LSD, but in a
moderately correlated channel 20 dB SNR is needed to
reach the same throughput with the LMMSE detector.
In a moderately correlated channel with 64-QAM at
24 dB SNR, the 16-best LSD has the highest goodput,
but as the SNR is increased to 30 dB, the detection
rate limits the goodput of the 16-best LSD, making it
the worst choice in terms of both, goodput and energy
efficiency.

The goodput as a function of the gate count is il-
lustrated in Fig. 19 for the 4 x 4 system in different
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Fig. 18 Goodput vs. energy efficiency for the 4 x 4 system.
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Fig. 19 Goodput vs. gate count for the 4 X 4 system.

correlation scenarios. The LMMSE detector requires a
high gate count due to the LMMSE filter computation,
but the modulation order has only a small impact on
it. The K-best LSD, on the other hand, has a smaller
gate count with QPSK and 16-QAM. Here we consider
the power consumption to be a more important factor
than the complexity, when evaluating the implementa-
tion aspects of the algorithms, but in real life devices,
the chip area is limited and has to be taken into account
when designing the wireless receiver.

The goodput as a function of energy efficiency is il-
lustrated in Fig. 20 and as a function of gate count in
Fig. 21 for the 8 x 8 system and different correlation
scenarios. As in the 4 x 4 system, the LMMSE detector
has the best energy efficiency and quite high gate count.
The goodput is computed with QPSK, precoding and
16 dB SNR for all correlation scenarios, and it is clear
that the uncorrelated channel is most suitable for the
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Fig. 20 Goodput vs. energy efficiency for the 8 x 8 system.
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Fig. 21 Goodput vs. gate count for the 8 x 8 system.

LMMSE detector. With moderate correlation and the
same SNR, the K-best LSD can reach similar goodput
as in uncorrelated channel, but with the LMMSE de-
tector the goodput is approximately halved. The list
size does not have a major impact on the performance
or complexity of the K-best LSD with QPSK, but af-
fects the energy efficiency significantly. With 64-QAM
the LMMSE detector cannot compete with the K-best
LSD in terms of goodput or gate count, but the energy
efficiency is superior. The low modulation orders could
have a large list size in terms of gate count, but when
the energy efficiency is also taken into account, K = 8
would be the better choice. The energy efficiency of the
LMMSE detector is superior, but there are only few oc-
casions where it is able to outperform the K-best LSD
and requires large area.
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The K-best detector with K = 16 is clearly too
complex and energy inefficient for handheld devices in
relation to the goodput it is able to provide with the 28
nm CMOS technology. As a conclusion, the list size of
16 is unnecessarily large for the 4 x4 system. It can offer
improved data transmission throughput with high mod-
ulation order, particularly when the spatial correlation
of the channel increases, but the improved performance
comes with the cost of significantly worse energy effi-
ciency and higher complexity. In the 8 x 8 system, the
16-best LSD can compete in terms of gate count and
performance, but the energy efficiency is poor.

If the receiving device is, for example, a laptop, and
does not have to monitor power consumption as care-
fully as handheld devices, the 16-best algorithm could
be used in challenging channel conditions with high
modulation orders. It has to be noted that the hard-
ware detection rate of the 16-best LSD can be quite
poor and limit the performance, even when the channel
conditions would be favorable for high data transmis-
sion throughput.

The results are obtained using one clock frequency
for all algorithms, because the generation of several
clock signals increases power consumption. Lower clock

frequency could enable more parallelism and faster schedul-

ing for some algorithms, such as the 16-best LSD, but
does not necessarily guarantee a better detection rate.
Also the area and energy efficiency results would be
affected. One option to optimize the latency of the al-
gorithms would be to choose clock frequency for each
algorithm separately, but this requires generation of dif-
ferent clock signals, which increases energy consump-
tion.

6 Conclusions

The detectors with the best goodput at 20 MHz band-
width in different correlation scenarios with the given
SNR are presented in Tables 3 and 4 for the 4 x 4 and
8 x 8 systems, respectively. Cases with and without pre-
coding are considered. The modulation order is given in
parenthesis. If the goodput difference between detectors
is no more than 3 Mbps, the one with better energy ef-
ficiency is chosen.

It can be noted that even though the LMMSE detec-
tor can outperform the K-best LSD with certain mod-
ulation orders in the low SNR regime (for example the
16-QAM in a moderately correlated channel and 4 x 4
system in Fig. 6), in that same SNR regime the K-best
LSD with a lower modulation order (QPSK) can pro-
vide higher throughput, and is therefore chosen instead
of the LMMSE detector (in this example the detection

rate is always greater than the throughput and there-
fore the goodput equals the data transmission through-
put). If only one modulation order was used for trans-
mission on the whole SNR regime, the LMMSE detector
could be used, for example, in a moderately correlated
channel at 10 to 15 dB with 16-QAM, 4 x 4 system and
precoding.

The transmit precoding increases the data transmis-
sion throughput at the low SNR regime, especially for
the LMMSE detector. This means that there are more
possibilities to use the simple LMMSE detector to de-
crease power consumption. It should also be noted that
due to the used precoding adaptation method, the pre-
coder sometimes degrades the goodput at high SNR,
which can affect the results, especially for the 8 x 8
system.

Table 3 The Recommended Detector in the 4 x 4 System

SNR Uncorr. Mod. corr. High corr.
4 x 4 no precoding
2dB  LMMSE (4) - -
10dB LMMSE (4)  8best (4)  8-best (4)
15 dB 8-best (16) 8-best (4) 8-best (4)
20 dB  16-best (64) 8-best (16) 8-best (4)
30 dB LMMSE (64)  8-best (64)  8-best (16)
4 X 4 precoding
2 dB LMMSE (4) LMMSE (4) LMMSE (4)
10dB  LMMSE (4)  8-best (4)  S-best (4)
15 dB 8-best (16) 8-best (4) 8-best (4)
20 dB  LMMSE (64) 8best (16)  8-best (4)
30 dB LMMSE (64) 8-best (64)  8-best (16)

Table 4 The Recommended Detector in the 8 x 8 System

SNR Uncorr. Mod. corr. High corr.
8 X 8 no precoding

4 dB - - -

10 dB 8-best (4) 8-best (4) -

15 dB 8-best (4) 8-best (4) 8-best (4)

20 dB 8-best (16) LMMSE (4) 8-best (4)

30 dB LMMSE (64) 8-best (16)  16-best (16)
8 x 8 precoding

4dB  LMMSE (4) - -

10dB  S8-best (4)  LMMSE (4) -

15 dB 8-best (4) 8-best (4) 8-best (4)

20 dB 8-best (16) 8-best (4) 8-best (4)

30 dB 8-best (64) 8-best (16)  16-best (16)

The performance and implementation results of this
paper demostrate that the LMMSE detector can mainly
be used in an uncorrelated channel. In other scenarios,
the K-best LSD is required to guarantee more reliable
transmission. The use of more accurate channel esti-
mation method, such as the MMSE filtering of the LS
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estimates, and different mobile speeds could change the
situation.

Only in a few occasions, the 16-best LSD outper-
forms the 8-best LSD. In the case of the 4 x 4 sys-
tem without precoding and an uncorrelated channel
at 20 dB, the difference between the 16-best LSD and
LMMSE detector is only slightly over 3 Mbps. In the
8 x 8 system with high correlation at 30 dB, the dif-
ference between list sizes 8 and 16 is significant, which
can also be observed in Fig. 10.

We have considered the case where all the possi-
ble transmit antennas are used with the lowest code
rate defined in the LTE standard. The use of trans-
mission adaptation, where the modulation, coding and
rank scheme (MCRS) is adapted based on the channel
condition, can bring new perspective to adaptive detec-
tion. The modulation scheme providing the best perfor-
mance at a certain SNR value is chosen every time for
transmission in Tables 3 and 4. Therefore, the K-best
LSD algorithm is mainly used. This means high power
consumption especially with the higher modulation or-
ders. However, as we have proposed in [35], the receiver
could choose to prefer the QPSK and 16-QAM constel-
lations and inform the transmitter to avoid the use of
64-QAM in transmission adaptation. This would im-
prove the energy efficiency, especially when the K-best
detector is used. The avoidance of 64-QAM is possible
because when the 16-QAM and QPSK constellations
are combined with a suitable coding rate and transmis-
sion rank, a similar throughput as with a MCRS using
64-QAM can be reached. However, this requires that
the receiver is able to handle higher coding rates. Also
the maximum data transmission throughput at high
SNRs can be reached only with the 64-QAM, in which
case the use of 64-QAM would be mandatory.

The main motivation for the adaptive detection is
the decreased energy consumption. The batteries of the
current mobile terminals seem to run out quickly, and
adding support for more than two antenna elements
increases the energy consumption even further, neces-
sitating the use of power saving methods. Adaptive de-
tection is one solution to enable energy efficient detec-
tion at the receiver. Two detector algorithms could be
produced on one chip and depending on the channel
conditions, the more suitable algorithm is chosen. In
the case of the K-best and LMMSE detectors, there
are some blocks that have similar computations, such
as the matrix multiplications, which could be shared
between the algorithms to decrease the chip area.

The detection algorithm selection criteria were not
discussed. Popular methods in the literature include
computation of the condition number or some other
metric [3,36]. Computation of a separate metric for de-

tector adaptation would require an extra calculation
block in the receiver, increasing the area and power
consumption. Therefore, some already existing method
used in the wireless receiver should be used if possible.
The impact of the power and cost of the QRD, HARQ,
Turbo decoding and computation of the detection algo-
rithm selection criteria on the adaptive detection would
be an interesting study item in the future. It could also
be studied how an adaptive system with two detector
algorithms compares to a system using only the sim-
ple LMMSE detection algorithm or a system with the
K-best LSD algorithm with one or more list sizes.
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