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Abstract

Securely sharing and managing personal content is a challgnask in multi-device environments. In this paper, wesigie
and implement a new platform called Personal Content Netiwgr(PCN). Our work is inspired by Content-Centric Netwiok
(CCN) because we aim to enable access to personal conteny isiname instead of its location. The unique challenge of
PCN is to support secure file operations such as replicatipdates, and access control over distributed untrusteidedevlhe
primary contribution of this work is the design and impleraion of a secure content management platform that suppedure
updates, replications, and fine-grained content-centtess control of files. Furthermore, we demonstrate itsbiiag through
a prototype implementation on the CCNx skeleton.

I. INTRODUCTION

Today, people carry various consumer electronic deviceb as digital cameras, smartphones, and laptops. Thesedtite
enabled smart devices enable botnsumerof published content angroducersof user-generated content. Content creation
has become very easy because anyone can post content uding.O\ols, e.g. YouTube, Flickr, Twitter, etc. As a result,
personal content is exploding: content is shared and staratlltiple places ranging from personal devices to clowdagie.

A recent report estimated that by 2015, terabytes of dathbeilin a person’s pocket and petabytes of data in a person’s
home [43]. Under these circumstances, it is very importariiave a system that seamlessly enables networking of @érson
content such that users can manage personal content acuitgsierdevices (including cloud storage) and selectivaihare
content with intended groups (e.g. family members, frieaosl colleagues).

The first step toward this goal is to introduce single pegsishaming over personal content across multiple devicesatse
the current generation of personal devices maintains ighgial namespaces in each device, content is closely tieddevize
(i.e. it is location dependent). As the amount of contentaases, content management becomes more difficult becaese u
tend to lose track of what files are located where. A unifiedvweath persistent naming will allow users to make location-
independent (or content-centric) queries where there ise@al to specify which device has the requested content Xaon@e,
Alice can access her favorite songs via a namdice/Music/My Favorites Similarly, she can share the collection to Bob by
simply telling him the location name.

This content centric approach is considered to be a keyreatuthe future Internet through Content-Centric Netwogki
(CCN), which replaces the conventional host-to-host csateons with name-based communications and providesresecu
binding between the name and data in order to thwart secatiacks. The name-based routing of CCN enables content
retrieval over a fully distributed network without spedify where the content is located because any nodes that have t
requested data locally answer the requiest [21]. While CCHN eviinally designed for large-scale content dissemamagor
potentially replacing the existing IP network), its keyrmmiples (i.e. name-based routing and secure binding) aceagdplicable
in the realization of secure personal content networkingweéler, due to scalability and performance reasons, COhsfieas
data and also caches data ontrusted deviceshat forward/store data properly and yet do not necess&eBp the data
confidential. In addition, CCN lacks the essential compomémpersonal content networking of secure content managgme
such as content updates and access control over untrusted.no

While secure content management is an active area of réseatbe field of distributed file systems, existing work has
primarily focused on host-centric trusted file systems; wsted file server handles user authentication and accessolcon
authorization, and then provides data confidentiality tiglo securing the communication channel (e.g. SES [27]). Whe
managing untrusted storage, the files must be encryptedier to assure data confidentiality, e.g. Cryptographic Silstem
(CFS) [4] and Plutus[]24]. However, such cryptographic ager systems cannot generally provide fine-grained expeessi
access control; for example, in Plutus, a file can only beyged using a single key. If a user wants to share the file with
more than two groups, it is not clear which key should be usedhfe encryption. A simple solution is to use a common key
for file encryption and to encrypt this key using each useublis key as in SiRiUS[[19]. However, this approach is lirdite
because the metadata size linearly scales with the numhesen$, and supporting more expressive access controffisuttif
because it only uses a single file encryption key. Moreober,existing cryptographic systems do not suppgecure binding
between the name and data and, as a result, the channel msestred in order to prevent man-in-the-middle attacks.
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Fig. 1. Personal content networking scenario: Alice and Baimage their personal content over multiple devices usitgies hierarchical, persistent naming.
Bob can share the content with Alice by simply passing thke (8ay, /Bob/My Doc/CS103).

In this paper, we propose the Personal Content Networki@NjRolatform and it provides a secure content management
mechanism over CCN, which enables secure replication addtap, as well as fine-grained content-centric accessatontr
We extend CCN to build a framework for distributed contennagement with replication and updates. Then, we propose and
implement asecure content-centric access contmoéchanism using the recently proposed cryptography td@dcattribute-
Based Encryption (ABE), which permits secure sharing oftesnwithin a group over untrusted devicés$ [3]. ABE supports
fine-grained expressive access policies called AttrilBgsed Access Control (ABAC). An owner can define a set oftaiieis
(e.g. college friends, CS219 team, family members, etad) then they issue a secret key for the assigned attributes to a
individual. Each file is encrypted based on the access pohN@yr the attributes using the owner’s public key. For a given
encrypted file and access policy, any user can decrypt thadileng as they have the secret key with the attributes thiafysa
the given policy.

While ABE was designed and has been used for seleatd-onlycontent sharing over untrusted storagée [49]] [50], this is
the first attempt to build a fully distributed personal sg@aystem that supports ABE-based fine-grained accessotuwritin
read-write operations over untrusted devices awture-bindindoetween the name and data. The primary contribution of this
paper is twofold.

o We design the PCN platform through significantly extendingNCin order to realize a secure content management

mechanism that supports secure replication and updategelass fine-grained content-centric access control.

« We build a PCN prototype through integrating the whole systsing FUSE[[16], which is a user level file system, and

we demonstrate that a user can seamlessly access and managyet casing PCN.

The remainder of this paper is organized as follows. We piteee design goals of PCN;Z). We provide PCN's basic
framework §3) and secure content management methgds (Then, we present the prototype implementati¢h) @nd the
preliminary evaluation result$). Next, we discuss some of the remaining issu&3. (After reviewing the related work®),
we conclude the papeg9).

Il. TARGET SCENARIO AND DESIGN GOALS

We use the following example to motivate the needs of petsmrdent networking. Bob has a number of smart devices (see
Figure[1): Internet TV, desktop computer, iPhone, WiFitgad digital camera, Internet fridge, and network attacktedage
(NAS). He has other devices at school (e.g. desktop compa#op) and also maintains a few cloud servers (e.g. Amazon
EC2). His personal content is currently stored across tpésges, and Bob had a difficult time tracking all these files: F
example, his friend Alice asks him to send the lecture maltefithe course that they took last year. He only remembets th
it is located in a document directory, but he forgets whickicke he put it on. He searches through his devices one by one:
laptop, servers, desktop computer, and NAS, and finds tligstored in his NAS at home. After locating the lecture mater



Bob feels a bit frustrated because the size is over 1 GB (eften @mpression) and he cannot send it via email. He calls
Alice saying he will give the files to Alice using a USB stick.

This example clearly illustrates the needs of Personal éxnitletworking (PCN) such that users can manage personal
content stored across multiple devices and selectivelyesbantent with intended groups. The design goals of PCN @an b
summarized as follows:

« Single persistent hierarchical namespa&ngle persistent naming of personal content will guidersiso have a unified
view of their personal content stored across multiple devi@ hierarchical namespace is essential because it has bee
reported that hierarchical naming significantly lessemsabgnitive overhead of locating files [26], [23], [10], [20]

« Social networkingUsers often want to share content with their friends. PCbufhleverage social networking aspects
through establishing and managing trust relationshipsrgnidends and through building an overlay network based on
these trust relationships for content sharing.

« Fine-grained access contrd?CN must provide fine-grained expressive access contesldble secure content management
over distributed untrusted servers that store/transfex geoperly and yet do not necessarily keep the data coniident

« Disrupted operationsBecause devices can go offline at any time, users should leet@beplicate files and files must
be automatically synchronized whenever the devices cortireoagain as in existing distributed file systerms! [4L].] [37]
[33].

o Security guaranteeBecause PCN manages distributed untrusted devices dednecer the Internet, it must be resilient
to well-known security attacks such as a denial of servitacks and false data injection attacks.

In the above scenario, PCN will allow Bob to easily locate thaterial (e.g. /Bob/My Doc/CS107) and to pass this link

to Alice. Bob does not need to examine each device, but simpgds to browse his namespace on any machine. Alice can
download the content using the link provided. In the follog;i we review CCN, which is a building block of PCI§3) and
demonstrate how PCN'’s basic framework can be built over CEN. (

IIl. BAsic PCN RRAMEWORK WITH CCN

In this section, we review the core components of CCN: (1) ingm(2) content reachability, (3) content retrieval, adl (
content-centric security, which are the basic buildingch®of PCN's underlying content retrieval. We discuss hoviNRiDilds
a web of trust and an overlay network based on social relstips, because the key functions of personal content nkimgpr
is to share content among friends.

A. Background: CCN review

Naming CCN names a file with a user friendly, structured, effedyidiecation-independent name. Each file is divided
into multiple segments. Consider the following example aatparc.com/music/abc.mp3/v3/d8ere, ‘parc.coni is a globally
routable name (called a prefix)mMusic/abc.mp3is a local name in parc.coni, “v3’ is a version hame (represented using a
timestamp), ands0’' denotes the segment number.

Content reachability In CCN, a prefix owner announces their prefix to the entirevodt. For example, Alice from
“parc.coni announces her files agparc.com/Alicel from her laptop. Each node in the network broadcasts thentieg
prefix to its neighboring nodes. Whenever a node receivepitbfix, it establishes a backward pointer to the sender in its
Forwarding Information Base (FIB) for that prefix. Contemtréachable to the prefix announcer as any content requestkcan
routed by following the backward pointer in the FIB.

Content retrieval Content retrieval is pull-based as in HTTP (i.e. get anghoaese). A user sends a request (via an Interest
packet), and any node that has the requested content inces$ dtorage (or cache) can respond to the request. For a given
prefix, the Interest packet is forwarded along the reverdle fgsvard each data source through following the backwaidteo
in the FIB. Whenever a node receives an Interest packet,réaelbrumb information (i.e. the backward pointer to theviones
forwarder) is stored in the Pending Interest Table (PIT)em;ithe corresponding data packet will be delivered acongrih
the reverse path in the PIT.

When forwarding an Interest packet, CCN uses the longedixpmatching algorithm; i.e. in the FIB, a node finds the
longest prefix entry that has the largest number of leaditigrie matching those of the content name in the Interestgtack
For example, Alice’s desktop hagAlice/my music/peppé€l/ and Alice’s laptop has fAlice/my musicl. When Bob accesses
“/Alice/my music/pepper/abc.mip3t matches the prefix entry of/Alice/my music/peppet/and the Interest packet will be
delivered to Alice’s desktop.

Content-centric securityCCN supports secure binding between the name and contdlgd content-based security) where
protection and trust travel with the content itself][21]. Tis end, CCN uses asymmetric cryptography: the content is
authenticated with digital signatures, and private canigiprotected with encryption. Each data packet contaiesotliner’s
signatureP, Signp (N, C'), which covers the name (N) and content (C). This conteneédbascurity is critical because content
can be cached in untrusted intermediate nodes. For key raareag, CCN can use a traditional certificate-based public ke
infrastructure (PKI) or a Web of Trust (e.g. PGP).



B. Naming in PCN

The current generation of personal devices use rigid andk weaaing of the form “hostname:path”. The key problem is
that content is tied to a host, which makes personal contamagement non-trivial, particularly when a user interagth a
number of devices (e.g. laptop, desktop computer, smanghiocluding cloud-based storage services (e.g. Droplfoxiser
must track what files are located in which devices/servicesdecide how to migrate/replicate/update the content.

In PCN, we define a single persistent hierarchical namesfmceach person. It is known that global namespaces are
politically and technically difficult to implement (e.g. %09 [47], PEM [36]). Thus, we use the local decentralized espaces
of SPKI/SDSI [8]. Each person has a public-private key paiwverify the identity of the sender (sign/verify) and to eresu
privacy (encrypt/decrypt). The relationships among ugeRCN are considered to be flat, and it is sufficient to use thsip
key as an identity. Nonetheless, there are cases wheredhima naming is useful, e.g. a group of users has a set of sub
groups. In SPKI/SDSI, a user can define a local namespacdlawspa user's keyK followed by a single identifier (which
is distinct within the local namespace). For example, Ahes a keyK, and makes her own name ak; Alice”. A study
group with keyK, can name its sub-groups a&; subl” and 'K, sub2”. If a sub-group has multiple smaller groups inside,
that group can name those groups similarly; for examplel sulwo internal groups (ssgl and ssg2) can be namedsgs “
subl ssgl” and K, subl ssg2”. Note that a local name is globally unique bectheseame contains the public key of the
user. Moreover, each user can make signed statements efltitas nameswhich allows anyone to certify a key via a web
of trust [8].

Given this, the data name has the foiWn= P : L, whereP is the user name (or its cryptographic hash), éanid the label
representing the location of data in the hierarchy, e.gcefdi music can be denoted a&<", Alice/music’. PCN’s naming
can be used in CCN with minimal modification as CCN uses hibiaal naming (e.g./parc.com/test.t¥}. As in CCN, each
device advertises the content reachability informatiaoulgh broadcasting the name prefix of the content that iedtor the
device. For example, Bob’s laptop will advertisg; Bob/my doc/, and his iPad will advertise/K;, Bob/my music/Beatle’s/
For the sake of brevity, hereafter we will uabbreviated namewithout a public key, e.g./Bob/my musici.

C. Trust management in PCN

Each PCN user has a private-public key pair that is used tmaldfieir name. When a new device is purchased, this
information must be securely installed in order to initialithe PCN service. Moreover, for content sharing with @haruser
must establish a trust relationship through securely exging public keys (e.g. how does Bob make sure that the keyngsl
to Alice?). Nonetheless, trust relationships do not nenéggguarantee data confidentiality. For both device atitation and
trust establishment problems, secure key distributiohéscritical issue. Users can use USB sticks or local/wida astworks
for key exchanges. The latter is less secure than the folmeeguse it is vulnerable to man-in-the-middle attcks.

A simple method of avoiding the attack is to use another sechannel. Alice can show (or read) her public key to Bob
(e.g. via physical presence, SMS, email, voice commurnafietc.). She can ask Bob to verify whether his key matdies t
received key. Given that verifying a large number is labesiand can be erroneous, Ellison et [all [11] proposed an apipro
where the keys are represented in color bars so that users@aneasily verify the key. In Unmanaged Internet Architeet
(UIA), multiple choice questions are used to reduce the'sigmirden [15]. For example, Alice sends her multiple choice
guestion to Bob, and Bob sends his question to Alice. Aftdvisg each other’s question, they exchange the hashed sralue
of their answers (and both keys), hoping that the attackenatasolve the questions and thus fail to control the comte&ns.

However, this approach is also vulnerable to man-in-theeihei attacks because a malicious user can perform a dicgiona
attack. The attacker knows both keys and the multiple chgigsstions. They can easily find the answer through computing
a hashed value for each answer choice and comparing thie wath the received answer. Like UIA, we use multiple choice
guestions, and yet we solve the man-in-the-middle attairigusllison’s approacH [13], which is based on Pedersenérlimck
protocol [34]. Given that the secret (i.e. the answer of atiplel choice question) i&, one chooses a random valueand
then computes = ¢g“h" mod p, wherep is prime, andy andh are generators of the groupnod p. Alice and Bob generate
their own numbers and exchange these values, i.e. Alicergese 4 = ¢**h"4 mod p, and Bob generatesg = g*sh"5
mod p. The attacker cannot infer the value @wfand must use a random value to finish the transaction, which effectively
thwarts the dictionary attack.

D. CCN overlay construction

Trust management among friends can be used to form a soti@brie This social relationship is used to create an overlay
network for content-centric networking (CCN). Wheneveridentity introduction occurs, the corresponding persatelices
also exchange IP addresses and join the overlay networlh Bewice maintains a peer list that contains the IP addresses
and port numbers of other devices. For a given user, thenitides the user's own devices and direct friends’ deviges.

1An attacker can eavesdrop on the channel and make indepermtamections with the victims and then relay messages leetviee victims making the
victims believe that they are talking directly to each otbeer a private connection, when in fact the entire convensdas controlled by the attacker.



example, Alice’s laptop has a list of all her devices andtadiBob’s devices. These devices periodically check théatvitity
of neighboring devices in order to maintain the overlay mekw This is further discussed on a device hidden behind a NAT

in (§87).
IV. SECURECONTENT MANAGEMENT

In this section, we first illustrate file replication and sknenization, and we justify the need for prefix protection in
replication. Then, we present details about content-temtrcess control, followed by an illustration of remote teon
management and a discussion of key revocation.

A. Replication

PCN supports both file- and directory-level replicationvgsrs. Replication is straightforward because a user simpeds
to republish the fetched content into the local CCN clien€pository. Then, the prefix of the file is announced so that th
other nodes can also fetch the file. For example, Alice hasfdwarite song in her laptop and it is located d#lice/my
music/pepper/abc.mp3She simply downloads the file from her desktop computer @sic the local CCN client in her laptop
to replicate the file. Now, both her laptop and desktop coensuannounce the prefiXAlice/my music/peppét/ However,
directory replication requires more attention becauseiit&ins a set of entries each of which associates a name \pibimger
to a file or subdirectory. If directory replication is reqtexh the local client recursively fetches all associatedfiubdirectories
to the local repository. For example, if Alice replicatéglice/my musicl in her laptop, the local client downloads all files
from her remote desktop computer and then announces the& ft&fice/my musicl.

Note that in PCN, applications can access files withoutcaptig them. Recall that a CCN node has a two-tier data loleyar
a local cache (in memory) and a local repository (on a disk].[E a requested file is not present in the local cache, itallo
repository is examined. If that fails, an Interest packdt & issued and the file will be fetched from a remote node. The
fetched file will be temporarily stored in its local cacherfravhich applications can access it. Through doing this, ligca
can improve the accessibility. Note also that a user shoeldlde to navigate the namespace (e.g. the UNI¥ommand).
By treating a directory as a special file, PCN collects thedory entries from the devices using a procedure similahab
of finding the latest version of a file in CCN.

B. Synchronization

PCN provides “eventual consistency” in that all replicasrdually converge to the same version given sufficient ngessa
exchanged among the participating devices (i.e. a file vhighfteshest timestamg) [37], [33]. Eventual consisteney vadely
used consistency model in disruption-prone mobile envirents.

Whenever a replicated file is updated, a new version is algatreafter (timestamp). Each replicated file has an assati
version vector that tracks its update histdry![3[].|[32] ohder to create an alert for this event, the node that makespdate
will re-announce the corresponding prefix with a modificationark, which is a special type of prefix announcement that is
used for the update notification. The prefix announcement@sitains detailed information of the updated file, inahgdits
name, the current version, and the version vector. For sgnctation, the local client compares the version vectaheflocal
replica with that of the updated file. If the updated file idcsly newer than the local one, its version vector will doatie;
the local client fetches the updated file and replaces thal fide in the repository. If two version vectors are not eqaadl
neither one dominates, an update/update conflict occumittfimatic merging fails, PCN notifies the user that a conffiact
been detected. The user will be presented with a revisidoriisncluding authors, dates, and versioned content. lefisto
the user’s discretion to resolve the conflicts and mark theesd as merged. Note that whenever intermediate nodeshear
modification announcements, their local caches are examinerder to determine whether there are matching files, bhad t
matched files (or data packets) in the caches are invalidated

Synchronization of a replicated directory needs a speeiegd.cAlthough the modification operations are limited toiadd
new entries or deleting/changing existing entries, a thirgaeplica can be modified from multiple places, which esuseveral
well-known synchronization issues such as insert/deletbiguity, remove/update conflicts, and name conflicts [2B]][ In
PCN, we adopted the existing solutions used in the Ficus ygeem [37], [32].

When a node re-joins the PCN network after a disruption, st fihecks its neighbors to find any missing prefix announce-
ments. As will be seen, a PCN user has a reserved namespasevioes, namely/tlev, and devices are accessible through
this name, e.g. Alice’s iPod is namedAtice/dev/iPod. For prefix announcement synchronization, each deviceestthe
received prefix announcements in a designated place, egge’AlPod has /Alice/dev/iPod/receivegbrefiX’. This allows the
node to search for the updates of the files located in its Isiwahge. If the node finds a prefix with a modification mark, it
performs file synchronization as described earlier.

Note that in PCN, nodes fetch the updated file for synchrdiozalf the size of a file is large and only a small part
of the file is updated, fetching the entire file will waste thenbwidth. A simple solution to this problem is that a node
generates/publishes a delta file (e.g. using a diff file) atlides a link to the delta file in the prefix announcement.



C. Prefix protection

Thus far, we have assumed that any node can replicate thentcartd announce the name prefix. After replicating the
content, however, malicious users can launch an attackighronundating the network with fake update announcem&as!
nodes could waste considerable resources managing thesegdates. Given that CCN does not manage updates, thieprob
is unique to PCN. In order to manage this, we impose a restithat the prefix announcement must be signed by the prefix
owner. This technique is a reasonable approach becaustepgpijeally want to have full control of their namespace dhe
locations of files in a multi-device environment. A simil&chnique is used in a secure BGP where each prefix is signed in
order to prevent prefix hijacking where an attacker has glaoti full control of the named prefix[25].

In PCN, a prefix announcement is augmented to include a signahat certifies the prefix ownership. Furthermore, we
implement the ownership delegation such that an ownerfiesrthat a named user is allowed to announce the named prefix
through issuing a prefix certificate. For example, Alice cue a certificate to Bob that he can announce the pri&lic&/my
doc/proj/”. Intermediate nodes can verify that the certificate isdrand that the prefix announcement originates from Bob
(similar to data packet validation). Bob can update his lloeplica of Alice’s file, and the update will be automatigall
propagated. Note that it is possible for the attackers tfopmra replay attack where a CCN speaker replays a prefix that i
has previously heard. This problem can be mitigated thradyting an expiration timer as in S-BGP_[25].

D. Content centric access control

Access control in personal devices is primarily host-gentn Identity-Based Access Control (IBAQ) [40], a user ffilegs
into the system (authentication) and then accesses filesl lmasthe permissions in the access matrix (authorizat8®#I/SDSI
supports Role-Based Access Control (RBAC) where permissiio the access matrix are tied to roles [8]. SPKI/SDSI is als
host-centric because it assumes trusted servers and iasg@nnels, i.e. an individual must first set up a securer@igasing
SSL) to prevent man-in-the-middle attacks, and the sereefies whether a requester’s key is on the role-based ACL [5]
However, in PCN, host-centric access control is not sugtddgcause the channel is not secured but the data itselfuseskc

In PCN, we needontent-centric access contrale. the access control of content is self-contained ambigdied to a host.

A simple solution is to encrypt the content using the rea&veublic key and to define a specific name for the encrypted da
that is meaningful to the receiver. The encrypted contentloa placed on untrusted servers because others cannoptecry
the content. If a file needs to be shared with multiple peaplepommon key is used for the file encryption, and this key is
encrypted using each user’s public key|[19]. Then, the gated/keys are included in the metadata of an encrypted fitethan
entire content (metadata + encrypted file) is published. él@n this approach has several limitations. Supportimyessive
access control is difficult because it only uses a single fileygption key. If multiple keys are used, the metadata sieeally
increases with the number of users/groups. More impostaotice the content is published, the owner cannot give adces
other users; that is, the owner must republish the origitealaind include additional users.

In PCN, we solve this problem using Ciphertext-Policy Attiie Based Encryption (CP-ABE), which permits secure sigari
of content within a group across multiple untrusted serf@[sABE is the key enabler for Attribute-Based Access Cohtr
(ABAC) where access decisions are based on the attributexiaged with individuals. First, each user generates ak AB
public key (PK) and an ABE master key (MK). A user can definetao$eattributes (e.g. college friends, CS219 team, family
members, etc.) and an access policy using Boolean formulgéhéo attributes. This allows a user to perform fine-grained,
expressive access control. The user assigns a set of @it each user and then issues a secret key corresponding to
attribute set, i.eSecret Key (SK) Generation(MK,,Syhere M K is the master key and is a set of attributes assigned to
the user. A file can be encrypted using the public key and aquelcy, i.e.Encrypt(PK, M, A) where PK is the public key,

M is a message, and is an access policy. Here, any user can encrypt the file ubiegublic key. Furthermore, any user
who has a secret key with attributes that satisfy the polay decrypt the content, i.8ecrypt(PK,CT, SK)where PK is the
public key,CT is the ciphertext, and K is the secret key [3]. In ABE, the metadata size does not lipéacrease with the
number of users/groups because its metadata only cont@nactess policy information whose size scales with the eumb
of attributes. Moreover, the owner can still issue atteébkieys for published content without republishing the conte

Assume that Alice would like to selectively share her musdtlection, “/Alice/my music/rock This content is digitally
signed using Alice’s publisher key and is published undet tramespace. For access contrélgtl Hot Chili Peppefsis
encrypted with the attributecbllege friends “Incubus is encrypted with both €ollege friendsand “CS219 tearhattributes
because Alice discussed Incubus with her teammates and warghare the songs with them only. Bob is Alice’s college
friend, and Alice issues a secret key for the attributellege friend§ Cathy is Alice’s CS219 team mate, and Alice issues
secret keys for the attributes o€dllege friends and “CS219 teart Bob can decrypt Red Hot Chili Peppers while Cathy
can decrypt bothRed Hot Chili Peppefsand “Incubus’

In PCN, an owner of a file can set access permissiormead andwrite using separate access policies (as used in ABE).
The resulting access modes in PCN asad-onlyand read-write the write-only mode is not suitable for personal content
networking. Access modes can be also used with directory ifileorder to limit access of a directory listing. As shown in
Figure[2, the PCN payload contains the following fields: @ad-access policy, (2) write-access policy, (3) writefyetey



(1) Read-access Policy (2) Write-access Policy

E n CA B EWRITE-ACCESS PoLicy

(3) Write-Verify Key (4) (Write-Sign Key)

(5) EnCABEREAD—ACCESS Poucv(Data)

(6) SignWRITE-SIGN KEV(S HA' 1 ( E n CAB EREAD»ACCESS Poucv( Data ) ))

Fig. 2. PCN’s file data structure for secure content centrgess control

(public key), (4) write-sign key encrypted using ABE with itgraccess policy, (5) actual data encrypted using ABE with
read-access policy, and (6) write signature (optional).\viAgte access control, a file owner issues a private-puldicpair that

is located in fields (3) and (4). The write-sign key is only essible to those who have write permission because the-sigite
key is encrypted using ABE with the write-access policy. Wieer a file is updated, the file is encrypted using ABE with
the read-access policy. This legitimate modifier then rebdswrite-sign key through which it generates the signatirthe
updated content, which is placed in field (6). Then, this tgdaent is notified to all nodes that replicate the conteatavi
prefix announcement with a modification mark. The replicaesodill then fetch the updated content and verify whethes it i
modified by legitimate users who satisfy the write-accedeyd\ote that in our prototype implementation, we use syetnn
encryption in order to reduce the overhead of encryptingigeing the content, i.e. the content is encrypted using A&nd
ABE is used to encrypt the AES key.

E. Replica management

A user may want to know what files are stored where and wishpficege files to remote devices. Regular content browsing
such as the UNIX commanid does not tell users in which device the files are located. &plica management, PCN reserves
a special directory for devices, namely thielév' directory through which a user can freely name their peasatevices.
For example, Alice’s iPad can be namet\lice/dev/iPad. Furthermore, each device announces its device name prefix
device-to-device communications over the CCN.

Similar to the device communications through files in UNIXe tuser can write a replication command to a reserved device
file, e.g. Alice/dev/iPad/.cmt After updating the file, its prefix will be announced to thetwork, and the target device
is notified of the update. Then, the device will synchronize file by fetching the most up-to-datectnd file. The device
finally executes the replication command as specified in teeNiote that for security purposes, PCN restricts this fiomcso
that only the prefix owner can update the device files, and the $hould be signed using the owner’s private key. Multiple
concurrent requests can be managed using serialized spoased on timestamps. Delayed execution is not permittdd an
requests expire after a threshold period of time.

F. Key revocation

PCN primarily uses the following keys: a personal publicgie key pair, group public-private key pairs, and ABE keys
Secure key distribution can be assured because PCN usesctire gdentity exchange mechanism and relies on an SPKI/SDS
style web of trust. Any intermediate nodes will be able torectly acquire public keys that are then used to validates#dueire
binding between the name and data. While we can leverage ©€seture key distribution, we must be able to appropriately
handle key revocation scenarios for a public-private key @ad an ABE attribute secret key.

If a user’s public-private key pair is compromised, the &mng key pair can be revoked through the prefix announcement
with a revocation mark that is similar to a suicide note in P28]. Recall that in CCN, we added two additional prefix
types of modification (for update notifications) and revawat(for revocation naotifications). Then, the user will geate a
new key pair and distribute the public key via the securetitieintroduction process, which guarantees that attesckannot
impersonate potential victims. Note that the same proedan be used to manage the case where a group’s publiceprivat
key pair is compromised.



If an ABE attribute secret key is compromised or the ownertwado revoke a specific attribute, the owner must revoke
both the master key and public key because CP-ABE does netder@ mechanism for revoking an individual attribute.
While CP-ABE has a single attribute revocation through tdditgon of a timer attribute for each attribute, this appoa
is less practical because it complicates the overall sysf@mthe owner must periodically issue keys and all files nhest
re-encrypted with new attribute sets, and (2) a tamperfprioak is required to ensure the security guarantee.

Whenever the master key and public key are revoked, the omuest re-encrypt all files. However, this process is very
expensive. In order to reduce the overhead, we employ theré@mcation scheme proposed by Kallahalla et[all [24]. kénli
the compromise of a public-private key pair, that of an ABFilatte secret key is less serious, as long as the revoked ase
attacker) only has read-only access rights: the revokedaasaot remove or update files. In this scenario, it can gdiydre
assumed that the revoked user has read and copied all fikg, iarstill acceptable for the user to read unmodified or ealch
files. However, the lazy revocation ensures that the revaigeds are not able to reagbdated filesthat is, the updated files
will be re-encrypted with the new ABE public key.

Note that it is also possible for users to immediately revakekeys and re-encrypt all files. In this case, the user must
undergo a series of steps: (1) re-generate a new ABE key Zeinalidate all cached files via prefix announcement, (3)
remove the replicas from multiple devices, and (4) re-epicayl files and re-distribute the replicas.

V. RELATED WORK

Distributed Peer-to-Peer file systenfi®esearch on distributed file systems for mobile envirortsleas been primarily directed
toward extending the existing client/server-based filéesys to manage node mobility and network disruption [372],[483].

A common technique is to use optimistic file replication amdraual consistency. BlueFS[31] extends the client/sdrased
file system through focusing on power management to saveygmemobile devices. Compared with coda (i.e. a distributed
file system), BlueFS substantially reduces the file systearggnusage and provides up to three times faster accessdo dat
replicated on portable storage. EnsemBIlu€ [35] builds uploeFS and provides a consistent view of all files locatedsr
multiple devices with heterogeneous device capabilitiea Belf-organized manner. EnsemBlue supports namespaasit)i
through translating between its distributed namespacetl@docal namespaces of consumer electronic devices. thefur
supports extensibility through persistent queries, wiigch robust event notification mechanism that leverages tidenlying
cache consistency protocols of the file system. FiCus [3&k wsflexible peer-to-peer (P2P) model for optimistic regian
where all replicas are equal and can propagate updates thalt replicas. It has also been reported that Ficus rgliabl
detects all possible conflicts. Baydu [45] is a P2P weaklystiant storage system where clients are able to conneciyto a
available server to perform reads and writes. In order t@pstt@utomatic conflict detection and resolutions, it usgsentropy

for consistent management and supports a database lanfpradata retrieval. lvy extend a multi-user read/write P2E fi
system[[3D]. A detailed survey of P2P file sharing has beeseptted in this survey papér [7].

Several systems have been designed for multi-device emaeats. Unmanaged Internet Architecture (UIA) provide®ze
configuration connectivity among mobile devices throughspeal names [15]. Unlike the existing work, UIA assumeg tha
each device has its own persistent namespace, and a usetrauksall files located across multiple devices. In confrast
Eyo [44] offers a device transparency model in which useesnand manage their entire data collection of all devicesuin
periodically flooding metadata everywhere. PersonalRAIP) supports optimistic replication at a volume level, ancabile
storage device is used to provide the abstraction of a sicgfierent storage name space that is available everywhsde, a
it ensures reliability through maintaining data redundaoe a number of storage devices. Footlodse [33] is a useeeh
data store that can share data and reconcile conflicts adnesse devices. Footloose supports application-spemjfiinistic
replication with eventual consistency (e.g. address hp@hsl yet it uses a persistent flat namespace (called Objectl

Wide area P2P storage systerii¢ide area P2P storage can be classified based on the ovedetyee: (1) a structured system
(e.g. PAST[[1P], CFS, lvy) forms a structured overlay netwosing a distributed hash table (DHT), and (2) a structess-|
scheme (e.g. Gnutella and eDonkey) forms a structure-lessday network where the overlay links are arbitrarily &dithed.
Unlike unstructured P2P networks, DHTSs provide bettergrenfince for searching for items over a large number of isted
nodes, and they have been widely adopted to implement wateR2P storage. Most P2P storage systems assume wireaktntern
scenarios and support strong consistency, which is lesabdifor personal content networking. As a recent worktHelea
focuses on semi-static peers with strong network connigctand a partially persistent network state. In a semikstBRP
network, peers are likely to remain participants in the mekvover long periods of time (e.g., compute servers), ard ar
capable of providing reasonably high availability and mwe-time guarantees [14].

Decentralized access contrdihe following concepts are closely related: user autlkatitin, access control authorization, and
data confidentiality. Existing access control systems @nléssified based on their authentication method. When AlSW$
(UNIX's default) and Kerberos are used, systems mostly ipWNIX-style ACL (e.g. Network File System (NFS), Andrew
File System (AFS), xFS[48]). When public key cryptograpbyuised, systems typically support either UNIX-style ACL
(e.g. SFS[[2]7]) or certificate authorization (e.g. DisCE8]J2These systems assume tfil servers are trustworthybut the
network is not secure; thus, data confidentiality is guaeahtthrough securing the channel (e.g. SSL). If the serversiat
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trustworthy, we can either rely on other semi-trusted ssres in Cobalt[[46] or use cryptographic encryption to pnese
data confidentiality as in Cryptographic File System (CF8) Plutus [24], and SiRiUS[19]. A detailed survey of recent
decentralized access control has been presented in thisyspaper[[2D].

In the CFS approach, authentication is typically undemalising public key cryptography where a user’s public key is
used as an ID, and a digital certificate is used for authdigitaCFS uses a single key for encryption (coarse-grainegl,
directory/volume) and is dependent on the underlying filstesy for write authorizatiori [4]. Later variants use a lozkio
protect the keys (with more fine-grained access control)iattdduce several mechanisms for verifying the write opierns
without depending on the underlying file system][19],]1[24].darticular, SiRiUS[[19] assumes that the network storage i
untrusted and provides its own read-write cryptographaeas control for file-level sharing. It permits a file to be rslolby
multiple individuals or groups using a common file encrypti@y that is encrypted again using each user/group’s plbiic

Given that Attribute-Based Encryption (ABE) is designegtovide fine-grained, expressive access control, sevrigtirg
works have used ABE faread-onlycontent sharing over untrusted storagel [49], [50]. &mtjgular, Yu et al.[[5D] used a
key policy ABE (KP-ABE) to provide privacy-aware contentasing over untrusted cloud storage and Proxy Re-Encryption
(PRE) to delegate the task of re-encryption on cloud servehsle PCN is considered to be a cryptographic file systerfiken
existing systems, PCN provides fine-grained expressivesaccontrol using CP-ABE in a fully distributed environmaiith
untrusted nodes and it allows file owners to set up expressae and writeaccess policies based on attributes (e.g. college
friends, family members, etc.). Furthermore, none of ttmeahentioned systems providecure bindingoetween the name
and data; thus, the channel must be secured in order to preanin-the-middle attacks.

VI. PROTOTYPEIMPLEMENTATION

We implemented a PCN prototype in the Linux and Android platfs, and further integrated the prototype with FUSE,
which is a user-level file system to support legacy applicetiin Linux. As shown in Figurgl4, the PCN tools inclugen-
init, pcn-intro, pcn-abe-encand pcn-broswer The ccn-overlaytool maintains the CCN overlay network. Tipen-fusetool
implements the basic VFS file operations, which supportdeggplications.

As depicted in Figurel4, a PCN user first initializes a perbnamespace using thpen-inittool. This tool generates a private-
public key pair and prompts the user to name their namespaeckey pair must be securely disseminated to the other palrso
devices. The tool runs a local area rendezvous tool to lauidter devices on the local area network and installs the @y p
securely. The device information will be reported to the C@Mrlay client that configures its local CCN daemon (CCNL)) [6
Because the current CCNx codebase only supports manuailfignoed, static network topologies, we implemented anlayer
network client (callecccn-overlay that builds and maintains an overlay network based on kog@tionships. Whenever the
network topology changes, an overlay client uses extelwrahtands to reconfigure the local CCND. The prefix announcemen
is disseminated through the overlay clients because threru€CNx codebase does not fully support the prefix annouané
feature. Each client periodically exchanges ping messtagesrify whether its neighboring nodes are alive. Recalt the have
three types of prefix announcements, i.e. regular prefix,ification, and key revocation announcements. Besides thieale
initialization, users can establish a trust relationstsmag thepcn-introtool, which is based on UIA's device management Ul
tool [15].
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Fig. 5. Content management togch-browsey. The left panel is a namespace browser, and the right parkeireplicated namespace at a specific device
(DesktopHomeé. By right clicking the file Music2.mp3, a user can see the replication status across differemtegev

In PCN, non-privileged users can mount a namespace into kbeal user directories, and the legacy applications can
seamlessly access the files in the PCN namespace. To thisvengse FUSE, which is a loadable kernel module that allows
non-privileged users to create their own file systems wittegiting the kernel code by running file system operations in
the user space while the FUSE module provides a bridge to dhelakernel interfaces. We implemented key virtual file
system (VFS) operations in thpen-fusetool: getattr, getdir, mkdir, rename open release read, andwrite. In particular, when
an application reads a file, our user-level module downladusks through CCN. When a file is modified, we restrict the
modification to being committed to its local repository (avneersion is created) only if the file is finally released. There
pcn-fusetool sends the prefix announcement with a modification maaktivé ccn-overlaydaemon.

For content management, we implemenpet-broswerthrough significantly modifying thecnbrowsertool in the original



| | MKsetup] SK:i5 | SKi10 [ SKi15 |
Laptop | 166(X0.2) | 531(@0.4) | 913(0.2) | 1343(1.9)
Mobile | 354(£0.9) | 2068(£0.5) | 39810.5) | 5947(-0.3)

TABLE |
CP-ABEPERFORMANCE OFLAPTOP(L) AND NEXUS ONE (M) IN MILLISECONDS: MASTER KEY (MK) SETUP AND SECRET KEY(SK) GENERATION
WITH k NUMBER OF ATTRIBUTES

1KB 10KB 100KB 1MB 10MB 100MB
[D2L] CCNX retrieve | 1152 @0.4) | 1225.8(E1.0) | 141062.5) | 2102.2¢2.3) | 11085.4(£16.3) | 80593.8(:139.1)
Local ABE pri-key 8.2(0.1) 10.26£0.1) 9.8(0.) 9.4(X0.2) 13.6(£0.1) 16.6@0.1)
Remote ABE pub-key| 358(0.1) | 343.6@0.1) | 346(0.2) | 348.6@0.2) 346.4(0.2) 348.4(0.1)
AES key decrypt 37.8@0.3) | 37.70.2) 37.8@0.4) 36.8(0.9) 37.3@0.5) 37.1@0.5)
Content decrypt 1.0@0.1) 1.0@0.1) 3.2(£0.1) 35.0(£0.2) 380.2(E1.6) 3946.76-0.9)
[L2M] CCNX retrieve | 784.8(E0.5) | 973.6@0.9) | 1157.8(t0.5) | 2273.24.3) | 10751&18.5) | 106752.6{154.6)
Local ABE pri-key | 37.6@0.1) | 39.6(0.1) 38.6(0.0) 37.6(0.1) 39(x0.0) 39.4(£0.1)
Remote ABE pub-key| 527(0.5) 533(£0.2) | 532.2(E0.2) | 536.4(0.2) 538.8(0.1) 539(£0.1)
AES key decrypt 425.8(:0.4) | 428.6(:0.3) | 428.1¢0.8) | 427.1¢1.3) 425.6(3.3) 433.6(6.1)
Content decrypt 2.10.1) 19.9¢-0.3) 120.0€-0.2) | 402.0€:1.1) 3414.9¢:-2.3) 20713.4¢:5.3)
[D2M] CCNXx retrieve | 706.4@0.1) | 914.2@0.6) | 1146.2(:0.3) | 2096.2(-1.1) | 10259.4{:26.6) | 96724.2{-218.5)
Local ABE pri-key 35(0.1) 36.2(0.1) 37.6(0.1) 38.6(0.1) 39.2(0.1) 39.60.1)
Remote ABE pub-key| 532.4¢E0.1) | 425.8€E0.1) 433(E0.1) 432.4@0.1) 431.8@0.1) 431.4@0.1)
AES key decrypt | 427.1@5.3) | 419.6@7.1) | 429.7/t7.3) | 435.1¢-10.1) | 429.3@6.1) 435.8@11.3)
Content decrypt 2.40.1) 18.1&0.4) 128.0&:0.1) 387.1&1.3) 3371.1¢2.5) 21001.4&4.1)
TABLE 1l

BREAKDOWN OF RETRIEVAL TIME (IN MILLISECONDS) OF A FILE. D2L: DESKTOP COMPUTER TALAPTOP; L2M: LAPTOP TONEXUS ONE; D2M:
DESKTOP COMPUTER TONEXUS ONE. EACH RESULT IS THE MEAN OF FIVE TRIALS WITH A95% CONFIDENCE INTERVAL. EACH TRIAL WAS RUN BY
SETTING THECCN CACHE S1ZE TOO (CCND_CAP=0)AND RESTARTING THECCND BETWEEN EACH RUN IN ORDER TO RESET THE LOCAL CACHE

CCNx codebase (see Figlie 5). Tien-browserttool allows users to browse any namespace and also displayiet locations.
A user can easily issue a replica management command thismlgtting a file/directory and a target device.

For ABE support, we used the CP-ABE toolKif [9]. A file publehin the local repository can be encrypted uspum-
abe-enc This tool communicates with the local CCN repo daemon, gtsrthe named file, and re-publishes the file into the
repository. The ABE keys are stored in a user’s local kegs(erg..ccnxat home). If a file is encrypted, thecn-fusetool
automatically decrypts the file and returns the plaintexthi reader. It accesses the user’s local keystore for déonyp\We
ported the CP-ABE toolkit to the Android platform via crossmpilation. Because the CCNx codebase supports the Ashdroi
platform, we integrated the basic PCN tools into the mobisfprm.

VIl. EVALUATION

We present our preliminary system evaluation that answer<dllowing questions: (1) What is the overhead of ABE? (2)
What is the detailed performance of each component used M?R3) Given realistic user traces, what is the overhead of
PCN (e.g. routing table size, update overhead, etc.)?

In order to provide secure personal sharing, we designednoplementation to incur minimal overhead to the existing
CCNx codebase. While a complete evaluation of the CCNx nuethaces is outside the scope of this paper, our experience
demonstrates that the CCNx performance improves with exalgase. We analyzed the performance of providing security
using ABE in the three major areas of (1) key setup and geperaf?) encrypting and storing content, and (3) retrieving
and decrypting content. In order to model user behavior, veasured the performance using a mobile device (the Android
Nexus One from Qualcomm Snapdragon with 1 GHz CPU and 512 MRAI), a laptop (Dell Inspirion 9400 with Intel
dual core 2 GHz CPU, 2 GB of RAM, and Intel WiFi Link 5300 thanhsuUbuntu 10.10 with Linux 2.6.35), and a desktop
computer (Apple iMac with Intel i5-2500s, 2.7 GHz CPU, and&icom Gigabit Ethernet that runs Ubuntu 10.10 with Linux
2.6.35). The measured device-to-device TCP performaniog Ugerf is given as follows (over an average of 10 trialshwat
95% confidence interval): Nexus One to laptop over WiFi: 8\ips (+0.02), laptop to Nexus One over WiFi: 8.00 Mbps
(+0.01), desktop computer (wired) to laptop (WiFi): 10.34 Mig-0.02).

Overhead of ABETable[l presents the master key setup delay and secret keyamn delay as a function of the number
of attributes. The results demonstrate that the delay dlifimesarly increases with the number of attributes. The erakey
setup is independent of the number of attributes, and thaheflaptop and Nexus One is given as 166 ms and 354 ms,
respectively. Based on our user experience, the key setap ofethe laptop was not noticeable, but that of the mobilaake
was not ignorable. However, the key setups are not frequemte in PCN and these can be undertaken prior to real time use
Considering the advancements in mobile hardware techypotbg key setup delay will be ignorable in the near future.
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Detailed performance of each componeie measured the performance of the remote content rdtr{siragle hop).
Retrieving/decrypting involves six steps: (1) FUSE opead call (in laptops only), (2) CCN data retrieval over a reamwde,

(3) ABE local repository key look-up, (4) ABE public key retval from a remote node, (5) CP-ABE decryption of an AES
key, and (6) content decryption with AES-256.

As shown in TabléT]l, the most time consuming operations heeGCN retrieval and CP-ABE decryption, and they have
a positive relationship with the file size. Unlike the CCNrietal and CP-ABE encryption, the ABE local repository key
look-up, ABE private/public key retrieval from a remote eoénd CP-ABE decryption of an AES key increase linearly with
the file size. The cost of the FUSE operations took less thawantfilliseconds, and we did not report a delay in the table.
Based on the results, the laptop to Nexus One (L2M) and desidmputer to Nexus One (D2M) exhibited similar behaviors
in the CCN retrieval and CP-ABE decryption. However, thektéigs computer to laptop (D2L) was 2 5 times faster than
L2M and D2M. These differences were caused by the lower ceatipn power of the Nexus One.

PCN overheadGiven that there is no available realistic trace of pers@oatent management, we collected the recently
accessed files from Windows PCs. We drew participants frasearehers and graduate students, and collected data from
total of 31 participants (25 male, 6 female). The partictpararied in age: 22 were between 21-30 years old; 14 weredestw
31-40 years old; 1 was between 41-50 years old. Windows aiast link to each file accessed in a designated directayy (e.
Windows XP in the Recent directory). A symbolic link file istamatically created when the target file is opened for the firs
time; also, whenever the target file is accessed, the linkidification time is automatically updated (refreshed)haligh this
data set does not provide a real-time trace, it providesadduinformation for system evaluations (e.g. the averagaber
of prefixes and content access/update patterns). Our igagsh demonstrates that the time span of recently acdefiss
typically ranges from one to two months. There was only ongigpant who recently erased their access history, and we
excluded this participant from the analyses.

For each user, we plot the number of distinct files and the murabdistinct directories (Figufg 6). The number of distinc
directories is similar to the number of prefixes that PCN sdgedannounce (assuming that updates occur therein). Theatum

a



| | Naming | DTN [ Topology | Replication Unit [ Update | Trust [ Access Control| Secure Binding|

Ficus SP+H Yes P2P File/Dir Yes - ACL -
BlueFS/EnsemBluel SP+H Yes CIS File Yes - ACL -
UIA/Eyo DP+H Yes P2P - - - ACL -
PersonalRAID SP+H Yes P2P \olume Yes - - -
Footloose SP-F Yes P2P File Yes - - -
DisCFS SP-H No CIs \olume Yes KeyNote Certs -
Bayou SQL Yes P2P \olume Yes PKI Certs -
Plutus/SiRiUS SP-H No CIs - - PKI Certs/Enc-PKC -
PAST SP-F No P2P File Yes PKI Certs/Enc-PKC -
CCN SP-H Yes P2P File No PKI Certs/Enc-PKC Yes

| PCN | SP-H [ Yes [ P2P | File/Dir | Yes [ SPKI [ Certs/Enc-ABE] Yes |

TABLE Il

FEATURE COMPARISON DTN (DELAY TOLERANT NETWORKING), SP/DP (SNGLE PERSISTENT ORDEVICE PERSISTENT), F/H
(FLAT/HIERARCHICAL), PKC (PuBLIC-KEY CRYPTOGRAPHY)

of distinct files provides a rough usage activity level: gsérand 2 were less active, whereas users 29 and 30 were more
active than the regular users. It appears that most patitspaccessed 120-140 files over the time span of one to twthsjon
this number is conservative in that it only counts the filest tivere accessed via file browsers. The figure also demaesstrat
that the number of directories was typically less than 60s Tlumber is closely related to the number of distinct prefixe
announced by the user (which can also be aggregated,/Blg.Doc/”).

For a given social network with a hop limit & the routing table size in an intermediate node is propoatito the number
of distinct prefixes. The following is a simple back-of-teavelope calculation. Assuming that there is an averagechmag
factor of 100 and a hop limit of = 1, k£ = 2, a node needs to keep the entries of a total of 100 and 10,@epeespectively.
If a user has 60 prefixes, each of which is 100 bytes, the tetadber of entries is 6,000 and 600,000, respectively, and the
total storage demand is 0.6 MB and 60 MB, respectively. Therteead ofk = 2 can be reduced if we selectively include
friends of friends because the purpose of extending monme ¢h@ hop is to limit the impact of Network Address Translatio
(NAT).

We also analyzed how many files are accessed per directayyr@fil). The figure demonstrates that the number of distinct
files accessed per directory is highly skewed, and only alsmatber of files are accessed per directory. For examplelta 4
of directories, only a single file was accessed, and theifractf directories that had more than five distinct files asedsvas
only 10.2%. This result explains why participants have enligmber of directories as opposed to a distinct number «. file

Finally, in order to analyze how people interact with files measured the time difference between the link creation and
modification (i.e. access time span of a file) and plotted #wmilts in Figurd18. Recall that a link is modified (refreshed)
whenever the target file is accessed. Interestingly, thedigemonstrates that the file access patterns of persongntas
almostbimodal that is, quite a significant percentage of files are only s&ee once and are read-only (i.e. time difference is
0, 64.1%), and another significant percent of files are repbagtccessed over the time span of longer than one houthee.
time difference is greater than 60 minutes, 28.6%). The nedea of the files (7.3%) has intermediate access and arly like
be repeatedly accessed over time. The files that are repeatmmbssed include both read-only and read-write accelksiss
expected that the percentage of read-write accesses weusighificantly smaller than that of read-only accessess algo
indicates that the overhead of maintaining consistency peesonal content networking in practice would be miningab/(
only a small number of files are updated over the course of & day

VIII. DISCUSSION

Security attacksPCN shares the security benefits of CCN because it is paltdbaontent retrieval and uses secure binding,
thereby effectively thwarting distributed denial of seeviattacks, request flooding attacks, and man-in-the-mialtthcks[211].
While PCN introduces new features such as extra prefix armmeonents (modification and revocation) and content updates,
PCN’s explicit prefix protection provides a restriction thanly authorized users can replicate a named prefix. Moreove
PCN provides a limitation that replicated content can ordyupdated by users with explicit write permissions. Thusser u
can neither request content replication nor inject updaitsout explicit permissions from the content owner, asgitimate
requests are automatically discarded by the intermediaté Rodes.

Semantic vs. hierarchical namin@CN uses single persistent hierarchical naming. An atéra is semantic naming as in
semantic file systems where semantic information is addddetsystems and semantic attribute queries are used toelocat
files [1€], [17], [39]. An extreme case would be using a sinfige directory where each file has an arbitrary unique name,
and a user can search for any files using semantic querieasttecan maintain views across multiple devices [39]. Hanev
extensive human subject studies in the personal informatianagement field have demonstrated that a majority of peopl
want to search by browsing a hierarchical file system (caltetbnteering behavior”) and use semantic queries (e.gktodg
search tools) as a last resdrt|[22]. This results from bnogvsélying more on recognition and people use browsing taced



and distribute the amount that must be recalled [26]. Givext dbnly a handful of applications require semantic namang.(
music players), it is more efficient to implement semantitadeccess as an application layer service over PCN.

Energy efficiencyThe PCN system includes battery powered personal devBagtery limited devices need to constantly
listen to announcement messages, which prevents them fkitching to a sleep mode for power saving. Recall that whenev
there are updates, PCN broadcasts the messages kehthye neighbors in the overlay network. One solution to thisbfem
is to introduce groxy serverin an AC powered device (e.g. desktop computer, laptop). &tanobile device can re-configure
the underlying overlay network topology such that messadways travel through the local proxy server. The local prox
buffers all incoming announcements. Then, the mobile tlpariodically wakes up and pulls the aggregated announgtme

Interest-based push for synchronizatidn our prototype implementation, we used prefix announcegs® notify replica
nodes of content updates. An alternative to this approach isseinterest solicitation as recommended in the NDN pro-
posal [51]. The node that updated the content sends an shtgoécitation packet to the replica nodes that are intetei
receiving the updated content. Then, those interestetcaepbdes will send an interest packet requesting the ugdatetent.
For efficient synchronization, the interest solicitaticacket includes detailed information about the updatedertrtecause
the prefix announcement was augmented in PCN.

Private PCN For security reasons, a user could have two different npates: one for private access and the other for
shared access. The private PCN is not visible to other usaus; a user can simplify the access control, e.g. justngeti
single attribute for content encryption. Given that a lgpgecentage of content is personal use only, it is expectditprivate
PCN network could lower the burden of content management.

Offline deviceslf devices are offline, a user cannot browse the contenédtor the devices. In order to aid content retrieval
from offline devices, PCN can take a similar approach to tisaduin Eyo [44]. Each device periodically pulls the content
lists of the other devices and stores them in its local reposiGiven this information, PCN nodes can tell which devias
a file and, thus, a user can access the file from offline devices.

Overlay construction of the devices behind NAAslevice may be behind a NAT, and it cannot actively parttgpin the
overlay network. In this case, the device can be connectredigh a relay node that is not behind a NAT and is sufficiently
stable (e.g. the device is online 90% of the time). The NAT patentially reduce the number of peering devices, thus fimge
the connectivity among devices. We can increase the comitg¢hrough allowing devices to exchange IP addressels-lobp
friends’ devices. For example, whén= 2, Alice can connect to Bob and also to Bob’s friends. Furtteren computing
resources in cloud systems could be utilized to increaseemdivity, e.g. a personal account in Dropbox could servaras
intermediate node in PCN.

IX. CONCLUSION

We designed and implemented the Personal Content Netvgp(RE&N) platform. We extended the CCN to build a basic
framework for distributed content management with repiccaand updates, and then we implementesteure content-centric
access controinechanism using the recently proposed cryptography tdigccAttribute-Based Encryption (ABE) that permits
selective content sharing over untrusted nodes. The pyirdaparture from prior work is that PCN supports ABE-based
secureread-write operations over untrusted devices asture-bindindpetween the name and data. We built a PCN prototype
through integrating the whole system using a user level fittesn, and we demonstrated its feasibility through peréoroe
measurements and trace analysis.
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