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Abstract

Device-to-device (D2D) communication integrated intoldal networks is a means to take advantage of the
proximity of devices and allow for reusing cellular res@scand thereby to increase the user bitrates and the
system capacity. However, when D2D (in th& &eneration Partnership Project also called Long Term Hiiu
(LTE) Direct) communication in cellular spectrum is suptieal; there is a need to revisit and modify the existing
radio resource management (RRM) and power control (PChigquhks to realize the potential of the proximity and
reuse gains and to limit the interference at the cellulaedain this paper, we examine the performance of the
flexible LTE PC tool box and benchmark it against a utilityio@l iterative scheme. We find that the open loop PC

scheme of LTE performs well for cellular users both in termishe used transmit power levels and the achieved
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signal-to-interference-and-noise-ratio (SINR) disition. However, the performance of the D2D users as well as
the overall system throughput can be boosted by the utiptyntal scheme, because the utility maximizing scheme
takes better advantage of both the proximity and the reuses.géherefore, in this paper we propose a hybrid PC
scheme, in which cellular users employ the open loop pathpemsation method of LTE, while D2D users use
the utility optimizing distributed PC scheme. In order tmtect the cellular layer, the hybrid scheme allows for
limiting the interference caused by the D2D layer at the ofdtaving a small impact on the performance of the
D2D layer. To ensure feasibility, we limit the number of #&ons to a practically feasible level. We make the point
that the hybrid scheme is not only near optimal, but it aldowed for a distributed implementation for the D2D

users, while preserving the LTE PC scheme for the cellularsus
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I. INTRODUCTION

Device-to-device (D2D) communication in cellular spentrgupported by a cellular infrastructure has
the potential of increasing spectrum and energy efficierscyvell as allowing new peer-to-peer services
by taking advantage of the so called proximity and reusesgdh [2], [3], [4]. In fact, D2D (Long Term
Evolution (LTE) Direct) communication in cellular speatnuis currently studied by the'8 Generation
Partnership Project (3GPP) to facilitgieoximity aware internetworking services [5], national security and
public safety applications [6] and machine type commuiocet [7].

Obviously, D2D communications utilizing cellular spectriposes new challenges, because relative to
cellular communication scenarios, the system needs to withenew interference situations. For example,
in an orthogonal frequency division multiplexing (OFDM)ssgm in which user equipments (UE) are
allowed to use D2D (LTE direct mode) communication, D2D camiation links mayreuse some of the
OFDM time-frequency physical resource blocks (RB). Duehi teuse, intracell orthogonality is lost and
intracell interference can become severe due to the randsitigns of the D2D transmitters and receivers
as well as of the cellular UEs communicating with their retpe serving base stations (BS) [8]. [9].
To realize the promises of D2D communications and to dedh witra- and intercell interference, the
research community has proposed a number of important radmurce management (RRM) algorithms
(see Figuréll).

Although the objectives of such algorithms may be diffef@mtluding enhancing the network capacity
[10], improving the reliability[[11], minimizing the sumansmission powef [4], ensuring quality of service
[12] or protecting the cellular layer (i.e. the cellular YEsom harmful interference caused by the D2D
layer [13]), there seems to be a consensus that the key RRiMitees include:

1) Mode SelectionNIS): MS algorithms determine whether D2D candidates in theiprity of each
other should communicate iirect mode using the D2D link or incellular mode (i.e. via the BS)
[14]-[16], see Figuréll;

2) Resource AllocationRA): Surprisingly, resource allocation in the sense of selgcparticular
OFDM RBs or frequency channels out of a set of available ooeseéch transmit-receive pair
(cellular or D2D) is seldom addressed in the literature! ( [87], [18]);

3) Pairing: In the D2D context, pairing refers to selecting the D2D (®iand at most one cellular
UE that share (reuse) the same OFDM RB, similarly to multiddBMO techniques. Pairing is a

key technique to achieve high reuse gains [4];
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Fig. 1. A D2D candidate pair consists of a D2D transmitter and a D2D receiver thairatee proximity of each other. The mode selection
(MS) algorithm needs to decide on one of 3 possible commtinitanodescellular mode, D2D mode with dedicated resources, or D2D
mode with reused resources. This latter case involves a decision on which D2D pair(sfai®) sharing resources with which cellular UE

(pairing).

4) Multiple Input Multiple Output MIMO ) Schemes: Interference avoiding MIMO schemes have been
proposed by[[19]. Such schemes can be applied, for examptédacellular transmissions to avoid
generating interference to a D2D receiver.

Apart from mode selection and resource allocation (i.e. REion), power control (PC) is a key
technique to deal with intra- and intercell interferenc@][1]13], [20], [21]. References [12] and [20]
analyze the single (isolated) cell scenario and provideesbasic insights into the impact of PC and RA.
The authors of [113] study a multi-cell system focusing on asefleme that helps minimize the interference
from the D2D layer to the cellular users assuming that D2Drusigat operate in D2D mode reuse the
cellular resources. The work reported in[[21] evaluateslLffié PC scheme for the hybrid cellular and
D2D system and concludes that PC needs to be complementedthy selection, resource scheduling
and link adaptation to properly handle intra- and interorference.

In this paper we examine the performance of the LTE powerrobatheme when applied to the hybrid
cellular D2D system and compare it with the performance ofs&riduted power control scheme based
on utility maximization, where dynamic resource allocatend mode selection are also exercised by the
network. The purpose of this examination is to gain insigho ithe applicability of LTE PC for D2D

communications by quantifying its performance with resgeca utility optimal scheme.



We structure the paper as follows. Secfidn Il contains & bxierview of the LTE PC toolkit that provides
various options for D2D PC. Sectign]lll describes the systeatel and states some basic assumptions.
Next, Section_ 1V elaborates on the signal-to-noise-anerearence-ratio (SINR) target setting and PC
problem in the integrated cellular and D2D environment.ti8adVl proposes a solution approach to the
PC problem based on the convexification and decompositiothefproblem. Sectioh VI describes the
mode selection and resource allocation problem, whilei@e&fllldevelops a heuristic aiming at reducing
intracell interference based on full path gain matrix knedge at the base station, and two other heuristics
that are applicable in real systems. The numerical resuéispeesented and discussed in Secfion]|VIII.

Finally, SectiorL.IX concludes the paper.

[I. POWER CONTROL OPTIONSBASED ONLTE MECHANISMS

It is natural to base a PC strategy for D2D communicatiamderlaying an LTE network on the LTE
standard uplink PC mechanisms [2]. Building on the alreadyndardized and widely deployed schemes
facilitates not only a smooth introduction of D2D-capabkemequipment (UE), but would also help
to develop inter-operable solutions between differentiacss and network equipments. However, due
to intracell interference and new intercell interferencerarios, the question naturally arises whether
the available LTE PC is suitable for D2D communications gnéed in an LTE network. Also, the ad-
hoc networking community has proposed efficient distridigehemes suitable for D2D communications,
including situations with or without the availability of alular infrastructure (see e.d. [22], [20], [21],
[23]). Such schemes can also serve as a basis for D2D PC design

The LTE PC scheme can be seen as a ‘toolkit’ from which diffefeC strategies can be selected
depending on the deployment scenario and operator preker@4]. It employs a combination of open-
loop (OL) and closed-loop (CL) control to set the UE transpoiver (up to a maximum level ¢diyax = 24

dBm) as follows:

PUE — min|Puax, Po—a-G +Are+ f(Arpc) +10- |oglo|v|], @)
|\ R N ~ 7 ~~
OL operating point dynamic offset BW factor

where G is the path gain between the UE and the BS. The OL operatingt @diows for path loss
(PL) compensation and the dynamic offset can further adjust the transmit pdaking into account the
current modulation and coding scheme (MCS) and explicitsngit power control (TPC) commands from

the network. The bandwidth factor takes into account the bemof scheduled RBsM). For the OL



operating pointPy is a base power level used to control the SNR target and itlcsleded as/[25]:
Po=a- (Y +RAN)+ (1—a)- (Ruax — 10-log;oM), (2)

where a is the PL compensation factor affly is the estimated noise and interference power. For the
dynamic offsetArg is the transport format (MCS) dependent componé(mTpc) represents the explicit
TPC commands.

For the integrated D2D communications scenario, we consigefollowing options:

« No Power Control (NPC), reference case: With NPC, there ifixenl y*% and the transmit power of
the cellular UEs and D2D transmitters is set to some fixedevéthat is equal to or less thdfiyax
according to[I]B. For M = 1 this can be obtained by settimg= 0 andPyax = Psix in (2).

« Fixed SNR target (FST): FST fully utilizes the LTE path lossmpensation capability by setting
a =1 andPy = y*¢ + RN, wherey'® is a predefined SNR target af is the interference plus noise
power (in practice, for simplicityfy can be set to a fixed value, ey ~ —121.. — 116 dBm).

« Open Loop with Fractional Path Loss Compensation (OFPCg OFPC scheme allows users to
transmit with variable power levels, depending on theithplass. In contrast to the FST-case, the
OFPC compensates for the fraction of the path loss by sedtitg some suitable value in the range
[0,1], e.g. 0.4 ...0.9.

o Closed Loop PC (CL): CL extends the FST scheme by adding tmardic offset or tuning step
f(ATpC) in (I) in order to compensate the measured SINRat the receiver with the desired SNR
target value. The tuning step can be computed as follows [21]

Y —9/2 if |y —7]>2 dB

f(Arpc) = _ (3)
1 dB otherwise

For UEs communicating in cellular mode with their respexterving base stations, OFPC provides a
well proven alternative, typically used in practice. It al&the complexity and overhead associated with
the dynamic offset of the CL scheme, but makes use of theidradt path loss compensation balancing
between overall spectrum efficiency and cell edge perfoomaB4]. Figure R illustrates the PC options
for the D2D link, while we assume that the cellular link emydahe de facto standard LTE fractional
path loss compensating power control scheme.

INote that [(2) is valid only in the case when/&" value exists.
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Fig. 2. The UE communicating in cellular mode with its segviBS uses the de facto standard LTE OFPC. For the D2D link, wayst
various power control strategies, including no power aarite. fixed transmit power), fixed SNR target, open loophviiactional path loss
compensation and closed loop that can all be easily deplogid) the flexible standard LTE PC tool box. In our hybrid sobethe cellular
UEs use LTE OFPC, while the D2D pairs use utility maximizin@. FFor benchmarking purposes, both the cellular and the D&Bsuuse
utility maximization.

The PC options available in the integrated cellular and D2Rirenment are summarized by Figure
[2. For cellular users, the LTE OFPC scheme is a viable optdnle for D2D users we are interested
in the performance of various PC alternatives, includingséhbased on the LTE ’tool box’ and utility
maximization. We use the term ’hybrid power control’ for tbase when cellular UEs use LTE OFPC,
while D2D users use the distributed PC scheme. As we will febenchmarking purposes, we will

allow all (cellular and D2D) users to use the utility maximig scheme.

[1l. SYSTEM MODEL

In order to derive a reference (benchmarking) scheme faworktassisted D2D communications, we
model the hybrid cellular-D2D network as a set loftransmitter-receiver pairs. A transmitter-receiver
pair can be a cellular UE transmitting data to its serving B d2D pair communicating in cellular
uplink spectrum. D2Dcandidates are source-destination pairs in the proximity of each othat may
communicate in direct mode, depending on the MS decisionithpart of the RRM algorithm that is

investigated in Section VI.



The network topology is represented by a directed graph haikis labelled withl =1, ..., L indexing the
transmitter-receiver pairs in the network. Any transmjtie. either cellular or D2D transmitter, operating
in the link | is assumed to have always data to send to the correspondielygeat a transmission rate
5. Associated with each linkis a functionuy (-), which describes thatility of communicating at ratg.
The utility functionuy, is assumed to be increasing astdictly concave, with uy — —« asg — 0". We
let c = [¢] denote the vector of link capacities, which depend on théesydandwidthw, the achieved
SINR of the links (1) as well as the specific modulation and coding schemes usedda@ommunication.

A feasible rate vectos must fulfill the following set of constraints:
s=c(p), s> 0.

In this formulation, it is convenient to look at tlsevector as the vector of the ratargets directly derived
from a corresponding vector of SINRrgets, while the capacity vector depends on the specific powers
p selected by the transmitters. Specifically, each link card®® as a Gaussian channel with Shannon-like
capacity

¢ (p) =Wlog, (1+Ky(p)) (4)

which represents the maximum rate that can be achieved loh hvhereK models the SINR-gap reflecting
a specific modulation and coding scheme #1@) represents the SINR perceived at the receiver of link
[. With no loss of generality, we assurie= 1 in the following.

Let G, denotes the effective link gain between the transmitter af g1 and the receiver of pair
(including the effects of path-loss and shadowfignd letg; be the thermal noise power at the receiver

of link |, andR be the transmission power. The SINR of lihks

_ GiR
0j +n; GimPm
|

Y (p) (5)

wherep = [Py, ...,R ] is the power allocation vector, arfl, . GimPm is the interference experienced at the

receiver of linkl. Equation[(5) can also be written as

M(PYR,G) = (6)

2We assume that the G matrix is obtained after Layer-1 filierihat is typically used for open loop power control, mdpilinanagement
and other purposes in LTE [24].



where P,tsx" represents the total received power (includmy measured by the receiver of link Hence,
the SINR in [6) can be computed by the receivarithout direct knowledge of any of the channel gains,
except the one related to its corresponding transmiittéer the ease of notation, in the following we

adopty (p) to indicate the SINR measured at receiler-

IV. THE SINR TARGET SETTING AND POWER CONTROL PROBLEM
A. Formulating the D2D Power Control Problem

In this section we assume that MS has already been perfororethé D2D candidates and a RA
algorithm has already assigned to cellular and D2D linkageiRBs for communication. From the concept
of D2D communications reusing cellular spectrum, a givenr®Ra&/ be used by multiple cellular and D2D
transmitters even within the same cell, thus causing ietranterference. In this section we focus on
handling such interference by properly setting the SINRets and allocating transmit powers, while the
MS and RA problems that determine the specific cellular an® Bansmitters that share a given RB are
considered to be already been performed. MS and RA are igaéstl in more details in Sectiohs]VI and
\VAI

For the set of interfering links sharing the same RB and theausing interference to one another,

we formulate the problem of target rate setting and PC as:

ma)gignize Siu(s)—wy R

subject to § <¢(p), VI, (7)
p,s=0

which aims at maximizing the utility while taking into acaduthe transmit powers by means of a
predefined weighto € (0, 4) [26], so as to both increase spectrum efficiency and reduesum power
consumption over all transmitters sharing a specific RB.gfaints of Problem[{7) formally ensure that
the rate allocation does not exceed the link capacitiesithfatrn depends on the transmit powers on the
given RB. As shown in Sectidn]V, Problei (7) can be decompogedwo separate problems (Problem-|
and Problem-Il) that need to be executed recursively untivergence to the optimum of Problef (7).
Specifically, Problem-I selects the transmit rate targdtilevProblem-II selects the transmit power that
fulfills the desired transmit rate target, i.e. the SINR ¢édarghs such, Problem-I and Problem-Il resemble

an outer-loop and an inner-loop mechanism respectivelgrevithe inner-loop power allocation ensures



that the target rats reduces to the optimal capacity vectoc3 &t convergence of the outer-inner loop

routine.

B. Convexifying the Problem of Equation (7)

Before presenting the decomposition approach, it is ingmbrto note that Probleni](7) is not convex in
its original formulation. However, by appealing to the éspresented in [26] and [27], Problem (7) can

be converted into the following equivalent form:

maximize S (NGS) Y eH~ .
subject to loge¥) <log(ci(e?)) VI,
wheres « ¥ andR « . The transformed Problera](8) is proved to be convex (now ésks and
R-s) since the utility functions () are selected to béog,x)-concave over their domains [26]. In this
paper we usel (X) = In(x),Vl. Under this condition, we can solve Problem (8) to optinyatiy means
of an iterative algorithm where thg-S (or equivalently the SINR targets) are set by an outep-Idde
transmit power$}-s that meet the particular SINR targets (set in each ootg-tycle) are in turn set by
a Zander type iterative SINR target following inner-loo@]2This separation of the setting of the SINR

targets and corresponding power levels are detailed in ¢lxe Section.

V. A DECOMPOSITIONAPPROACH TO THESINR TARGET SETTING AND POWER CONTROL PROBLEM
A. Formulating the Decomposed Problem

We now reformulate Probleni](8) as a problem in the user rat@Broblem-), which, due to the
convexification, can be solved for a given power allocatipn Note that the target rate vectdican be
uniquely mapped to a target SINR vect# as it will be shown later. We defingroblem-I| as:

maximize v(3)
S 5 9)
subject to S€ S
whereS= {glog(e¥) < log(c (e?)),VI} represents the set of feasible rate vectors that, for a giverer
vector p, fulfill the constraints of Problem{8).

Comparing[(8) and{9), it follows that the objective funetim (@) is defined ag (3) £ 5 u(e¥) — ¢ (p),

whered(p) = w?y, A represents the cost in terms of the total transmit powerdalizing a given target



rate3. Accordingly, we denote witlp*(B) = w§, & the cost of achieving the optimum rat&sthat solve
the utility maximization Probleni {9).

Therefore,Problem-II, for a givens vector, can be formulated as

minimize w3, el
p (10)
subject to loge™) < log(ci(e°)) VI.

Solution approaches to Problem-I and Problem-II are pregas the next subsection.

B. Solving the Rate (SNR Target) Allocation Problem

Provided that the objective function(3) in (9) is concave and differentiable we can determine the

optimal $* by means ofprojected gradient iterations, with a fixed predefined step

gk — max [O,s(k) + eDiv(N(k))} Vi, (11)
where
) = 5 [ S u(E) 4" B =u/ ) ~ e [oB)] 12)

To compute[(IR), we first need to figd'(p) by solving the primal Problem-I1[{10). Since it is convexin
it can be conveniently solved Hyagrangian Decomposition as follows. LetA be the Lagrange multipliers

(dual variables) for the constraints in_{10) and form the raagian function:
3()\,6):wZeﬁ-l—Z)n[Iog(eg')—log<c|(e6))] (13)
The Lagrangian dual problem of Problem-II is given by:

maximize [Z(A)=min.Z(A,D)]
A P (14)
subject to A > 0.
Since the original problem is convex, if regularity conalits hold the solution of Problem (14) corresponds

to the solution of Problem[(10), i.eZ(A*) = ¢*(p). Assuming that A*,p*) represents the optimum

solution of Problem-11[(1I0), we are now in the position tocaate ¢*(p) from (13):

9"(5) = 3 [T ~Alog(a(e)) ]+ 3 Alog(e®) and GRS



Recalling [(12), we have:

Oiv(3) = u'(e)ed — A" = e [u(e%) - 5] = s[u(s) - ;‘_], (15)
The final target rate update is:
st — Sy _ NG exp(eDiv(é(k))) '
Combining the above witH (12), we can write the SINR targétirsg rule in the following form:
5 = sMexp (es(k> u'(s%) - Ai(*si?k()?)D (16)

Equation [(16) dictates the outer-loop mechanism for a icettansmitteri. Specifically, at any iteration
(k+1), Equation [(1I5) determines the rate (and hence the SINR)sti@ild be targeted during the next
inner-loop PE. Following the decomposition approach, Equation] (16) ireguthe knowledge of the
Lagrange multipliersA;* associated with Problem-Il, which can be found by solving #C problem

associated with thék)-th outer-loop iteration. We consider this specific problienthe next section.

C. Solving the Power Allocation Problem for a given SINR Target

The inner-loop PC problem (Problem-Il) takes as an input rdate SINR target that can be easily
derived from Equatior {16). Give#¥) € S, the constraints i {10) correspond to require that the S$NR

of the links exceed a target value, i.e.
log (&%) <log(a(e)) <« w(p)=y*EY) v,

wherey (p) is defined in[(b), and

#o (49) 225 -1 (17)

Therefore, Probleni_ (10) can be rewritten as:

minimize ooZ,eﬁ1
P (18)
subject to y(€?) >y (§) VI,

SWe draw a box around equations that need to be implementedrégeiver or transmitter node, as will be summarized in Fgsir



and solved with an iterative closed-loop PC schemé [28]:

H (t+1) — yltgt(gl)

4 (p0) RY. (19)

Thus, for a givenyltgt(é), the PC inner-loop[(19) sets the transmit powers for eadhsinitter at step
(t+1), provided that the transmitter is aware of the SINEp®) measured at the receiver in the previous

step.

D. Determining the A*-s

We can now determine th&*-s for the outer-loop updaté (16) by exploiting the relasioip between

the optimalp* and the associated Lagrange multiplidrss. To this end, we rewrite the constraints in

(d8) as:

_ g _yo 5 Gm, _Wa
y9¥>0 =n y,‘n; G”Pm & >0 V. (20)

GR
0j +n; GimPm
|

Furthermore, leH € R™ andn € Rt be defined as follows:

-1 if | =m
H[hlm]A{

RCm
g ifl#Em 21)

n=I[ml= [%G']

Using this notation, we can reformulate Problém| (18) as dflewing Linear Programming (LP) problem:

minimize wl1™p
p (22)
subjectto Hp < —n; p>=0,

with the correspondin@ual Problem

maximize nTA“
M) (23)
subject to HTA® = —wl; AP >0



which is necessary to compute the Lagrange multipliers inaign (16) for the rate update.

As it is shown in Appendix A, the inequality constraints iB{Zan be rewritten explicitly as:

)\(L ) A (LP)
; G ytgt <1, V. (24)
Gk '

As it is shown in Appendix B, by defining

)\ (LP) ytgt oi AI(LP)
2 = 2
w2 o G o (25)

Equation [(24) can be interpreted as an SINR requirement, i.e

G
o(u) & — B2 <y, (26)
U|+;Gk|—llk
K Ok

Therefore, Problen_(23) can be reformulated as:

maximize w1y
H (27)
subject to Yy <y vl; u>=0

where the solutionu can be computed according to the following distributed eétbkop PC similarly to

Equation [(1B)

gt
t+1) Wy(/ltu 0y u® . (28)

Equation [(28) can be interpreted as a reverse link PC prolhetinis executed in the control channel

Hy

between the receiver and the transmitter of lin8pecifically, the receivdradapts its transmitting powey
according to Equatio (28), while the transmitteneasures the experienced SIMR in the corresponding
control channel.
Once the iterative procedure_{28) converges to the optimimthe optimal dual variabled*” can be
retrieved from Equatior (25) as

AP =oopn VL (29)

The original nonlinear PC problend_(10) and the correspandiR formulation [(2R) are equivalent in

the sense that there exists the following specific relatietwben their optimal solution§*,A*) and



(p*, A™7):
Pr=el Wl

30
)\,*:|og(1+;{9t>1—;t§fa*log(2))\*m vl. 59)

Hence, once bot®* and i are achieved by means of Equations] (29) (30), we are aldempute

A* as

* 1+ytgt * * G
A = log(1+y%) yltgt' A Iog(Z)le,Ul—;lt'gt v, (31)

Equation [(31) is then used to update the user rates in Equéi).

E. Summary

In this section, we have explored an outer-inner loop iteeasolution for the convex optimization
Problem [(8). The basic idea is to decompose Problém (8) eparate subproblems g(Problem-I [9))
andp (Problem-II [10)). For each link, Problem-I and Problem-Il operate in concert as show in feiggu
Problem-I is in charge of the outer-loop iterations, whilelifem-II deals with the inner-loop PC. More
specifically, the solution of Problem-I at stég), i.e. yltgt <§1(k)), serves as input of Problem-Il that is
executed until convergence 1g° and B*. In turn, Problem-Il outputd\* that is used by a new instance
of Problem-I at stegk+1). It is important to note that given the constraints of Proble Problem-Il is
always provided with a set a feasible SINR target that cancbé®ged in a finite number of iterations by
finite values ofp. In other words, the solutions of Problem-Il in Equation))(Bvays move within the
rate feasibility regioné, provided that the step sizeis small enough. In a setting at st¢b= 0), the
outer-loop can be initiated with a low feasible SINR targetter that allows the inner-loop to determine

in a finite number of iterations the finite transmit power leyg& and the corresponding™*.

VI. THE MODE SELECTION (MS) AND RESOURCEALLOCATION (RA) PROBLEM
A. Basic Considerations for Mode Selection and Resource Allocation

While cellular UEs communicate with their respective segvBS, D2D-capable UES may communicate
either in direct mode with their respective D2D pairs or iflidar mode with the serving BS. In the
direct mode case, D2D transmitters are allowed either tseaellular RBs, i.e. D2D reuse mode, or
allocated orthogonal (dedicated) RBs, i.e. D2D dedicatedenin the latter case, the reuse gain of D2D

communications is not harvested.



Output: Ain Eg. (31)

(k=3) . ‘

| : e :
‘ = o* [ |
Problem-| (=w) * Problem-II
Update the rate according to «  Compute iteratively Eq. (19)
Eq. (16) until convergence to R"” f
Update the SINR target b »  Compute iteratively Eq. (28) D
according to Eq. (17) A until convergence to £/’ /
Output: ¥*EY)in Eq. (17) 4

Fig. 3. Machinery of the distributed utility maximizatiotgarithm presented in Sectignl V. The algorithm can be exaty any transmitter-
receiver pair in the network, i.e. both D2D and cellular. Atheergence, the outer-loop provides the optimal SINR tardgee. transmit rates,
while the inner-loop provides the optimal associated trdhgower levels for any transmitter. In a real-world scémaEquation [(IB) is
computed by any transmitter and serves as an input (Equéffi@)p to the inner-loop PC, i.e. Equatidn [19) ahdl(28). Imfuthe inner-loop
PC dictates the rate update at the next iteration throughatiequ[31).

On the other hand, when a D2D-capable UE communicates inlaelmode, D2D communication
reduces to the ordinary cellular communication and RA fefiche legacy OFDMA allocation strategy,
i.e. RBs are allocated orthogonally between all UEs. Tleegfthree different communication modes can
be considered for D2D communications: D2D mode with deditaesources, D2D mode reusing cellular
resources and cellular mode. We note that when the D2D catedhirs communicate in cellular mode,
downlink resources need to be allocated for the BS-D2D vecdink. For the sake of ease, downlink
resource usage is not modeled in this paper.

We now consider a cellular system withcellular UEs andM D2D transmitters and correspondiivy
D2D receivers belonging to the set8 and.# respectively such that the total number of users in a cell is
L = N+ M. We denote withx ;(q) that indicate whether a transmitter-receiver pais assigned to RB-
in communication mode, where (q= 0) denotes cellular mode an@d = 1) the D2D direct mode. By
definition, any cellular UEh € .4 always transmits in the cellular modg = 0), while a D2D candidate
can be forced either to operate using the direct ligk= 1), or the cellular modéq = 0), or adaptively
switch between the direct and cellular link according to acdir MS algorithm. With this terminology

at hand, we can formulate the resource constraints as f®llow

o Forced D2D mode:

Xmj(Q) =%mj(1l), Vme.# and Z X,j(0) <1, Vj
w4
o Forced cdlular mode: "

Xm j(Q) =%mj(0), Vme.# and Exn7j(0)+ E Xmj(0) <1, Vj
ney me.#
« Adaptive MS,



YqXmj(d) <1, Vme.Z and Y xj(0)+ 3 xmj(0)<1, V]
ne.t me.#
where the last inequality indicates that a specific D2D adatéi pairm can only be either in D2D or
cellular mode when using RB- Note that formally a specific D2D candidate pairis allowed to use

some RBs in D2D mode and other RBs in cellular mode.

B. Formulating the Mode Selection and Resource Allocation Problem

We now formulate the problem of allocating RBs to users (bm#hular UEs and D2D pairs) € L,
and selecting the appropriate communication magjef@r the D2D pairs in order to take advantage of
the potential proximity. More specifically, the RA task igrwlated as a singleell-based optimization
problem that maximizes the overall spectral efficiency fagizen power allocation vector. The spectral
efficiency for transmitter-receiver pdion a given RB} can be defined ag, ; = log, <1+ %ﬂ) Hence,
it depends on the path gai@y, ; between transmittek-and receivet- on the RBj and the intracell
interferencel| j = Y., R - Gy,j, due to the possible RB sharing between D2D pairs and cellifiz.

Thus, the user assignment task beconiastflem-IIl ):

- Gu,jH-Xl,j(Q))
maX|m|zeZ ; log, <1+ ot I (32)
subject toy x j(0) <1 V] (C1)
Yxi@<1, j (C2)
q
Xnj(1)=0 Vne .t ,] (C3)
x,j(a) € {0,1} (C4)

The constraints (C1) indicate that each RB can be allocatext most one user in cellular mode due to
the orthogonality constraint. Constraints (C2) ensurég thaeach user is assigned only one of the two

possible modes. By definition, cellular UEs must not be aesigo modgg= 1) (C3).

VII. HEURISTIC ALGORITHMS TO SOLVE THE RESOURCEALLOCATION PROBLEM
A. The Mininterf Algorithm
To solve Problem[(32) and to obtain benchmarking resultsfivge propose a centralized procedure

based on the full knowledge of the path loss measuremenigebgrtall transmitters and receivers within

the cell. This scheme, that we call Mininterf, exploits th@xmity between D2D candidates for MS,



G D2D Tx on RB3
UE1 on RB1 CellularMode_ <23

\@;\—_'> \ GD2DM0de
< D2DRx
UE2 on RBZ_

al

@ -

RBlRBzRB3 ““““ e

Cellular-UE; Cellular-UE, D2D Tx
(CellularMode or RB: Resource Block

D2DMode) BS: Base Station

Fig. 4. An example of a D2D transmission with dedicated resmuThe D2D Tx node selects the transmission-mode (CelMtzde or
D2D Mode) according to the shadowed path loss measurenmmtsds the D2D Rx node and towards the BS. If the channel gatind®n
the D2D pair is higher than the one towards the BS, then the B2De is preferred.

and performs RA that aims at reducing the intracell interfiee by minimizing the sum of the harmful
path gains as will be shown in Equatidn(33) and in AlgorithmMinInterf involves two steps. Firstly,
orthogonal resources are allocated to cellular UEs empipiegacy RA schemes. Next, for each D2D
candidate in the cell, MinInterf considers two possibleesas
« D2D transmission with dedicated resource. If there are orthogonal resources left, they can be asdigne
to the D2D candidate so that the D2D transmission does nettadthers within the same cell. In this
case, the D2D transmitter selects the best communicatiatenice. Cellular Mode or D2D Mode)
on the basis of the path gains both towards the D2D rece®giyfiode) and the BS GegiuarMmode)-
Specifically, if Geaiuiarmode < Gdzdmoade, then the direct mode is preferred. (See Fiddre 4.)
« D2D transmission with resource reuse (as in Figure[5). When there are no unused RBs in the cell,
the D2D pair must communicate in direct mode (D2D Mode) aneeRBs. Sharing resources with
other users within the same cell produces intracell interfee. To reduce this intracell interference,

for each resourcg-Mininterf considers the sum

S(j) = Garx_1rx,j +G1Tx 2rx,j [dB] (33)
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Fig. 5. An example of a D2D transmission with resource reD&b Tx node communicates directly to its D2D Rx node sharimgsmurce
block (RB) with the cellular user UE. The shared RB is selgdtesuch a way to minimize an estimate (Equatibn] (33)) of thteacell
interference that D2D communication might perceive (elato the gainGity or« between the UE and the D2D Rx node) and produce
(related to the gairoTy_1r¢ between the D2D Tx node and the BS).

as a measure of the potential interference that assigned>&D-pair to resourcg-causes. Here
Gorx_1rx,j represents the path gain between the D2D transmitter andeteéver of link(s) already
allocated to resourcg-which may be the cellular BS and/or other D2D receivei@)x_1rx,j takes
into account the interference that the D2D pair producesstraiting on RBj. Gitx 2rxj, ON the
other hand, is the path gain between the transmitter(sadyjrallocated to RB- (which can be both
a cellular-UE and/or other D2D transmitters) and the remreaf the new D2D pair to be allocated.
GiTx_2rx,j is therefore related to the interference that the D2D recewill experience due to the
reuse. Once expressidn [33) is computed for each availabt®urcef, the D2D pair is assigned to
that resource corresponding to the minimum value. (Seer&igy
It is worth noting that the final RA achieved by Mininterf regents a suboptimal solution of Problém] (32),
nevertheless numerical results show that its interplai e iterative PC procedure allows to attain good
performance in terms of spectrum and energy efficieAdgorithm 1 summarizes the main steps of the

Mininterf scheme.



Algorithm 1 Mininterf
Allocate orthogonal resources (RB) to cellular-UEs (udiegacy algorithms)
for Each D2D candidatdo
if there is an orthogonal resourtéeft then
if GeetluiarMode < Gd2dmode then
D2D candidate transmits iD2D-Mode on resourcéd-
else
D2D candidate transmits i@ellular-Mode on resourcd-
end if
else
[* Resource Reuses in Figurd b */
for Each available resourciedo
S(j) = [Garx_1rx,j + G1Tx 2R j]
end for
D2D candidate transmits iB2D-Mode on resource- corresponding to the minimum value 8f
end if

end for

Algorithm 2 Balanced Random Allocation (BRA) and Cellular Protectiolioéation (CPA)

pj =0 for all RB-j
if there are cellular UEs in the cdhen
Allocate orthogonal resources (RB) to cellular-UEs (udieggacy algorithms)
Setp; =1 for RB:s assigned to UEs
I* For CPA: Storeg(j), whereg(j) is the path gain between cellular UE using RBind the serving BS */
end if
for each D2D candidatdo
PMIN ‘= J_£111ianJ- whereR is the total number of resource blocks

if pmin == 0 then

[* there is an orthogonal resourtdeft: Schedule D2D on orthogonal resouicas in Figurd 4 */

if GeelularMode < Gd2dmode then
D2D candidate transmits iB2D-Mode on resourcd-

else
D2D candidate transmits i@ellular-Mode on resourcé-
I* For CPA: Storeg(l), whereg(l) is the path gain between the D2D transmitter in cellular mosiag RB} and
the serving BS */

end if
else
[* Resource Reusas in Figurd b */
Select a resourcg-out of the resources for which; == puin (€.9. based on channel state/quality information)
* For the CPA algorithm: Substitute the above by: Pick the resouraest of the resources for which; == puin

for which j = argmayg(j), whereg(j) is the path gain between the cellular transmitter usingjRBwd the BS */
D2D candidate transmits iB2D-Mode on resource-

end if

Incrementp;

end for

B. Practical MS and RA Algorithms with Limited or No Channel Sate Information: BRA and CPA

While Mininterf can serve as a tool to benchmark RA algorighit cannot be employed in practice
because it relies on a fulb matrix knowledge in the “Resource Reuse” branch of #igorithm 1.
Therefore we seek viable alternatives to Mininterf. Outt fm®posed algorithm operates without any path

loss knowledge but keeps track of the reuse facmref each RB as described by the pseudo code of



the “Balanced Random Allocation” (BRAAIgorithm 2). p; is_a counter associated with resourjctat
counts the number of intracell transmitters using that uesa

Our second proposed practical algorithm is called “Cetlieotection Allocation” (CPA). CPA takes
advantage of the knowledge of the path gains between anylarettansmitter (i.e. cellular UE or D2D
candidate operating in cellular mode) and the BS, that idabla in practice due to measurement reports
by the UE. As indicated in the pseudo codeAdforithm 2, a D2D transmitter that reuses a cellular RB
is assigned to the particular RB used by a cellular UE thatlmastrongest cellular link. The rationale for
this heuristic is that a cellular UE with a strong cellulanpection with its serving BS can be expected

to tolerate intracell interference caused by D2D resouecse.

VIIl. NUMERICAL RESULTS
A. Smulation Setup and Parameter Setting

In this section we consider the uplink (UL) of a 7-cell systamwhich the number of UL physical
resource blocks (RB) is 8 (per cell). We perform Monte Canpeziments to build statistics over the
performance measure of interests when employing the MefinCPA and BRA resource allocations
together with the utility maximizing, LTE based or hybrid P@ the hybrid scheme, the cellular UEs use
the LTE open loop fractional path loss compensating powetrof while the D2D users use the utility
maximizing scheme. In the hybrid scheme, the D2D transrsittee assumed to know their path gains to
the cellular BS (using cellular measurements) and limitrttransmit power levels such that the caused
interference at the BS remains under the paraméter

In each cell we drop 6 cellular UEs that communicate withrtlespective serving BS using 1 UL
RB. In addition, 6 D2Dcandidate pairs are also dropped in the coverage area of each cellhEdd2D
users the system may select the D2D mode or cellular modentoncmicate, as described in Sectiod VI.
When a D2D pair uses the cellular mode, the D2D transmitgersmits data to the BS in the UL band,
and the BS sends this data to the D2D receiver in the DL banduinstudy, we do not model the DL
transmission, essentially assuming that the DL resouroesnaabundance so that we can focus on the
UL performance. When the D2D pair communicates in the dineatle, the D2D transmitter sends data
to the D2D receiver using UL resources. This case is refané1S” to emphasize the role of the mode

selection for the D2D candidates.

4We note that BRA can be made completely distributed by skipphe usage op; in the algorithm. Simulation results (not shown here)
indicate that the impact of skipping; in BRA is not significant.



Since 6 D2D pairs are dropped in addition to the 6 cellulargysé of them must use direct mode and
overlapping resources with either other D2D direct mode<use with cellular users. This is because we
assume 8 resources per cell accommodating 12 transmitidrsva assume that cellular users and D2D
candidates in cellular mode (that is transmissions to tHalaeBS) must remain orthogonal within a cell.
We refer to this case as the “"MS Reuse” to highlight that thera degree of mode selection freedom
for two D2D candidates but cellular resources now mustdosed by multiple transmitters in each cell.
Intuitively, we expect some SINR degradation on the reusswurces, but an increase in the total rate
(and spectrum efficiency) due to more transmissions per Batinguishing the two D2D pairs case and
the four D2D pairs case allows us to separate the proximity (yeithout reuse gain) from the reuse gain
(expected in the second case).

When the utility maximizing PC (as a reference case) is us#id(cellular and D2D) transmitters
employ the outer-inner loop based power control. In cohtraben the LTE PC is used, the cellular UEs
use standard LTE open loop fractional path loss compems@@&PC) method, whereas we test fixed SNR
target, fixed transmit power and the closed loop based mdtrathe D2D link.

The main simulation parameters are given in Table |.

B. Numerical Results

Figure[6 and Figurg]l7 compare the SINR performance of Minin@PA and BRA for the cellular UEs
and D2D pairs when using the utility maximizing and the LTEeopoop fractional path loss compensation
power control respectively. Because there are only 8 RBs@kérat most 2 D2D candidates may choose
cellular mode, while the remaining 4 D2D candidates must disect mode and reuse a RB for its
transmission. When using the utility maximizing PC (both tlee cellular UEs and D2D pairs), the SINR
performance of the Mininterf, CPA and BRA resource allomatschemes is very similar, except in the
high SINR region of the cellular users, that could gain a @83NR increase with Mininterf as compared
to CPA. Somewhat surprisingly, BRA gets closer to the pemnforce of Mininterf in this region at the
expense of performing a bit worse for cell edge users than. JRA& reason for this is that CPA tends to
reuse the RBs of strong (cell center) cellular users.

With the LTE PC, Mininterf shows gains over CPA and BRA forlakdr UEs in the low SINR regime
(up to 5 dB gain), essentially protecting the cell edge UBmfexcessive interference from the D2D traffic.
For example, the gain of Mininterf at the 50% percentile i¢yaaround 1-2 dB (see Figuid 7), which

is somewhat disappointing considering the full path losgrimaequirement of Mininterf. In scenarios



TABLE |

PARAMETERS OF THE7-CELL SYSTEM UNDER STUDY

Parameter Value
System Bandwidth 5MHz
Carrier Frequency 2GHz
Gain at 1 meter distance -37dB
Thermal noiseo -114 dBm
Path Loss coefficient 3.5
Lognormal shadow fading 6dB

Cell Radius 500m
Number of cells 7

Max Tx Power 200mw
Min Tx Power 5e-6W
=N -116 dBm
a 0.8
Number of RB’s requested by users 1

Max. Number of Outer-Loop iterations 100

Max. Number of Inner-Loop iterations 10
Number of MonteCarlo simulations 100

Initial power 0.01 W
Initial Y% 0.2

Initial u 0.01

€ 0.05

() 0.01...10
Distance between D2D pairs 50-100m
Maximum interference caused by D2D users at the|BS= 0.02- Np...500- Np

in which the cellular UEs are more far from their respectieevsrg BSs (not shown here), the gain of
MinInterf is greater, but still typically remains under 3 difference. Also, somewhat surprisingly, there
is no notable difference between the performance of the GRABRA allocations. However, comparing
the D2D SINR distributions of Figuiid 6 and Figlre 7, we obsexsignificant gain obtained by the utility
maximizing scheme in the range of 5-8 dB throughout the COtes€é results encourage us to use the
simple balanced random — BRA — resource allocation schentieeimemaining of the numerical section
and focus on comparing the performance of different PC agabres.

Figure[8 compares the power consumption and the achieveR 8flthe cellular UEs when employing
different PC strategies in the system. The cellular UE poea@rsumption is only affected by the PC
algorithm used by the cellular UE (utility maximization o E open loop), as shown by the left hand
side figure. We can see that settiagto 1 results in similar power levels for the utility and LTEdea
PC schemes, while setting to 0.01 significantly increases the transmit power level.t@nother hand,

w = 10 leads to significant power saving for the cellular UEs ammared to the LTE PC scheme. The
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Fig. 6. Comparing the performance of the Mininterf, CPA ariRlABresource allocations in terms of SINR distribution of tedlular UEs
and D2D pairs when employing the utility maximizing PC scleefor all (i.e. cellular UE and D2D) users. Mininterf is clgasuperior in
terms of protecting the cellular UEs in the entire SINR regiSince CPA tends to reuse resources used by the strongéceéir) UEs, its
SINR performance is somewhat worse in the high SINR regiam the BRA.
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Fig. 7. Comparing the performance of the Mininterf, CPA ariRlABresource allocations in terms of SINR distribution of tedlular UEs
and D2D pairs when using the LTE open loop PC. The 3 RA scheradferm quite similarly, but somewhat worse than with thdityti
optimal PC, especially in the high SINR region (5-8 dB parfance loss for the 80%-ile and stronger users).

achieved SINR by the cellular UEs depends not only on theim pawer control scheme, but also on the

power used by the D2D pairs, as is shown by the right hand sieefi We can see that in the utility

maximization case, setting to a low value (e.g. whew < 1) can significantly boost the achieved peak

SINR values. Apart from this high SINR regime, the SINR perfance of the hybrid PC scheme (i.e.
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Fig. 8. Comparing the performance of the LTE based open loagtibnal path loss compensation power control with thathef utility
optimizing scheme in terms of transmit power and achievedRSfor the cellular users. The utility based scheme can be tuned to boost the
SINR performance of the cellular UEs in the high SINR regirheéha expense of higher power consumption by settingcdht® a lower
value. For cellular UEs, the hybrid LTE-utility maximizirecheme performs similarly to the LTE open loop PC.

LTE open loop for the cellular UEs and utility maximizationtlva low I* cap for the D2D pairs) shows
very good performance, showing for example up to 5-8 dB gamirthe lower SINR regime compared to
the pure utility maximization schemes (depending on thergebf the w). This result shows that setting
the I* interference limit to a proper value is an important tool footecting the cellular traffic from the
interference caused by the D2D layer.

Figure[9 shows the distribution of the transmit power andFSlisvels of the D2D pairs. Similarly to
the cellular UEs, the D2D transmit power levels can be tunedditing thew (here within the range of
w = 0.01...10). We can also see that the different LTE based schemesrpeduite differently both in
terms of power consumption and achieved SINR. In terms ofRSIt¥e LTE open loop power control
yields an acceptable performance (close to the LTE closed scheme except in the low SINR region),
but this SINR performance can be significantly improved byplkaying the hybrid scheme when setting
w andl™* to proper values (e.go=1,1* = 500- Np). Recall from the previous figure, that the performance
punishment for the cellular UEs when using this more aggressetting for the D2D pairs is negligible.
Whenl* is set to a low value, the LTE PC scheme performs better indiveaind medium SINR regime.
In Figure[9 it is interesting to observe the distribution loé¢ transmit power level when using the “Fixed
Tx Power” method for the D2D pairs. Since this figure shows tfemsmit power distributiobefore mode

selection, the actual power level set for the D2D candidedesbe different from the predetermined fixed
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transmit power level if the cellular mode is selected for aDD@andidate. This is because when using

cellular mode, the transmit power level is set by the opep Ipath loss compensation method.

Hybrid Power Control, RA algorithm: BRA, ., =50 £20 m Hybrid Power Control, RA algorithm: BRA, r;, ) =50 +£20 m
1 T T T 1 T T T g
. w=0.1,l*=NOl500 .. w=0.1,l*=N0/500 U
-
0.9~__m=0.1,|*=N0 0.9~__03=0.1,|"=N0 ,‘
—m=0.1,|*=N0*500 —w=0.1,|*=N0*500 /
08M . nes o= 1,172 N/500 08M . ees 0= 1,172 Nf500 4
g7f==e=11"=N, o7 ==0e=11"=N, /’f
— > = 1, 1* = N*500 l : — > = 1, 1* = N*500 ;/
0.6H anns m=10,l*=N0/500 0.6~....w=10,|*=N0/500
w —_——m=10 I*=NO I w ——m=10,|"=N0
8 0'5“—w=10,|*=NO*500 I 805"_w=10’|*=N0*500 /
0.4 ' 0.4 /“' / //
0.3 0.3
If d //
.'
0.2 0.2 ot
"
W -' /4
0.1 0.1 ,.-". o
be* .
Wi Bl 4
o
0 W

40 30 20 -10 0 10 20 30 40 -40 30 20  -10 0 10 20 30 40
SINR UE [dB] SINR D2D [dB]

Fig. 10. Hybrid PC scheme: cellular UEs use the legacy LTEguawntrol, while D2D users use the distributed utility nmadding scheme.
By setting thel* threshold to some suitable value, (eug= 1, I = 500- Np) the D2D performance can be boosted at the expense of a nhinima
impact on the cellular layer.

Figure[10 examines the trade off between the performancéiseotellular and the D2D layers when
using the hybrid PC scheme under various settings. Here wesea that settingp =1 andIl* to a high

value with respect to the noise floasigma) boosts the D2D performance (solid blue line) with some
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Fig. 11. Comparing the mode selection gain and the resoeusergain in terms of total system throughput and used powenwoth

cellular UEs and D2D pairs use the LTE open loop PC scheme.nWe D2D candidates are forced to operate in cellular motke (“
Mode”), they can neither take advantage of the short comaatinn distance nor the reuse gain. When the D2D candidateseect D2D
(direct) mode, proper mode selection (MS) yields incredséal system rate and reduced power. Finally, when D2D paag reuse cellular
resources (i.e. a resource block can be used by multiplermitters), the total system rate can be further improvedS“Reuse”). However,
this total system rate improvement, that is the reuse ga@ty, come at the expense of some increase of the total systewr [fsee the left
hand side plot, especially when the D2D distance is set tan).00

moderate and acceptable negative impact on the cellular.lay

Figured 1l[-1P offer an insight into the mode selection andeegains of D2D communications. Recall
that the mode selection gain is due to selecting the directnmenication link rather than using cellular
transmission, as is shown in the figure. When, in additiospuece sharing is possible between D2D
and cellular transmitters, the overall system throughptthér increases at a cost of higher total transmit
power. This total transmit power increase depends on thengky of the system, that is exemplified by
the right hand side of the figure (i.e. total system rate). Afe @lso observe that the utility maximization
significantly improves the total system rate performanatarsame time reducing the average power level
in the system. (The hybrid scheme (not shown here) perfotosedo the utility maximization scheme
when w and|* are properly set.)

Finally, Figure[ 1B shows the correlation between the usaustnit power and achieved SINR levels for
cellular UEs and D2D pairs when using the utility based, th& Ibased and the hybrid PC algorithms.
When the LTE PC targeting a fixed SNR level is employed, theltiag) SINR levels are rather similar
throughout the simulations. For the D2D pairs, the fixed Twgoyields a large variation in the achieved

SINR values. The other LTE based schemes as well as they dtiliction method perform in between
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Fig. 12. Comparing the mode selection gain and the reso@usergain in terms of total system throughput and used powenwoth
the cellular UEs and the D2D pairs use the utility maximimatscheme. The overall gain of the utility optimal schemed@®pared with
the LTE based PC)) is quite large both in terms of overall povegrsumption and achieved user bit rates, as visible by congpthis figure
with Figure[11.

0

Fig. 13. Comparing the transmit power and the SINR perfogador cellular UEs (left) and D2D pairs (right) when D2D magmploy

the LTE and utility PC based algorithms. For cellular UE® thility based scheme (applied to the D2D pairs) with- 0.1 tends to trigger
higher power values (set by the LTE OFPC power control) ardethy to reach higher SINR values. For D2D pairs, the utildged scheme
is clearly superior to legacy LTE PC when comparing the aaueSINR with the same transmit power levels. The hybrid sehelearly

pushes the D2D performance towards higher SINR valuesevdsitentially keeping the benefits of the utility maximizsaheme for the
cellular UEs, without requiring a new PC scheme for the ¢alIlWEsS.

these two extremes, the utility based PC providing the begbpnance in terms of achieved SINR but

tending to consume somewhat higher power both for cellulas @nd D2D transmitters.

IX. CONCLUSIONS

In this work, we examined the performance of practical radisource management algorithms for
D2D communication integrated in cellular networks. The maiotivation for this examination is to
gain an understanding of how well LTE friendly power contaold resource allocation schemes perform
as compared to optimization based approaches. Specifieedlydeveloped a distributed power control
algorithm that maximizes a utility function that is capalde balancing between maximizing spectral
efficiency and minimizing the sum transmit power for a given af interfering D2D and cellular links.
We used this algorithm as a benchmarking tool with respegtraatical PC schemes based on the LTE
PC toolkit, including “no power control”, PC with fixed SINRarget, open loop fractional path loss
compensation and closed loop PC. For mode selection androesallocation, we developed a heuristic

algorithm (Mininterf) that attempts to reduce the intrdl-oceerference introduced by D2D communications



assuming full path loss knowledge. Using Mininterf as a Ibemark, we then examined the performance
of two practically feasible MS and RA algorithms in a reatistystem simulator.

The numerical results indicate that the LTE PC gets closéeautility-based scheme, both in terms of
used transmit power levels by the cellular as well as the D&Brsiand the resulting SINR values. The
only significant gain with the optimization-based appro&cithe SINR obtained by the high performing
D2D users. On the other hand, the LTE OFPC scheme, (depeaditite w parameter of the utility-based
method) can produce somewhat higher SINR values for thelaelUEs. These results tend to suggest
that the flexible LTE power control scheme is well preparedrfetwork assisted D2D communications,
especially for the cellular UEs. However, for the D2D pattee utility based scheme can provide gains
in terms of SINR distribution and total transmit power camgdion. These gains can be harvested by a
hybrid scheme, in which cellular UEs use the LTE PC schemereds D2D users rely on a distributed
scheme, whose parameters in practice can be controlledebgeitular network. In future work we plan

to investigate methods to set the valuel of

APPENDIX A: DERIVATION OF INEQUALITY (24)

Constraints in Problenmi (23) can be elaborated by appeaitiget definition of matrixd' in Equation
(21) as follows:

HTA® = —owl
thl)\;iw) > —w, Vi
—h||)\|(LP)+;hk|A|iLP) > —w, Vi
k:
AI(LP) le gt AliLP)
N —y7= < 1 V. |
w k;Gkalt( w ~ 7

APPENDIX B: DERIVATION OF INEQUALITY (26)

Inequality [26) can be derived by appealing to Equation @bJollows:
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