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Abstract

This paper describes an efficient approach to record linkage. Given two lists of records, the record-
linkage problem consists of determining all pairs that are similar to each other, where the overall similarity
between two records is defined based on domain-specific similarities over individual attributes. The record-
linkage problem arises naturally in the context of data cleansing that usually precedes data analysis and
mining. Since the scalability issue of record linkage was addressed in [21], the repertoire of database tech-
niques dealing with multidimensional data sets has significantly increased. Specifically, many effective and
efficient approaches for distance-preserving transforms and similarity joins have been developed. Based on
these advances, we explore a novel approach to record linkage. For each attribute of records, we first map
values to a multidimensional Euclidean space that preserves domain-specific similarity. Many mapping al-
gorithms can be applied, and we use the Fastmap approach [16] as an example. Given the merging rule that
defines when two records are similar based on their attribute-level similarities, a set of attributes are chosen
along which the merge will proceed. A multidimensional similarity join over the chosen attributes is used to
find similar pairs of records. Our extensive experiments using real data sets show that our solution has very
good efficiency and recall.

Keywords. Data Cleaning, Record Linkage, Similarity Search, StringM ap

*Part of this article was published in [28]. In addition to the prior materials, this article contains more analysis, a complete proof,
and more experimental results that were not included in the original paper.



1 Introduction

The record-linkage problem — identifying and linking duplicate records — arises in the context of data cleans-
ing, which is a necessary pre-step to many database applications, especially those on the Web. Databases
frequently contain approximately duplicate fields and records that refer to the same real-world entity, but are
not identical. As the following examples illustrate, variations in representation may arise from typographical
errors, misspellings, abbreviations, as well as other sources. This problem is especially severe when data to
be stored within databases is automatically extracted from unstructured or semi-structured documents or Web
pages [5].

EXAMPLE 1.1 The DBLP bibliography server [33] has the following two pages for authors: “Sang K! Cha”
and “Sang Kyun Cha&’ They are referring to exactly the same person in reality. However, due to the abbrevi-
ation of the middle name, the publications of the same person are split into two pages. This problem exists in
many web sources and databases. O

EXAMPLE 1.2 A hospital at a medical school has a database with thousands of patient records. Every year it
receives data from other sources, such as the government or local organizations. The data includes all kinds of
information about patients, such as whether a patient has moved to a new place, or whether a patient’s telephone
number has changed. It is important for the hospital to link the records in its own database with the data from
other sources, so that they can collect more information about patients. However, usually the same information
(e.g., name, SSN, address, telephone number) can be represented in different formats. For instance, a patient
name can be represented as “Tom Franz” or “Franz, T.” or other forms. In addition, there could be typos in the
data. For example, name “Franz” may be mistakenly recorded as “Frans”. The main task here is to link records
from different databases in the presence of mismatched information. O

With the increasing importance of record linkage (a.k.a data linkage) in a variety of data-analysis applica-
tions, developing effective and efficient techniques for record linkage has emerged as an important problem [38].
It is further evidenced by the emergence of numerous organizations (e.qg., Trillium, FirstLogic, Ascential Soft-
ware, DataFlux) that are developing specialized domain-specific record-linkage and data-cleansing tools.

Three primary challenges arise in the context of record linkage. First, it is important to determine simi-
larity functions that can be used to link two records as duplicates [10, 48]. Such a similarity function consists
of two levels. First, similarity metrics need to be defined at the level of each field to determine similarity of
different values of the same field. Next, field-level similarity metrics need to be combined to determine the
overall similarity between two records. At the field level, a typical choice is string edit distance, particularly if
the primary source of errors are typographic and the type of the data is string. However, as the examples above
illustrated, domain-specific similarity measures (e.g., different functions for people’s names, addresses, paper
references, etc.) are more relevant. At the record level, merging rules that combine field-level similarity mea-
sures into an overall record similarity need to be developed. Approaches based on binary classifiers, expectation
maximization (EM) methods, and support vector machines have been proposed in the literature [5, 10, 48].

The second challenge in record linkage is to provide user-friendly interactive tools for users to specify
different transformations, and use the feedback to improve the data quality. Recently a few works [42, 15, 17,
40] have been conducted to solve this problem.

The third challenge is that of scale. A simple solution is to use a nested-loop approach to generate the
Cartesian product of records, and then use the similarity function(s) to compute the distance between each

*http://www. i nformatik.uni-trier.de/ ~l ey/db/indices/a-tree/c/Cha: SangK=. htm
2http: //www. i nformati k. uni-trier.de/ ~l ey/ db/indices/a-tree/c/ Cha: SangKyun. ht ni



pair of records. This approach is computationally prohibitive as the two data sizes become large. The scal-
ability issue of record linkage has previously been studied in [21]. Since the original work in [21], many
new data-management techniques have a direct bearing on the record-linkage problem. In particular, tech-
niques to map arbitrary similarity spaces into similarity/distance-preserving multidimensional Euclidean spaces
[31, 50, 16, 6, 25, 46, 47] have been developed. Furthermore, many efficient multidimensional similarity joins
have been studied [1, 7, 13, 30, 43, 32, 39, 45, 44]. In this paper, we develop an efficient strategy by exploiting
these advances to solve the record-linkage problem. In particular, we propose a two-step solution for duplicate
identification. In the first step, we combine the two sets of records, and map them into a high-dimensional Eu-
clidean space. In general, many mapping techniques can be used. As an example, in this paper we focus on the
FastMap algorithm [16] due to its simplicity and efficiency. We develop a linear algorithm called “StringMap”

to do the mapping, and the algorithm works independently of the specific distance metric.

In the second step, we find similar object pairs in the Euclidean space whose distance is no greater than
a new threshold. This new threshold is chosen closely related to the old threshold of string distances and the
mapping step. See Section 4 for details. Again, many similarity-join algorithms can be used in this step. In
this paper we use the algorithm proposed by Hjaltason and Samet [23] as an example. For each object pair in
the result of the second step, we check their corresponding strings to see if their original distance is within the
query threshold, and find those similar-record pairs.

We next study mechanisms for record linkage when multiple attributes are used to determine overall record
similarity. Specifically, we consider merging rules expressed as logical expressions over similarity predicates
based on individual attributes. Such rules would be generated from, for example, a classifier such as a decision
tree after being trained with certain number of records using a labeled training set [42]. Given a set of merging
rules, we choose a set of attributes over which the similarity join is performed (as discussed in the single-
attribute case), such that similar pairs can be identified with minimal cost (e.g., running time).

Our approach has the following advantages. (1) It is “open,” since many mapping functions can be applied
in the first step, and many high-dimensional similarity-join algorithms can be used in the second step. (2) It
does not depend on a specific similarity function of records. (3) Our extensive experiments using real large data
sets show that this approach has very good efficiency and recall (great®9tfizn

The rest of the paper is organized as follows. Section 2 gives the formulation of the problem. Section 3
presents the first step of our solution, which maps strings to objects in a Euclidean space. Section 4 presents
the second step that conducts a similarity join in the high-dimensional space. Section 5 studies how to solve the
record-linkage problem if we have a merging rule over multiple attributes. In Section 6 we give the results of
our extensive experiments. We conclude the paper in Section 7.

1.1 Reated Work

Record linkage was studied in [21, 22] (called the “Merge/Purge” problem). Their proposed approach first
merges two given lists of records, then sorts the records based on lexicographic ordering for each attribute (or
a "key” as defined in that paper). A fixed-size sliding window is applied, and the records within a window are
checked to determine if they are duplicates using a merging rule. Notice that, in general, records with similar
values for a given field might not appear close to each other in lexicographic ordering. For example, the string
edit distance of “Anderson” and “Zanderson”lisbut their names can be very far from each other in the sorted

list. As a result, they might not appear in the same sliding window. The effectiveness of this approach is based
on the expectation that if two records are duplicates, they will appear lexicographically close to each other in
the sorted list based on at least one key. Even if we choose multiple keys to do the search, the approach is
still susceptible to deterministic data-entry errors, e.g., the first character of a key attribute is always erroneous.
It is also difficult to determine a value of the window size that provides a “good” tradeoff between recall and
performance. In addition, it might not be easy to choose good “keys” to bring similar records close to each



other. Sometimes it requires specific domain knowledge to design the “key” construction.

[20] is tackling the problem of approximate whole-string matching inside a commercial DBMS. Their
proposed approach can guarantee no false dismissal. Their approach primarily focuses on the edit-distance
metric. In addition, the use of a DBMS could introduce extra storage and execution-time overhead. [8]
incorporates the TF/IDF [3] idea from the information retrieval community to define record similarities. They
split records into tokens, and consider token frequencies when calculating the similarity/distance between two
records. They also developed an error tolerant index to identify the closest fuzzy matching tuples with high
probability. Lee et al. developed a data cleansing system called “IntelliClean” [34]. In [35] they present several
efficient techniques to pre-process records before trying to find similar pairs. After these prepocessing steps a
key problem is still how to find those similar pairs using merging rules efficiently, which is the focus of this
work.

One key challenge in record linkage is to develop good merging rules to identify duplicate records. Recently
researchers are trying to apply machine-learning techniques to solve the record-linkage problem [42, 5]. These
techniques can be used to generate merging rules, and in this work we focus on how to evaluate given such
merging rules.

2 Problem Formulation

In this section, we formulate the record-linkage problem.

2.1 Distance Metrics of Attributes

We first introduce the concept afetric distances. Let se¥ be the universe of the objects in a database. A
function denoting a measure of the distance between two objects

d:VxV¥— R

is ametric if it satisfies the following properties:

1. Positiveness: Vx,y € ¥, d(x,y) > 0;
2. Symmetry: Va,y € ¥, d(z,y) = d(y, x);
3. Réflexivity: Va € U, d(xz,z) = 0;

4. Triangular Inequality: Vz,y,z € ¥, d(z,y) < d(z, z) + d(z,y).

Consider two relationd? and S that share a set of attribute§, ... , A,. Each attributed; has a metric
M; that defines the difference between a valuekafl; and a value of5.4;.3 There are many ways to define
the similarity metric at the attribute level, and domain-specific similarity measures are critical. We take two
commonly-used metrics as examples: edit distance and g-gram distance.

Edit distance, a.k.a. Levenshtein distance [37], is a common measure of textual similarity. Formally, given
two stringss; ands,, their edit distance, denotedl. (1, s2), is theminimum number of edit operations (inser-
tions, deletions, and substitutions) of single characters that are needed to trangéosm For instance,

3In [21], “keys” constructed from multiple fields are used to represent the similarity between records. These keys can be viewed as
attributes in our setting.



A.("Harrison Ford”, “Harison Fort”) =2.

In particular, we can remove the third character “r’ in the first string, and substitute the last character
“d” with “t” to transform it to the second string. SimilarlyM\.(“Jack Lemmon”,“Jack Lemon”) 4, and
A.(“Anderson”,“Zandersson”) 2. It is known that the complexity of computing the edit distance between
stringss; andss is O(|s1| x |s2|), where|s;| and|sz| are the lengths of; ands, respectively [49].

There are many variations of the original edit-distance metric, such as allowing transposition of two charac-
ters, allowing “block move” [12] (i.e., move of multiple characters in one step), and assigning different weights
to different characters and operations.

The Jaccard coefficient distance [11, 29] is another possible metric. Lebe an integer. Given a string
the set ofg-grams of s, denoted(s), is obtained by sliding a window of lengthover the characters of string
s. Forinstance, it = 2:

G(“Harrison Ford”)<{’Ha’, "ar’, rr’, ri’, ’is’, 'so’, 'on’, 'n’, " F’, ’Fo’, 'or’, 'rd’  }.
G(“Harison Fort")={"Ha’, 'ar’, ri’, ’is’, 'so’, 'on’, 'n’, " F’, 'Fo’, 'or’, rt"  }.
The Jaccard Coefficient Distance between two strings; ands,, denotedA (s, s2), is defined as:

|G(s1) N G(s2)]
|G(s1) U G(s2)]

Aj(81,82) =1-

For example A ;(*Harrison Ford”, “Harison Fort”) = 1 % ~ 0.23. The Jaccard coefficient distance is
a metric, and the square root of Jaccard coefficient distance is Euclidean [19]. Clearly the smaller the Jaccard
coefficient distance between two strings is, the more similar they are.

2.2 Similarity Merging Rules

Given distance metrics for attributels, Ao, ... , A, there is aroverall function that determines whether or not

two records are to be considered as duplicates. Such a function may either be supplied manually by a human
(e.g., an analyst in the data analysis), or alternatively, learned automatically using a classification technique [36].
While the specifics of the method used to learn such a function are not of interest to us in this paper, we do make
an assumption that the function is captured in the form of a rule discussed below. The form of rules considered
include those that could be learned using inductive rule-based techniques such as decision trees. Furthermore,
this form of merging rules is consistent with the merging functions considered in [21].

Let r ands be two records whose similarity is being determined. A merging rule for recoatisl s is of
the following disjunctive normal form.

Ml(Al) < (5171 /AN AN Mp(Ap) < (5171,
V. Mi(A)) <da1 AN ... ANMyA,) <
i 1)__ 1 »(Ap) < 02p (Merging Rule)
\ Ml(Al) < 514:,1 AN\ Mp(Ap) < 5k‘,p

For each conjuncd/;(A;) < 6;; (i = 1,... .k, andj = 1,... ,p), the valued i, j) is a threshold using the
metric function)/; on attributeA;. The conjunct means that two recordands from the two relations should
satisfy the conditiomV/;(r.A;, s.A;j) < 6; ;.

For instance, given three attributes about papéis, author, andyear, suppose we use the edit distance
A, as a metric for attributeauthor andyear, and the Jaccard coefficient distance functiyras a metric for



attributetitle. Then we could have the following rule:

Aj(title) < 0.10 A Ag(name) <4 A Aq(year) <1

Vo Aj(title) < 0.15 A Ac(name) ; 2 A Ac(year) ; 2 (Query@y)

The record-linkage problem studied in this paper is the following.

Given two relationg? and.S, and the merging rules defined above, find pairs of recordsg from
relationsR andS, such that each pair satisfies the merging rule.

The quadratic nested-loop solution is not desirable, since as the size of the data set increases, this solution
becomes computationally prohibitive. For instance, in our experiments, it took moré thaurs to use this
approach on two single-attribute relations, each with000 names, assuming the edit-distance function is
used.

Since by definition, the record-linkage problem is basedpmpnoximate matching of those individual met-
rics for different attributes, an efficient solution that might miss some real matching pairs (but with a high recall)
might be more preferable.

In this paper, we first consider the case of a single attribute (Sections 3 and 4), then study the case of
multiple attributes (Section 5). Table 1 summarizes some symbols used in this paper.

Table 1: Symbols used in this paper.

Symbol | Meaning
R,S | two relations for record linkage
M metric function in the original space
A, edit distance
Aj Jaccard coefficient distance function

0 threshold in the original string metric space
o’ new threshold in the mapped Euclidean space
d dimensionality of the Euclidean space

3 Step 1: Mapping Stringsto Euclidean Space

We first consider the single-attribute case, wh&@nd .S share one attributel. Thus the record-linkage
problem reduces to linking similar strings i and .S based on a given similarity metric. Formally, given
a predefined threshold value we want to find pairs of stringé-, s) from R and .S respectively, such that
according to the metrid/ of attribute A, the distance of ands is within 9, i.e.,

M(r.A,s.A) <4.

Such a string pair is calledsamilar-string pair; otherwise, it is called dissimilar-string pair. Our proposed
approach has two steps. In the first step, we map strings to objects in a multidimensional Euclidean space, such
that the mapped space preserves the original string distances. In the second step, a multi-dimensional similarity
join is conducted in the Euclidean space. In this section we discuss the first step.



3.1 StringMap: Mapping Stringsto Objects

In the first step, we combine the strings from the two relations into one set, and embed them into a Euclidean
space. Formally, the process is the following.

Given N objectsOy,... ,On in a metric space, findV points A, ... , Py in a d-dimensional
Euclidean space, such that the distances are maintained as well as possible.

One way to describe how well the distances are maintained is to use the folletwing function:

> (dig — dij)?
str6532 = bJ 3
T
in which d;; is the dissimilarity measure between objégtind object); in the old metric space, amﬁ;ij is the

Euclidean distance between their image objects in the new space. This function gives the relative error of the
mapping. ldeally the mapping algorithm can makeess as small as possible.

(1)

Many mapping/embedding functions can be used, such as multidimensional scaling [31, 50], FastMap [16],
Lipschitz [6], SparseMap [25], L1-Mapping [46], and MetricMap [47]. These algorithms have different prop-
erties in terms of their efficiency, contractiveness, and stress. (See [24] for a good survey.) In this paper we
use the FastMap algorithm because of its good time efficiency and distance-preserving capability. Here we
briefly review the algorithm. (See [16] for the details.) Its main idea is to éimdutually-orthogonal axes.

It iteratively chooses two objects (called “pivot objects”) to form an axis. For each axis, FastMap projects all
objects onto this axis by computing their coordinates using their distances. It also computes the new distances
after the projections.

We modify the FastMap slightly and propose an algorithm called “StringMap,” as shown in Fig. 1 (a).
StringMap removes the recursion in FastMap, and computes a distance between objects only when it becomes
needed. In particular, StringMap iterates to find pivot strings to f@werthogonal directions, and computes the
coordinates of théV strings on thel axes. The functio hoose Pivot(int h, Metric M) selects two strings
to form an axis for thel-th dimension. These two strings should be as far from each other as possible (ideally
the farthest pair). As we cannot afford a quadratic approach to find the exact farthest pair, we adopt the linear
heuristic algorithm in [16]. The functio@'hoose Pivot() iteratesm times to find the pivots. A typicah value
could beb (as in [16]). The algorithm assumes the dimensionalif the target space, and we will discuss
how to choose a goodvalue shortly.

One important function is
GetDistance(int a, int b, int h, Metric M)

which computes the distance between strings (indexaddndb) after they are mapped to the first- 1 axes.
As shown in Fig. 1 (b), it iterates over the— 1 dimensions, and does the computation using only the original
metric distance between the two strings and their already-computed coordinateshon thdimensions.

There are few observations about the algorithm.
1. Inthe last line of the algorithm, the computationcobrd|i, h] is not symmetric with respect to values
andy.

2. In functionGet Distance(), it is known thatdist x dist — w x w can be negative [47] . In StringMap, we
take the square root of thabsolute value to compute the new distance. See [24] for other ways to deal
with this case.



Algorithm StringMap // choose two pivot strings on the h-th dimension
Input: e N strings: t[1,...,N]. Function ChoosePivot(int h, Metric M)

e d: Dimensionality of Euclidean space. {

e M: Metric function on strings. seed s, = a random string from ¢[1],...,¢t[N];
Output: N corresponding objects in the new space. for (i=1tom) { // a typical m value could be 5
Variables: e PA[1,2][1,...,N]: 2 X d pivot strings. // use function GetDistance(.,.,h,M)

e coord[l,...,N][1,...,d]: object coordinates. // to compute distances
seed s, = a farthest point from sg;
Method: seed s, = a farthest point from sp;
for (h=1tod) { }

(p1,p2) = ChoosePivot(h,M); // choose pivot strings return (sq, Sp);

PA[1,h]= p1; PA[2,h] = po; // store them }

dist = GetDistance(p1, p2, h, M);

if (dist == 0) { // get distance of two strings (indexed by a and b)

// set all coordinates in the h-th dimension to 0 // after they are projected onto the first h — 1 axes

for (i = 1 to N) { coord[i,h] =0 }; Function GetDistance(int a, int b, int h, Metric M)

break; {

} A = t[a]; B = t[b]; // get strings

dist = M(A, B); // get original metric distance
// compute coordinates of strings on this axis for i=1toh —1){
for i=1toN) { // get their difference on dimension i

x = GetDistance(t[i], p1, h, M); w = coord[a,i] - coord[b,i];

y = GetDistance(t[i], p2, h, M); dist = \/|dist x dist —w x wl;

coord[i,h] = (x*x + dist*dist - y*y) / (2*dist);

} return ( dist );
} }
(a) The main algorithm (b) Functions

Figure 1: Algorithm StringMap.

All the steps in the StringMap algorithm are linear on the number of stivigin particular, consider the
h-th step of the algorithm. A call to function GetDistance(.,.,h) takés) time. Here we assume that it takes
O(1) time to computeV/(a, b), andO(1) time to compute théist value in each iteration. Therefore, for each
h value, it takes

O(h x2xmxN) 2

time to find two pivot seeds, an@(h x N) time to compute the coordinates of all the strings in thth
dimension. The complexity of thie-th step is:

Ohx2xmxN+hxN)=0(hxmxN)
Thus the complexity of the StringMap algorithm is:
O(d* x m x N)

Notice that a major cost in the algorithm is spent in functi®hoose Pivot(). We can reduce the cost in the
function as follows. At each step in the function, we want to find a new string that is as far from a string (e.g.,
sq) as possible. Instead of scanning the whdlestrings, we can just do sampling to find a string that is very
far from s,. Or we can just stop once we find a string that is “far enough” fegnne., their distance is above
certain value. See [27] for an approximation algorithm for finding this pair efficiently.



3.2 Choosing Dimensionality d

A good dimensionality valu€ used in algorithm StringMap should have the property that after the mapping,
similar strings can be differentiated from those dissimilar ones. On the one hand, the dimensiboaiityot

be too small, since otherwise those dissimilar pairs will not “fall apart” from each other. In particular, the
distances of similar-string pairs are too close to those of dissimilar ones. On the othet! ltamihot be too

high either. There are mainly two reasons. First, the complexity of the StringMap algorithm (see above) is
linear tod?. Second, since we need to do a similarity join in the second step, we want to avoid the curse of
dimensionality [4, 14]. In particular, asincreases, it becomes more time consuming to find object pairs whose
distance is within a new threshold. We choose a dimensiona#ity follows.

1. Select a set of string pairs from data sBtand S. (See Section 4.2 for details.) Use the nested-loop
approach to find all similar-string pairs within threshélah the selected string pairs.

2. Run StringMap using differentvalues. (Typicallyd is betweerb and30.) For eachd, compute the new
distances of the similar-string pairs. Find their largest new distance
3. Find a dimensionalityl with a low cost:
# of object pairs within distance

t= — . . 3
cos # of similar-string pairs ®)

Intuitively, the cost is the average number of object pairs we need to retrieve in step 2 for each similar-
string pair, ifw is used as the new threshaldor selecting similar-object pairs in the mapped space.

Notice that we only use the pairs of selected strings to compute the cost. This value measures how well a
new threshold’ = w differentiates the similar-string pairs from those dissimilar pairs. In particular, the string
pairs whose new distance is withthwill be retrieved in step 2 and need to be pruned out by post checking
according to the merging rules. Thus the lower the cost is, relatively the fewer object pairs need to be retrieved
in step 2 whose original distance is more thaifrig. 5 in Section 6.2 shows that typically a good dimensionality
value is between5 and25.

4 Step 2: Finding Similar-Object Pairsin Euclidean Space

In the second step, we find object pairs whose Euclidean distance is within a new thréshedd each
candidate pair, we check the distance of their original strings to see it is within the original thrésholthis
section we study how to select the new threshold and how to do the similarity join.

4.1 Choosing New Threshold ¢’

The selection of the new threshafddepends on the mapping function. For instance, we caf seb if the
mapping function isontractive [9]. That is, for any two strings ands, we have
M(r,s) < M'(r',s")

whereM (r, s) is their distance in the original metric space, aiddr’, s’) is the new Euclidean distance of the
corresponding objectg and s’ in the new space. In general, suppose there are two congtamts> 1, such
that for any two strings ands, we have

1
P M(Tv s) < M/(rlvsl) <cg- M(Tv s)
C1

“This equation measures tHistortion of the mapping [24].



Then we can just sét = ¢, - §. Properties of different mapping functions are studied in [24].

Ideally, the threshold should be set to a maximal value of the new distance between any two similar-string
pairs in the original space. Then it will guarantee no false dismissals. However, this maximal value could be
either too expensive to find (we do not want to have a nested-loop procedure), or the theoretical upper bound
could be too large. Since it is acceptable to miss a few pairs, we would like to choose a threshold such that
for most of the similar-string pairs, their new distances are within this threshold. As shown in our experimental
results, even though a theoretical upper bound could be large, most of the new distances could be within a much
smaller threshold.

In our approach to selecting the dimensionadityhe thresholdv can be used to identify similar pairs in the
mapped space. Therefore, we can choose the threghaddollows. We select a small number of string pairs
from data set$: andS. (See Section 4.2 for details.) Notice these selected strings might be different from those
used to decide the dimensionalifyin Section 3.2. We find all the similar-string pairs in these selected strings
pairs, and compute their new Euclidean distances after StringMap. We choose their maximal new distance as
the new threshold’. We may do this sampling multiple times (on different sets of selected strings), and choose
&’ as the maximal new distance of those similar-string pairs. By doing this sampling process for multiple times,
we increase the opportunity that the new threshotdncapture the similar-string pairs as many as possible.

4.2 Selecting String Pairsvia Sampling

In order to decide the dimensionalityand the new threshold, we need to obtain a sample set of string pairs
from the two data set® and.S. The sample set should have enough string pairs whose original distances are
within §. Now we consider several ways to choose the sample set.

¢ Double Random Sampling: We sample the stringsands randomly from R and.S respectively, and find
similar string pairs from the sampled strings.

e Sngle Random Sampling: We sample a certain number of strings randomly from one data setRsay,
For each of them, we find similar stringss in S and produce pairs df-, s).

e Sorted Sampling: We sort the strings irb' lexicographically. We sample a certain number strings ran-
domly from R. For each of themr, we locate it in the sorted list of, and find its nearby, e.91,00,
stringss. We produce pairs dfr, s).

We will show in Section 6 that Sorted Sampling produces the best new threshold among these methods. That
is, its estimated new threshold is the closest to the real new thredhlie reason is that the lexicographical
order ofS strings improves the chance for catching similar string pairs from.

4.3 Finding Object Pairswithin ¢’

We want to find all those object pairs whose new distance is within this new threSh8Idilarity joins over
multidimensional spaces have been studied in [1, 7, 13, 30, 43, 32, 39, 45, 44]. Many algorithms can be used
in this step. In this paper we use a simplified version of the algorithm in [23] as an example. We could instead
have chosen any of those algorithms for our purpose. We chose the algorithm in [23] due to its simplicity and
availability of the code. This approach suffices for our purpose, since our intent is to establish a base line for
our approach of mapping record linkage into a similarity-join problem.

Here we will briefly explain the main idea of the algorithm. (See [23] for details.) We first build two R-trees
for the mapped objects of the two string sets, respectively. We traverse the two trees from the roots to the leaf
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Figure 2: Finding similar-object pairs using R-trees.

nodes to find those pairs of objects within distadceAs we do the traversal, a queue is used to store pairs of
nodes (internal nodes or leaf nodes) from the two fteéd& only insert those node pairs that can potentially
yield object pairs that satisfy the condition. The lower bound of the distance between the node pairs must be
within the new threshold’. Those node pairs that cannot produce results are pruned in the traversal, i.e., they
are never inserted back into the queue.

Take Fig. 2 as an example. Initially, a pair of the root nod®&s Sy) is inserted into the queue. At each step,
we dequeue the head p&it;, S;). If both nodes are internal nodes (i.e., hyper-rectangle regions), we consider
all the pairs of their children. For each pakR,, S,), we compute their “distance,” which islawer bound of
all the distances of their child objects. (The case of a node-object pair is handled similarly.) For instance, we
can use the MINDIST function [41] to compute the distance between two nodes. Then we can prune node pairs
as follows: if the distance of a node pair is greater thiawe do not insert this pair into the queue. The reason
is that the lower-bound property guarantees that these two nodes cannot generate object pairs whose distance is
within ¢’. On the other hand, if the distance of two nodes is withime insert this pair into the queue.

For instance, when we consider the two child nodes of each of the two root nodes in the figure, we have
four pairs:
(R1,S51), (R1, S2), (R2, S1), (R2, S2)

Suppose each of them has a MINDIST distance withithen we insert them into the queue. We remove the
pair (Ry, S1) from the queue, and consider pairs of their child nodes:

(Rs,S3), (3, 54), (13, S5), (R4, S3), (R4, S4), (R4, S5)

For each pair, we compute their MINDIST. If, for example, the distance betigamd.S, is greater thaw',
we will not consider this pair, since they cannot generate object pairs that have a distance wlithather
words, all the pairs of their descendants are greaterdhan

Suppose only the following pairs have a MINDIST distance witftin
(R37 S3)7 (R37 85)7 (R47 S4)7 (R47 85)

Then we insert these four pairs into the queue. The status of the queue is shown in the figure. Eventually we
have a pair obbjects from the queue. Then we compute their Euclidean distance to check if it is within

If so, we compute the metric distance of their original strings. We output this pair of strings if their metric
distance is within the original threshodd

®Since we just want to find those object pairs whose distance is withime donot need gpriority queue. A priority queue based
on object-pair distances is necessary in [23], since they want to find the “all pair top-k” object pairs with the smallest distances.
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4.4 Traversal Strategies

Different strategies can be used to traverse the two R-trees, such as depth first and breadth first. Our experiments
show that the depth-first traversal strategy has several advantages. These observations are consistent with those
in [23].

1. It can effectively reduce the queue size, since pairs of objects in the leaf nodes can be processed early,
and they can be dequeued from the queue. Thus the memory requirement of the algorithm tends to be
small. In our experiments, when each data set had about 27K strings, the breadth-first strategy required
about 1.2GB memory, while the depth-first strategy only requested about 30MB memory.

2. It also reduces the time that the first pair is output, since it can reach the leaf nodes more quickly than
the breadth-first strategy. If we use the breadth-first traversal strategy, we need to generate a very large
number of pairs before processing some pairs of leaf nodes.

5 Combining Multiple Attributes

So far we have studied the record-linkage problem for the single attribute case. In this section we discuss
how to join over multiple attributes efficiently where the merging rule is of the disjunctive normal form (DNF)
discussed in Section 2.2. We first study how a single disjunct (in the form of a conjunctive clause) can be
evaluated, then describe the more general case when the merging rule consists of multiple conjunctive clauses.

5.1 Single Conjunctive Clause

For a single conjunctive clause, we can process the most “selective” attribute to find the candidate pairs that
satisfy this conjunct condition, and then check other conjunct conditions. For instance, consider the following
clause.

Aj(title) < 0.15 A Ag(name) <3 A Ac(year) <1 (QueryQ-)

We could first do a similarity search to find all the record pairs that satisfy the first condligtle) < 0.15.

For each of the returned candidate pairs, we check if it satisfies the other two conditionshaméendyear
attributes. Alternatively, we can choose eithame or year to do the similarity join. Our experiments show that

the step of testing other attributes takes relatively much less time than the step of finding the candidate record
pairs, thus we mainly focus on the time of doing the similarity join that finds the candidate pairs. We can use
existing techniques on estimating the performance of spatial joins (e.g., [2, 26]), and choose the attribute that
takes the least time to do the corresponding similarity join. (This attribute is calledostesel ective attribute

for this conjunctive clause.) Notice that similarly to [21], we could also search along multiple attributes of the
conjunction to improve the recall. Since the mapping in Step 1 does not guarantee that all the relevant string
pairs will be found, using multiple attributes may improve recall. However, as will be shown in the experimental
section, since our strategy for single attributes is able to identify matching string pairs at a very high recall (over
99%), after doing a join based on the condition of one attribute, we can postprocess the candidate record pairs
by checking the remaining conditions. Thus the high-recall property can help to reduce the running time of a
conjunctive clause with multiple attributes.

5.2 Digunctive Clauses

The problem becomes more challenging in the case of multiple conjunctive clauses. Také)qiure8ec-
tion 2.2 as an example. We have at least the following different approaches to answering this query.

12



1. Approach A: Find all record pairs that satisfy the first conjunctive clause by doing a similarity search
using the conjunct\;(title) < 0.10. Find all record pairs satisfying the second conjunctive clause by
doing a similarity search using the conjurkt(name) < 2. Take the union of these two sets of results.

2. Approach B: Do a similarity search to find record pairs that satisfi¢itle) < 0.15 in the second
conjunctive clause. These pairs also include all the pairs satisfying the first conjunctive clause, since
Aj(title) < 0.10 implies Aj(title) < 0.15. Among all these pairs, find those satisfying the merging
rule.

Approach A needs to do two similarity searches, while approach B requires only one. However, both
similarity searches in approach A could be more selective than the single similarity search in approach B, thus
require less combined running time than approach B. Which approach is better depends on the data set.

The example shows that to answer a disjunct (in the form of a conjunctive clause), we can choose at most
one conjunct in it to do a similarity join. After we find the candidate pairs using similarity join over that
conjunct, we assume that we can get the answer for this disjunct for free because the step of testing other
attributes takes much much less time than the similarity join, as will be shown in experimental section. In
addition, once we choose a conjunid(A;) < J; ; to do a similarity join, we do not need to do a similarity
join for any other conjunctive clause that has a conjuigtA;) < 6 ;, wheredy ; < ¢; ;. The reason is that
a superset of the results for the conjudf(A;) < d; ; has been returned by the similarity search. As the
number of attributes and the number of conjunctive clauses increase, there could be an exponential number of
possible ways to answer the query.

Theorem 5.1 Assuming the time of doing a similarity search for each conjunct is given, the problem of finding
an optimal solution (i.e., a plan with a minimum total running time for the similarity joins) to answer the query
is N'P-hard. O

Proof: We reduce the Vertex Cover problem [18] to our problem. Since the Vertex Cover problgiR-is
complete, our problem i8/P-hard.

Given a graphG with n verticesly, ... , V,, we construct a query om attributes, withn, conjunctsi <
o1,..., M, < d0,, Where eacld; is a nonzero constant. For all< i < j < n, if V; andV; are connected by
an edgely in G, we construct a conjunctive clauég in the form of M; < 6; A M; < ;. If the graphG has
m edges, we get a merging rule with conjunctive clauses, each of which has two conjuncts. Fig. 3(a) shows
a sample graplyr with 5 vertices and edges, and Fig. 3(b) is the merging rule constructed ftom

My < AN My <o
vV My <y N Mz <3
vV M <d A My < dy4
vV Mz <d3 N My<d,
\Y My <ds N Mg <5
Graph G \Y My < by A My < dy4
(a) Sample graph. (b) Merging rule converted from the sample gragh

Figure 3: Sample graph and the corresponding merging rule.

The above construction of the merging rule takes time that is polynomial in the siZe bw, we show
thatG has a vertex cover of siZeif and only if we can pickk different conjuncts in the merging rule to answer
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the query, with the total cost éf x C, whereC' is the cost of doing one similarity search on a single conjunct.
Here all the conjuncts have the same cost to evaluate.

For the “only if” part, supposé&s has a vertex covef of sizek. For each verteX/ in S, we evaluate
one of theM; < é; conjuncts. Since all the edges are covered by the vertic8sdll the conjunctive clauses
in the merging rule can be answered either by being evaluated, or by doing post-processing. The cost of this
evaluation plan ig x C.

For the “if” part, suppose there is a plan to answer the query, which picksjuncts to evaluate and has a
total cost ofk x C. Without loss of generality, let them b}, < §1,... , My < 6. We pick the corresponding
Vi,..., Vi to form a cover sef. For eachM; < ¢;, we can do post-processing, and get the answers for all
the conjunctive clauses that contdif) < ¢;. Since the plan can compute the answers for all the conjunctive
clauses, the corresponding vertices must cover all the edges in the@r&ghs is a vertex cover of grapty

with k vertices. -

Notice the proof also shows that the problem of finding optimal solution to answer the quEfy-isard
in terms of the number distinct conjuncts.

When the number of distinct conjuncts is small, we can exhaustively search among all the combinations of
the conjuncts to find an optimal plan. In the case where this number is large, we propose three heuristic-based
greedy algorithms for finding a good solution to evaluate a merging rule.

e Algorithm 1: Treat all the conjunctive clauses separately. For each of them, choose the most selective
attribute to do the corresponding similarity join. If we choose the same attrijutetwo conjunctive
clauses, and their corresponding threshadlds< ¢;, ;, then we only choose the threshdld; to do the
similarity search for the second clause, saving one similarity search for the first clause. Take the union of
results of all conjunctive clauses.

e Algorithm 2: For each attribute, choose the largest threshold among all its conjuncts. Among all the
largest thresholds of different attributes, choose the most selective one to do a similarity join. Among the
results, find the record pairs that satisfy the merging rule.

e Algorithm 3: For each conjunct, we associate it with the cost as the running time required to evaluate the
conjunct, and the benefit as the number of conjunctive clauses it can cover. A cahjidg) < ¢; ;
covers those conjuncts on the same attribute with a threshold wjthi@including itself), and those
conjuncts in their conjunctive clauses. We greedily choose a conjunct with the largest “benefit/cost”
ratio, and add this conjunct to the plan. We remove the conjunct and its covered conjuncts, and repeat the
process until all the conjuncts are covered. (An alternative to define the benefit of a conjunct is to use the
total running time of the covered conjuncts.)

For instance, consider the que®; in Section 2.2. Suppose Algorithm 1 chooskgtitle) < 0.10 as
the most selective condition for the first clause, @aadname) < 2 for the second one. Thus it will produce
the approach A above. For Algorithm 2, the largest thresholds of the three attrililéesame, andyear are
0.15, 4, and2, respectively. Supposa;(title) < 0.15 is the most selective one. This algorithm will produce
approach B as the solution. In general, Algorithm 1 works better than Algorithm 2 if doing multiple similarity
searches with small thresholds is more efficient than one with a large threshold.

6 Experiments

In this section we present our extensive experimental results to evaluate our solution. The following are three
main sources we used.
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1. Source 1 consists 0b4, 000 movie star names collected from The Internet Movie Datgbase. length
of each name varies frofto 20, and their average length is abdt

2. Source 2is from the Die Vorfahren Database, a database of mostly Pomeranian surnames and geographic
locations! The database as of 2001 contains of 133,101 full names that have appeare®ie Bwn-
merschen LeutBlewsletter, Die Vorfahren section over the 19.5 years of its publication. The lengths of
names are less than 40, and their mean length is around 15.

3. Source 3 is from the publications in DBLPWe randomly selecte@0, 000 papers in the proceedings.
We use this data source to show how to do data linkage in multiple-attribute cases. The lengths of titles
are less thag00, and their mean length is arouff. The lengths of author names are less th@nand
their mean length is arounid. The published years range fraf70 to 2002, with an average of995.

For each dataset, we introduced aboff; duplicate records by slightly modifying the values of randomly
selected records. The errors introduced to string values consisted of character insertions, deletions, and substi-
tutions. The errors for the numeric attributes were additions and subtractions to their numeric values.

All the experiments were run on a PC, with a 1.5GHz Athlon CPU and 512MB memory. The operating
system is Windows 2000, and the compiler is gnu C++ running in cygwin. We &198@ as the page size to
build R-trees. Most of our experimental results are similar for three sources.

6.1 Nested-Loop and Our Approach

25000 T T T

j Nestéd-loop R
Our approach ---x---

20000

15000 [

time (sec)

10000 [

5000 |-

total # of strings in two data sets (K)

Figure 4: Comparing nested-loop with our approach.

Fig. 4 shows the performance difference of the nested-loop approach and our approach. We selected subsets
of strings from Source 1, and let both sets have the same number of strings. In our approach we used the edit
distance as the distance function, and chose threshole: 2, dimensionalityd = 20, and new threshold
0" = 6.3. Thex-axis is thetotal number of strings from both sets. Thexis is the running time in seconds. The
figure shows that our approach can substantially reduce the time of finding similar-string pairs. For instance,
when each data set hd@, 000 strings, it took the nested-loop approach abtit200 seconds & hours20
minutes), while it took our approach only abdyt00 seconds (less thary minutes).

®http:/www.imdb.com/
"http://feefhs.org/dpl/dv/indexdv.html

8http:/www.informatik.uni-trier.detley/db/index.html
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6.2 Choosing Dimensionality d

As discussed in Section 3.2, we need to choose a good dimensiahfdityhe StringMap algorithm. We used
Source 1 as an example. To seledialue, we randomly sampleq 000 strings fromR. For each of them, we
located its lexicographical position i, and paired it with the nearby00 strings. We used the sampled string
pairs to measure the “cost” of differedtvalues (Section 3.2). For edit distance, we considered the case where
0 =1, 2, and3. For the Jaccard metric, we considereé 0.1 and0.15.

Effect of different dimensionalities Effect of different dimensionalities
3500 w ‘ 400 ‘ ‘
% 6=1 5=01 ——
3000 0z 350 - 52015 —x— |
K X
300 F \ ]
2500 X |
250 8
.. 2000 - 1.
§ b § 200 F |

1500 4 i
) 150 |
1000 |

* 100 g
500 g L ]
“ 50
ob—r T = S X 0
25 30 10 15 20 25 30
Dimensionality d Dimensionality d
(a) Edit Distance (b) Jaccard Distance

Figure 5: Costs of different dimensionalities.

Fig. 5(a) and (b) show costs for different dimensionalities for edit distance and Jaccard distance, respec-
tively. (See Section 3.2 for the definition of “cost.”) It is clear that the cost decreased with the increase of the
dimensionality. That is, the larger the dimensionality is, the fewer extra object pairs we need to retrieve in step
2 for each similar-string pair, while the original strings of these objects have a distance greater @rathe
other hand, due to the complexity of StringMap and the curse of dimensioratignnot be high either. The
results show thad = 20 is a good dimensionality for both metrics.

Fig. 6 shows the distributions of the object-pair distances after StringMap, for the edit-distance metric. We
constructed the sample set from Source 1. We chiese2 for similar-string pairs, and set= 10, 20, and30,
respectively. The figures show that after StringMap, there is a new threshold to differentiate similar pairs from
most dissimilar pairs. In particular, all the sampled similar-string pairs had new object-pair distancesiithin
while most of dissimilar-string pairs had their object-pair distances largerifiaim the case whed = 20.
Figures for other two dimensionalities exhibit the similar existence of such a new threshold.

Fig. 7(a) and (b) show the distributions of the object-pair distances after StringMap, for the Jaccard distance
metric. We chosé = 0.2 for similar-string pairs, and set= 20. We have the similar observations as for the
edit-distance metric. In particular, the new distances of all the similar-string pairs are &izhin

6.3 Choosing Threshold ¢’

As discussed in Section 4.1, we selected the new threghimidthe second step as follows. We constructed the
sample set as described in Section 4.2. We ran StringMapdwitt20, and traced the new Euclidean distances

of these sampled similar-string pairs. We did this samplibgimes, and chosé as the largest new object-

pair distance of the sampled similar-string pairs. We evaluated the three sampling approaches, and compared
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Figure 6: Histograms of new Euclidean distances for diffet#sitedit distancej = 2.

them against the real obtained by the nested-loop approach, which is the largest Euclidean distance of the
similar string pairs. Table 2 shows the results. Among the three approaches, Sorted Sampling produced the new

threshold that is closest to the réal Thus we used Sorted Sampling in other experiments.

Table 2: Comparison of different sampling methods

Data Sourcel Original Threshold| DoubleRandom| SingleRandom| SortedRandom Real New Threshold
Source 1 0=2 5.8 5.9 6.3 6.6
0=3 6.3 6.7 7.3 7.7
Source 2 0=2 6.8 6.9 7.2 74
0=3 8.6 9.1 9.3 10.0

Table 3 shows thé’ values used in step 2 for two different metrics. Notice that when we are using the
edit-distance metric, since the two sources have different strings with different length distributions, it is not

surprising that theity values from the sampling step are different. For the Jaccard metric, we-sét2 for

both data sources 1 and 2.

6.4 Running Time

In order to measure the performance of our approach, we ran our algorithm on different data sizes. In each case,

we chose the same number of strings in both data sets. We chose dimensidbralty, and let the total size
of strings for Source 1 vary fror, 000 to 54, 000. We measured the corresponding running timejfer 1, 2,
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Figure 7: Histograms of new Euclidean distances: Jaccard distarc®,2, d = 20.

Table 3: Threshold’ used in step 2d = 20).

edit distanced = 1 | edit distance& = 2 | edit distancéd = 3 | Jaccard distancg= 0.2
0’ (Source 1) 4.5 6.3 7.5 0.2
o’ (Source 2) 5.36 7.3 9.6 0.2

and3 for the edit distance metric ard= 0.2 for the Jaccard metric.

Fig. 8(a)-(c) show the time of the complete two-step algorithm, and the time of the StringMap step, as-
suming we use the edit-distance metric. Their gap is the time of the second step that did the R-tree similarity
join. The figures show that as the data sizes increased, both the StringMap time and the total time grew. Our
approach is shown to be very efficient and scalable. For instance, when the total number of siingg0is
it took the approach onl¢l minutes to find the similar-string pairs, while it look almost one week for the
nested-loop approach to finish. The figures also indicate that other similarity-join techniques may be used in
the second step to improve its performance. Fig. 8 (d) shows the times if we used the Jaccard distance. The
times are similar to those of the edit distance.

6.5 Timeversus Threshold ¢’

Fig. 9(a) and (b) illustrate how the execution time grew as the threshldreased. We used the full string

sets from Source 1 and Source 2, det 20, § = 2, and letd vary. The figures show that the time did not
increase too rapidly when we increased the threshold. Therefore, to make sure we achieve a very high recall, it
is desirable to choose a slightly larger threshold if possible.

6.6 Comparison with the Approach in [20]

In the case where the edit-distance metric is used, the approach in [20] can be used to find all the string pairs
whose edit distance is within a given threshold. Its main idea is to convert the strings to g-grams stored in

a relational DBMS, then run a sophisticated SQL query to find all similar-string pairs. We implemented this
approach using Oracle 8.1.7 on the same PC, and let the database use indexes to run the SQL query. We selectec
subsets of strings from Source 1, and let both sets have the same number of strings. In our approach we chose
thresholdd = 2, dimensionalityd = 20, and new threshold = 6.3. Fig. 10 shows the performance difference
between these two approaches. The figure shows that our approach can substantially reduce the time of finding
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Figure 8: Running time (d=20).

similar-string pairs. Notice that even though our approach cannot guarantee to find all such pairs, which can be
achieved by the approach in [20], as we will see shortly, our approach has a very high recall.

Our approach has several advantages in the context of the record-linkage problem. First, the distance metrics
used at individual attributes might not be edit distance. As argued earlier, domain-specific methods work better
in identifying similar records. Furthermore, the algorithm in [20] is geared towards finding all the string pairs
that are within a fixed edit-distance threshold. Since the record-linkage problem, by definition, is based on
approximate matching, solutions that might miss some such pairs (say those that obtain around 99% recall) but
result in significant time savings might be more preferable. In addition, the implementation of the g-gram-based
approach inside a database might be less efficient than a direct implementation using other languages (e.g., the
C language).

6.7 Recall

We want to know how well our approach can find all the similar-string pairs. (Ideally we want to find all of
them!) In particular, we are interested in the recall, i.e., ratio of similar-string pairs found among all similar-
string pairs.

Fig. 11(a) shows the recall of our approach on data source 1, with different thréskadlces in the second
step, using the edit-distance metric. In order to measure the recall, we first used the nested-loop approach to get
all the matching record pairs. We then ran our approaches, and compared the result with all the matching pairs.
As thed’ value increased, the recall also increased, and it quickly got very cla$®%6. For instance, in the
case wheré = 2, the recall reachetio% whend = 5.6. When we further increased the threshold, the recall
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Figure 10: Our approach (approximate search) versus the g-gram approach in [20] (exact search).

continued to grow close t600%. Fig. 11(b) shows similar recall results when we used the Jaccard distance on
data source 1. Fig. 12 shows the similar trend for data source 2 when the edit-distance metric was used.

We also implemented the sliding-window approach in [22]. Without loss of generality, we used attributes as
keys in the sliding-window approach, and the conditiofiéname) < 2 for data source 1. We chose different
window sizes, and measure the time and recall for each of them.

Fig. 13 shows the recall and the time for these two approaches. It shows that our approach can achieve
a very high recall given a time limit. The primary reason is that our mapping function provides very good
distance/similarity preservation. Since lexicographic ordering does not preserve edit distances as well, the
approach discussed in [22] needs to consider a very large window size (and hence cost) to obtain competitive
degree of recall, or choose different keys to run the sliding-window algorithm multiple times.

We also examined the effectiveness of our two-step approach on eliminating dissimilar string pairs. Fig. 14
shows the results on data source 1 using edit distance metric. It shows the cross-product size, the number of
pairs after the similarity join, and the number of similar pairs, foe 1, 2, and3. (Our results on Jaccard
coefficient metric were even better.) Notice that fhaxis has a log scale (in thousands). The results showed
that our two-step approach can effectively eliminate dissimilar pairs. For instance,jwheh the approach
only returned less thalh2% of the cross-product size. This ratio remained low for different edit distances. The
postprocessing step took aba@@ seconds, while the total running time was ab®Lit00 seconds. Thus the
postprocessing time was relatively small compared to the total running time.
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6.8 Resultson Multiple Attributes

Now we report our experimental results for the multiple-attribute case. We report our results on data source 3.

Single Conjunctive Clause

We evaluated the single conjunctive quépyin Section 5.1. There are three attributes to perform a similarity
join: title, name, andyear. Our experimental results showed that the attrityg@ is not very selective in a
similarity join, and many candidate pairs were generated. Thus we mainly reported the results of similarity
joins using attributesitle andname.

Table 4: Results of similarity join using different attributes.

Similarity-join Attribute | Time (sec)

Final Result Size (# of similar-record pairs)

Aj(title) < 0.15 1,543
Ac(name) <3 1,140

702
700

Table 4 gives the results. It is shown that for the thresholds in the query, doing a similarity joamens
more efficient than otitle. Notice that the result size is different for these two similarity searches, since both
of them are approximate. The small difference (only two pairs) between them again shows that our approach
has a very high recall (more than 99%).
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Time vs. Recall Comparison of two approaches for Source 1
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Digunctive Normal Form

We used the querg); in Section 2.2 as an example disjunctive normal form. We implemented the four algo-
rithms (including exhaustive search) described in Section 5.2. We measured the running time for each conjunct
in the merging rule. Our experiments showed that many record pairs were returned if we first processed the
condition A.(year) < 1 (4,587,937 pairs) or conditionA.(year) < 2 (13,371,074 pairs), and the post-
processing time was substantially larger than those of the similarity joins on the other two attributes. In ad-
dition, the post-processing time for the conjuncts of the other two attributes was very short compared to the
similarity-join times. Thus an optimal plan did not usgear condition to do a join first, neither did the three
algorithms. Here we mainly report the results on the other two attributes. Table 5 shows the numbers.

Table 5: Running times for conjuncts in merging rgle

Aj(title) <0.10: 1,040 secs| A (name) < 4: 1,780 secs
Aj(title) < 0.15: 1,543 secs| A.(name) < 2: 710 secs

Table 6 shows the results for different algorithms. Among all the possible plans, the exhaustive search
algorithm found an optimal plan, which chogg(title) < 0.15 from Clause 2 to perform the join. This plan
requiredl, 743 seconds and produced9 pairs.

For Algorithm 1 that produces approach A, we chose the conjin@itle) < 0.10 to do the similarity
search for the first clause, and conjudciname) < 2 for the second one. After getting the result pairs for
each clause, we took a union of the two sets and produced the final result. The total time for approach A was
1,820 seconds, and the size of the final result set @i#spairs. Notice that the results of the two clauses had
overlapped record pairs, explaining wbi9 is not the summation of06 and518. The recall of this approach

22



is more than 99%.

Table 6: Different algorithms for a disjunctive normal form.

Algorithms | Selected Condition(s) | Time (sec)| Number of Pairs| Total Time (sec)| Total Pairs
Exhaustive Search Clause 2A;(title) < 0.15 1,743 619 1,743 619
Algorithm 1 Clause 1A (title) < 0.10 1,060 406 1,820 619
Clause 2A.(name) < 2 760 518
Algorithm 2 Clause 2A (title) < 0.15 1,743 619 1,743 619
Algorithm 3 Clause 2A.(name) < 2 760 518 1,820 619
Clause 1A;(title) < 0.10 1,060 406

For Algorithm 2 that produces approach B, we found thgtitle) < 0.15 was the most selective conjunct,
using which we performed the similarity join. The total time for approach B W&43 seconds, and the size
of the final result set was al€d9 pairs. This plan happened to be the optimal plan.

For Algorithm 3, we first chose the conjunét (name) < 2 from Clause 2 since it has the highest bene-
fit/cost ratio. (Its benefit is 3, since it can cover three conjuncts (including itself). Its cosl seconds.) Then
we selected)\;(title) < 0.10 from Clause 1 to cover the remaining conjuncts. This plan happened to be the
same as that of Algorithm 1. Notice that if we use the total running time of the covered conjuncts as the benefit
of a conjunct, then this algorithm will produce the optimal plan.

In general, Algorithm 1 produces a solution that tries to minimize the time of each individual similarity join,
which tends to produce a small candidate set. Algorithm 2 produces a solution that needs to perform a similarity
join only once for all the clauses. It may need more time for the single similarity join, since the threshold could
be large. The remaining time is spent on postprocessing the candidate record pairs. Algorithm 3 does a more
sophisticated search by greedily choosing efficient conjuncts that can cover many other conjuncts.

7 Conclusion

In this paper we developed a novel approach to the record-linkage problem: given two lists of records, we
want to find similar record pairs, where the overall similarity between two records is defined based on domain-
specific similarities over individual attributes. For each attribute of the records, we first map records to a
multidimensional Euclidean space that preserves domain-specific similarity. Given the merging rule that defines
when two records are similar, a set of attributes are chosen along which the merge process will proceed. A
multidimensional similarity join over the chosen attributes is performed to determine similar pairs of records.
Our extensive experiments using real data sets showed that our solution has very good efficiency and recall. In
addition, our approach is very extendable, since many existing mapping and join techniques can be used, many
similarity functions between attributes can be supported.
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