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Abstract
Hepatitis is among the deadliest diseases on the planet. Machine learning approaches can contribute toward diagnosing
hepatitis disease based on a few characteristics. On the UCI dataset, authors assessed distinct classifiers’ performance in
order to develop a systematic strategy for hepatitis disease diagnosis. The classifiers used are support vector machine, logistic
regression (LR), K-nearest neighbor, and random forest. The classifiers were employed without class balancing and in
conjunction with class balancing using SMOTE strategy. Both studies, classification without class balancing and with class
balancing, were compared in terms of different performance parameters. After adopting class balancing, the efficiency of
classifiers improved significantly. LR with SMOTE provided the highest level of accuracy (93.18%).

Keywords Hepatitis · Machine learning · SMOTE · Support vector machine · LR

1 Introduction

One of the most thoughtful issues in medicine is disease
diagnosis. Disease analysis refers to classifying a disease
depending on its symptoms [1]. Hepatitis is among the top
life-threatening diseases. The liver cells called hepatocytes
become swollen and get damaged because of hepatitis which
affects the working of the liver. Hepatitis is of two types:
acute and chronic hepatitis. Acute hepatitis is characterized
by relatively minor damage to liver cells called Hepatocytes
as compared to chronic hepatitis. The swelling of the liver
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lasts for more than 6months in chronic hepatitis as compared
to acute hepatitis, where it lasts normally for 1 or 2 months
[2]. Table 1 shows the categorization of different types of
hepatitis as acute and chronic [3].

It is important to be concerned about all 5 varieties of
hepatitis since they are the source of outbreaks and numerous
fatalities. In particular, types B and C are the most significant
causes of cirrhosis of the liver and cancer, as well as chronic
diseases in millions of individuals around the world [4]. The
most prevalent viral agents of hepatic illnessesworldwide are
the viruses of hepatitis B and hepatitis C, whose infections
initially start as acute infections and develop into chronic
infections [5]. According to data from the World Health
Organization (WHO), 130–150 million individuals world-
wide have a chronic hepatitis C disease. Hepatitis is a viral
infection that often results in an inflammatory disease of the
liver and is responsible for approximately 1.5 million fatali-
ties per year in the world [6].

Hepatitis can be caused by circumstances, including
drinking too much alcohol, adverse drug events, and bac-
terial and viral infection [7]. If hepatitis is detected early, the
chance of successful recovery increases significantly. Using
machine learning to diagnose hepatitis disease will bring
efficiency and assist inexperienced clinicians. Human error
may be because of exhaustion, inexperience, and thoughtful-
ness. Detecting hepatitis virus remains one of the toughest
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Table 1 Categorization of different types of hepatitis

Hepatitis type Category

A Acute

B Chronic

C Chronic

D Chronic

E Acute

challenges for untrained practitioners [8, 9]. The motivation
behind this work is to reduce human error in diagnosis.

For disease classification, supervised machine learning
approaches are applied. In supervisedmachine learning tech-
niques, researchers first train the computer using a specified
dataset and then apply test data to assess the model accu-
racy produced during training. In this paper, a method has
been proposed for the diagnosis of hepatitis disease using
machine learning techniques. A simulation environment was
developed in python to test the method. The authors utilized
the hepatitis dataset available on the UCI repository to test
the method. The method has been proposed to carry the diag-
nosis accuracy of existing methods to the next level.

The following are the primary contributions of the pre-
sented research work:

1. Unbalancing in the data has been handled to improve
accuracy.

2. Amethod for diagnosis of hepatitis disease has been pro-
posed by determining the most effective classifier out of
SVM, LR, KNN, and RF.

3. The effectiveness of the proposed method has been
assessed and contrasted with that of earlier studies.

The remainder of the research paper is structured as fol-
lows. A summary of the relevant work carried out by prior
researchers is provided in Sect. 2. Section 3 introduces the
materials and research techniques. Section 4 discusses the
results. Section 5 provides a conclusion and perspectives on
the future.

2 Related work

Below is the work of different researchers who have done
similar work. Based on their findings, the researchers offered
various studies for hepatitis classification.

Anto and Chandramathi have proposed a system that
applied hybrid GA-SA and SVM for predicting hepatitis.
The hybrid GA-SA served to identify the dataset’s maximum
meaningful features and optimize SVM. Classification accu-
racy of SVM increased as the ideal values of C and gamma

were found. The authors achieved 87% accuracy on the UCI
dataset of hepatitis [10].

Anggraeny et al. have proposed using a statistical BN to
diagnose hepatitis and the ReliefF algorithm to discover the
main symptoms.TheReliefF algorithmyielded four key indi-
cations. The authors used these key symptoms to build a BN.
The dataset was the UCI dataset, and the accuracy achieved
was 76.8% [11].

Bhargav et al. have applied LR, DT, SVM, and NB
techniques, for classification of hepatitis disease using UCI
dataset. The authors concluded that LR provided the highest
accuracy: 87.17% [12].

Hassan and Shah have compared six different machine
learning algorithms: LR, DT, NB, KNN, SVM, and RF for
classification of hepatitis disease using UCI dataset. The
authors have shown using experimental results that RF has
given the highest accuracy (85%) for the prediction of hep-
atitis disease [13].

Nilashi et al. have proposed predicting hepatitis by apply-
ing a group of neuro-fuzzy techniques. The authors suggested
usingANFIS and SOM techniques. UsingNIPALS increased
SOM’s accuracy. The authors used different types of mem-
bership functions in the ANFIS technique to construct the
method for ensemble learning. The authors obtained an accu-
racy of 93.06% when tested on the UCI dataset [6].

Bayrak et al. have used NB, LR, and J48 decision tree
for the classification of hepatitis. The authors used the cross-
validation techniquewith k � 10. The authors applied feature
selection methods with before mentioned classifiers and
compared the performance of different classifiers on differ-
ent performancematrices.NBhas given the highest accuracy,
i.e., 84.51% without feature selection and 88.38% with fea-
ture selection [4].

Nivaan and Emanuel proposed a model based on LR for
hepatitis prediction. The authors worked on the UCI dataset
related to hepatitis disease. As per the authors, they obtained
83.33% accuracy after applying the LR model [14].

Alfyani and Muljono compared the performance of NB
and KNN classifiers for hepatitis disease classification using
the UCI hepatitis dataset. The authors concluded that NB
performs better than KNN with an accuracy level of 74.19%
[15].

Basarslan et al. applied attribute selection techniques
based on correlation and fuzzy rough attribute selection
approaches while presenting an approach for the classifi-
cation of hepatitis disease. The authors worked on dataset
obtained from UCI repository. The authors used KNN, RF,
NB, and LR techniques for classification and evaluated the
performance of classification for every applied classifier. RF
gave the highest accuracy (84.9%) among all applied classi-
fiers [16].

Peng et al. have presented a framework founded on arti-
ficial intelligence for hepatitis prediction. The authors have
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presented a computer-based diagnosis system for the same.
The authors have worked on the hepatitis dataset available
on UCI. They have worked with different models like LR,
DT, KNN, XGboost, SVM, and RF. The authors concluded
that RF has achieved the highest accuracy:91.9% [17].

Panda et al. have presented a study on various feature
reduction and categorization algorithms for predicting hep-
atitis. The authors have applied KNN, LR, NB, DT, SVM,
and RF classifiers for the prediction of hepatitis disease. The
hepatitis dataset available on UCI was utilized for experi-
ment purposes. Chi-square and Boruta procedures were used
for feature reduction. The authors concluded that LR, Kernel
SVM, and KNN performed best with 90.32% accuracy [18].

Mijwil et al. have presented a study on the use of machine
learning techniques on various medical datasets. The authors
worked on medical datasets related to different diseases
available on the UCI repository like breast cancer, hepati-
tis, chronic kidney disease, COVID-19, immunotherapy, and
cryotherapy.The authorsworkedbyapplyingSVM,C5.0DT,
KNN, and RF classification algorithms. The authors have
shown that RF worked best for the hepatitis dataset with
92.88% accuracy [19].

Nayeem et al. have used KNN, NB, SVM, multilayer per-
ceptron (MLP), and RF for prediction of hepatitis disease.
The authors carried out their experiments on the hepatitis
dataset available on UCI. The authors determined that RF
gave the best accuracy, i.e., 92.41% [20].

Yusuf and Akande have worked on hepatitis prediction
by applying techniques of machine learning. The authors
applied SVM, Gaussian NB, LR, DT, KNN, and MLP tech-
niques for predicting the disease. The authors performed
the experiments on the UCI hepatitis dataset. The authors
obtained 87%accuracy as the best accuracy by applyingMLP
and LR classifiers [21].

Das et al. have worked on classifying hepatitis disease by
applying velocity enhanced whale optimization algorithm.
The authors obtained 92.5% accuracy while working on the
hepatitis dataset available on UCI [22].

Different researchers have used various techniques to
enhance the effectiveness of classifying models for diagnos-
ing hepatitis. The accuracy of classification methods varies.
There is still scope for improving accuracy by using the
optimum combination of data preprocessing techniques and
classification algorithms. After experimenting with different
classifiers, the investigators should choose the classification
method that behaves the best on performance indicators. The
common issue identified while studying the work of different
researcherswas the inefficient or absenceof handlingofmiss-
ing information.Accuracymight be increased even further by
comprehending the effects of missing values. Applying class
balancing before using classifiers can act as a critical step
in enhancing the performance of diagnosis and classification
models.

Table 2 Features of the hepatitis dataset

S. No. Feature

1 Age

2 Sex

3 Steroid

4 Antivirals

5 Fatigue

6 Malaise

7 Anorexia

8 Liver big

9 Liver firm

10 Spleen palpable

11 Spiders

12 Ascites

13 Varices

14 Bilirubin

15 Alk phosphate

16 Sgot

17 Albumin

18 Protime

19 Histology

3 Materials andmethods

3.1 Dataset

The authors carried out trials with the help of the hepati-
tis dataset available on UCI. There are nineteen prediction
parameters and one class parameter in the dataset. The class
attribute in the dataset has two values: 1 for Die and 2 for
Live. There are 155 records in all [23]. Table 2 shows the
prediction attributes of the dataset.

3.2 Hepatitis disease diagnosis method

Figure 1 depicts flowchart of the proposed hepatitis disease
diagnosis method. Figure 2 shows the proposed method. The
authors used class balancing to preprocess the dataset before
using classification algorithms. After removing records with
unknown values of some fields there were 13 occurrences of
Die and 67 occurrences of Live, so the dataset was unbal-
anced. The authors applied SMOTE for class balancing.
There were 67 instances of both classes created. After class
balancing, SVM, LR, KNN, and RF classifiers were used to
diagnose hepatitis disease.

Below is the pseudocode used for the implementation of
the method shown in Fig. 2.
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Fig. 1 Flowchart for diagnosis of hepatitis disease using machine learn-
ing

Fig. 2 Proposed hepatitis disease diagnosis method

Pseudocode: Hepatitis Disease Classification
Input: Hepatitis dataset HD � (r1, r2………rn)
Output: Classification results

Step 1: Start

Step 2: Import the packages required

Step 3: Read the Hepatitis dataset using the Pandas

#pd.read_csv("hepatitisdataset.csv", header � 0)

Step 4: Remove records with missing data from HD

#data � data.dropna()

Step 5: Apply SMOTE on HD

Step 6: Apply classification using SVM, LR, KNN, and RF
classifiers

Step 7: Import the Stratified K-fold module and apply the
tenfold validation method

Step 8: Calculate the accuracy, sensitivity, specificity,
precision, and F-measure of all classifiers

Step 9: End

3.3 Classifiers

The proposed method has used four classifiers to classify
hepatitis disease:

Support vectormachines (SVM) In anSVMclassifier, each
item in the dataset is drawn as a point on a space with dimen-
sions equal to the number of features, and then a hyperplane
is located that divides the data item’s classes across its edges.
Each feature in the n-dimensional space represents a coordi-
nate [24].

Logistic regression (LR) LR is an algorithm for super-
vised classification that addresses classification problems.
It is used when the value to be predicted is categorical in
nature. Logistic regression allows the researcher to estimate
the likelihood that one belongs to the given class [25]. It uses
a regression model for classification. Capacity for nonlinear
problem solving, susceptibility to overfitting, computational
efficiency, and simplicity of implementation are some of the
important features of LR [26].

K-nearest neighbor (KNN) When using the KNN tech-
nique to predict an output class for a set of input data,
the k-nearest neighbors from the training dataset drawn on
the feature space are taken into account. The most widely
employed distance matric is Euclidean distance. For catego-
rization, freshly entered data is given the class label which
most neighbors among the k-nearest neighbors are having.
Before using KNN, missing values must also be addressed
because it is impossible to calculate the distance from a point
that represents a data item with missing values. Since we
must calculate the separation between each test case and each
training sample, the computation cost is very large [27, 28].
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Table 3 Parameters for different classifiers

Classifier Parameters

SVM C � 100, gamma � 0.001, Kernel � ’rbf’

LR Max_iter � 1000, solver � ’lbfgs’, verbose � 0

KNN n_neighbors � 1

RF n_estimators � 10, random_state � 1, criterion �
’gini’, max_depth � ’None’, min_samples_split �
2

Random forest (RF) RF has multiple decision trees. Each
of them is trained using a random sample taken from the
entire dataset. After training is complete, every decision tree
produces a separate set of outcomes. As a result, the model’s
forecast can be made using a majority vote [29].

3.4 Evaluationmatrices

Performance was measured using the following evaluation
matrices. The evaluationmatrices have been calculated based
on correctly classified positive classes called true positives,
correctly classified negative classes called true negatives,
incorrect classifications done for positive classes called false
positives, and incorrect classifications done for negative
classes called false negatives [30, 31].

• Accuracy The percentage of samples that are correctly
classified across all samples is known as accuracy.

Accuracy � Correctly classified samples

Total samples
∗ 100

• Sensitivity Sensitivity defines the system’s ability for accu-
rate positive predictions.

Sensitivity

� True positive classifications

True positive calssifications + False negative classifications

∗ 100

• Specificity The system’s ability for accurate negative pre-
dictions is known as specificity.

Specificity

� True negative predictions

True negative predictions + False positive predictions
∗ 100

• Precision The percentage of correctly categorised positive
samples to all projected positive samples is called preci-
sion.

Precision

� True positive predictions

True positive predictions + False positive predictions
∗ 100

• F-measureThe harmonicmean of sensitivity and precision
is known as the F-measure.

F - measure � 2 ∗ Sensitivity ∗ Precision

Sensitivity + Precision

4 Results and discussion

During the research, the authors used four classifiers: SVM,
LR, KNN, and RF, to diagnose hepatitis disease. Classifica-
tion experiments without class balancing and classification
experiments with class balancing were both run on the UCI
dataset. Firstly, the classification techniques were applied
without class balancing. Secondly, the class balancing tech-
nique was used before applying classification techniques
to diagnose the disease. Table 3 shows values of different
parameters used while applying different classifiers. Opti-
mal parameters have been selected by experimenting with
several parameters.

The performance of the classifiers with and without class
balancing was compared. The authors used the tenfold val-
idation procedure to verify the results. Table 4 includes the
values of performance characteristics of classifiers without
applying class balancing. SVM achieved 83.75% accuracy,
46.15% sensitivity, 91.04% specificity, 50.00% precision,
and 48.00% F-measure. LR obtained 85.00% accuracy,
38.46% sensitivity, 94.02% specificity, 55.55% precision,

Table 4 Classifiers’ performance
before class balancing Classifier Accuracy Sensitivity Specificity Precision F-measure

SVM 83.75 46.15 91.04 50.00 48.00

LR 85.00 38.46 94.02 55.55 45.45

KNN 81.25 46.15 88.05 42.85 44.44

RF 85.00 38.46 94.02 55.55 45.45
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Table 5 Classifiers’ performance
after class balancing Classifier Accuracy Sensitivity Specificity Precision F-measure

SVM 90.43 91.04 89.55 89.70 90.37

LR 93.18 98.50 88.05 89.18 93.61

KNN 85.93 94.02 77.61 80.76 86.89

RF 92.52 95.52 89.55 90.14 92.75

and 45.45%F-measure. KNN got accuracy of 81.25%, sensi-
tivity of 46.15%, specificity of 88.05%, precision of 42.85%,
and F-measure of 44.44%. RF achieved 85.00% accuracy,
38.46% sensitivity, 94.02% specificity, 55.55% precision,
and 45.45% F-measure.

Table 5 displays the results of the performance charac-
teristics of classifiers following class balancing. Applying
class balancing improved the classifiers’ performance. Table
5 shows the values of performance characteristics of classi-
fiers after applying class balancing. SVM achieved 90.43%
accuracy, 91.04% sensitivity, 89.55% specificity, 89.70%
precision, and 90.37% F-measure. LR obtained 93.18%
accuracy, 98.50% sensitivity, 88.05% specificity, 89.18%

precision, and 93.61% F-measure. KNN got accuracy of
85.93%, sensitivity of 94.02%, specificity of 77.61%, pre-
cision of 80.76%, and F-measure of 86.89%. RF achieved
92.52% accuracy, 95.52% sensitivity, 89.55% specificity,
90.14% precision, and 92.75% F-measure. LR saw the most
significant improvement in values of performance parame-
ters.

Figures 3, 4, 5, and 6 illustrate the confusion matrix of
SVM,LR,KNN, andRF, respectively, before and after apply-
ing SMOTE for class balancing.

The receiver operating characteristic (ROC) curve is
another useful performance statistic for demonstrating the

Fig. 3 SVM confusion matrix
before and after SMOTE

Fig. 4 LR confusion matrix
before and after SMOTE
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Fig. 5 KNN confusion matrix
before and after SMOTE

Fig. 6 RF confusion matrix
before and after SMOTE

Fig. 7 ROC curve before SMOTE

performance of classification algorithms. Ability of classi-
fiers to distinguish between two classes is indicated by the
performance parameter known as area under the ROC curve
(AUROC). The AUROC value is between 0 and 1. The opti-
mum value of AUROC is 1, and if the classifier’s AUROC
score is less than 0.5, it cannot classify data. Figure 7 illus-

Fig. 8 ROC curve after SMOTE

trates the ROC curve without SMOTE, and Fig. 8 shows the
ROC curve with SMOTE. Results show that the proposed
method enhanced the AUROC value.

Figure 9 shows the comparison of the classifiers’ accuracy
after applying SMOTE for class balancing. The accuracy of
LR with SMOTE was 93.18%, which was the highest of all
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Fig. 9 Comparison of accuracy of classifiers with SMOTE

Fig. 10 Comparison of sensitivity of classifiers with SMOTE

Fig. 11 Comparison of specificity of classifiers with SMOTE

Fig. 12 Comparison of classifiers’ precision after applying SMOTE

Fig. 13 Comparison of classifiers’ F-measure after applying SMOTE

the classifiers applied. So, doctors may use the method (LR
with SMOTE) to classify hepatitis effectively.

Figures 10, 11, 12, and 13 show a comparison of sensitiv-
ity, specificity, precision, and F-measure of classifiers after
applying SMOTE.

Table 6 compares the recommended method’s accuracy to
earlier studies reported in Sect. 2.

Figure 14 depicts the comparison of the proposed method
for the diagnosis of hepatitis diseasewith earlier studiesmen-
tioned in Sect. 2.

5 Conclusion

The authors have devised a method for diagnosing hepatitis
disease. SMOTEwas used to balance classes in the proposed
method. The authors performed the classification using four
classifiers: SVM, LR, KNN, and RF. The use of SMOTE
improved the performance of all of the classifiers. SVM
was 90.43% accurate, LR was 93.18% accurate, KNN was
85.93% accurate, and RF was 92.52% accurate. LR with
SMOTE for class balancing provided maximum accuracy.
Doctors will be able to diagnose hepatitis disease efficiently
using the proposed method.

In the future, the authors will apply feature selection with
ensemble classification approaches to improve accuracy up
to the next level.

123



A systematic method for diagnosis of hepatitis disease using… 79

Fig. 14 Comparative analysis of
proposed method’s accuracy with
earlier studies
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Table 6 Comparison of the proposed method’s accuracy to earlier studies

Authors Year Dataset Method Accuracy (%)

Anto and Chandramathi 2015 UCI Hybrid GA-SA and SVM 87.00

Anggraeny et al. 2017 UCI Statistical BN 76.80

Bhargav et al. 2018 UCI LR, DT, SVM, and NB 87.17

Hassan and Shah 2018 UCI LR, DT, NB, KNN, SVM, and RF 85.00

Nilashi et al. 2019 UCI ANFIS and SOM 93.06

Bayrak et al. 2019 UCI NB, LR, and J48 decision tree 88.38

Nivaan and Emanuel 2020 UCI LR 83.33

Alfyani and Muljono 2020 UCI NB and KNN 74.19

Basarslan et al. 2020 UCI KNN, RF, NB and LR 84.90

Peng et al. 2021 UCI LR, DT, KNN, XGboost, SVM and RF 91.9

Panda et al. 2021 UCI KNN, LR, NB, DT, SVM, RF, Chi-square and Boruta 90.32

Mijwil et al. 2021 UCI SVM, C5.0 DT, KNN and RF 92.88

Nayeem et al. 2021 UCI KNN, NB, SVM, multilayer perceptron (MLP), and RF 92.41

Yusuf and Akande 2021 UCI SVM, Gaussian NB, LR, DT, KNN, and MLP 87

Das et al. 2021 UCI Velocity enhanced whale optimization 92.5

Proposed method 2022 UCI SVM, LR, KNN, RF, SMOTE 93.18
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