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Abstract

This paper is devoted to a study of the null controllability problems for one-dimensional

linear degenerate wave equations through a boundary controller. First, the well-posedness of

linear degenerate wave equations is discussed. Then the null controllability of some degenerate

wave equations is established, when a control acts on the non-degenerate boundary. Different

from the known controllability results in the case that a control acts on the degenerate boundary,

any initial value in state space is controllable in this case. Also, an explicit expression for the

controllability time is given. Furthermore, a counterexample on the controllability is given for

some other degenerate wave equations.
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1 Introduction and main results

Let T > 0, L > 0 and α > 0. Set Q = (0, L) × (0, T ). Consider the following linear degenerate

wave equation with a boundary controller:

wtt − (xαwx)x = 0 (x, t) ∈ Q, w(0, t) = 0 (0 < α < 1)

(xαwx)(0, t) = 0 (α ≥ 1)
t ∈ (0, T ),

w(L, t) = θ(t) t ∈ (0, T ),

w(x, 0) = w0(x), wt(x, 0) = w1(x) x ∈ (0, L),

(1.1)

where θ ∈ L2(0, T ) is the control variable, (w,wt) is the state variable, and (w0, w1) is any given

initial value.

In order to study the well-posedness of (1.1), we introduce a linear space H1
α(0, L):
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(1) In the case of 0 < α < 1,

H1
α(0, L) =

{
u ∈ L2(0, L)

∣∣ u is absolutely continuous in [0, L], x
α
2 ux ∈ L2(0, L)

and u(0) = u(L) = 0
}
.

(2) In the case of α ≥ 1,

H1
α(0, L) =

{
u ∈ L2(0, L)

∣∣ u is locally absolutely continuous in (0, L], x
α
2 ux ∈ L2(0, L)

and u(L) = 0
}
.

Then H1
α(0, L) (α > 0) is a Hilbert space with the inner product

(u, v)H1
α(0,L)

=

∫ L

0
(uv + xαuxvx)dx, ∀ u, v ∈ H1

α(0, L)

and associated norm ‖u‖H1
α(0,L)

= ‖u‖L2(0,L) + ‖x
α
2 ux‖L2(0,L). By Hardy-poincaré inequality (see

[1, Proposition 2.1]), it is easy to check that for α ∈ (0, 2), there exists a constant C > 0 such that

for any u ∈ H1
α(0, L) satisfies

‖u‖L2(0,L) ≤ C‖x
α
2 ux‖L2(0,L).

Therefore, when α ∈ (0, 2), ‖u‖H1
α(0,L)

is equivalent to the norm ‖x
α
2 ux‖L2(0,L). Also, H∗α(0, L)

denotes the conjugate space of H1
α(0, L) and

‖v‖H∗α(0,L) = sup
‖u‖

H1
α(0,L)

=1
〈u, v〉H1

α(0,L),H
∗
α(0,L)

.

Moreover, for any 0 ≤ α < 2, set

Tα =
4

2− α
L

2−α
2 . (1.2)

The degenerate wave equation (1.1) can describe the vibration problem of an elastic string. In

a neighborhood of an endpoint x = 0 of this string, the elastic is sufficiently small or the linear

density is large enough. First, we give the definition of solutions of the equation (1.1) in the sense

of transposition.

Definition 1.1 For any (w0, w1) ∈ L2(0, L) × H∗α(0, L) and θ ∈ L2(0, T ), a function w(·) ∈
C([0, T ];L2(0, L)) is called a solution of the equation (1.1) in the sense of transposition, if for

any ξ ∈ L1(0, T ;L2(0, L)), it holds that∫
Q
wξdxdt = 〈w1, v(0)〉H∗α(0,L),H1

α(0,L)
−
∫ L

0
w0vt(0)dx− Lα

∫ T

0
θ(t)vx(L, t)dt, (1.3)

where v is the weak solution of the following equation:

vtt − (xαvx)x = ξ (x, t) ∈ Q, v(0, t) = 0 (0 < α < 1)

(xαvx)(0, t) = 0 (α ≥ 1)
t ∈ (0, T ),

v(L, t) = 0 t ∈ (0, T ),

v(x, T ) = 0, vt(x, T ) = 0 x ∈ (0, L).

(1.4)
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Then we have the following well-posedness result for the system (1.1).

Theorem 1.1 Let α ∈ (0, 2). For any (w0, w1) ∈ L2(0, L)×H∗α(0, L) and θ ∈ L2(0, T ), the system

(1.1) admits a unique solution w ∈ K = C([0, T ];L2(0, L)) ∩ C1([0, T ];H∗α(0, L)) in the sense of

transposition. Moreover,

‖w‖K ≤ C
(
‖w0‖L2(0,L) + ‖w1‖H∗α(0,L) + ‖θ‖L2(0,T )

)
.

The purpose of this paper is to study the null controllability of the linear degenerate wave

equation (1.1), and give an expression of the controllability time. The system (1.1) is null con-

trollable in time T , if for any initial value (w0, w1) ∈ L2(0, L) × H∗α(0, L), one can find a control

θ ∈ L2(0, T ) such that the corresponding solution w of (1.1) (in the sense of transposition) satisfies

that w(T ) = wt(T ) = 0 in (0, L).

The main controllability results of this paper can be stated as follows.

Theorem 1.2 (1) Let α ∈ (0, 2). Then for any T > Tα, the system (1.1) is null controllable in

time T . For any T < Tα, the system (1.1) is not null controllable.

(2) Let α ∈ [2,+∞). Then for any T > 0, the system (1.1) is not null controllable.

Remark 1.1 Notice that when α = 0, the system (1.1) is a non-degenerate linear wave equation.

By the known controllability result in [17], the controllability time T ∗ = 2L (for α = 0). Letting α

tend to zero in (1.2), one can find that lim
α→0

Tα = T ∗.

Remark 1.2 Since the linear degenerate wave equation (1.1) has time-reversibility, the null con-

trollability of it is equivalent to the exact controllability.

Up to now, there are numerous works addressing the controllability problems of nondegenerate

parabolic and hyperbolic equations (see e.g. [2], [6], [8], [12], [14], [16] and the references therein).

The controllability of some degenerate parabolic equations was studied in the last decade (see, for

instance, [3], [4] and the references therein). However, very little is known for the controllability

of degenerate wave equations. In [9], for any 0 < α < 1, the null controllability of the following

degenerate wave equation was considered:
wtt − (xαwx)x = 0 (x, t) ∈ (0, 1)× (0, T ),

w(0, t) = θ(t), w(1, t) = 0 t ∈ (0, T ),

w(x, 0) = w0(x), wt(x, 0) = w1(x) x ∈ (0, 1),

(1.5)

where θ(·) is the control variable and it acts on the degenerate boundary. Based on the Fourier

expansion method, the null controllability of (1.5) was discussed in [9]. Indeed, for any T > 4
2−α and

any initial value (w0, w1) ∈ H = H
1−2µ

2
α ×H

−1−2µ
2

α with µ = 1−α
2−α , there exists a control θ ∈ L2(0, T )

such that the solution w of (1.5) satisfies w(T ) = wt(T ) = 0 in (0, 1). For any s > 0,

Hs
α(0, 1) =

{
u =

∑
n∈N∗

anΦn

∣∣ ‖u‖2s =
∑
n∈N∗

|an|2λsn <∞
}
,
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where N∗ = N \ {0}, and {λn}n∈N∗ and {Φn}n∈N∗ are eigenvalues and eigenvectors of a degenerate

elliptic operator, respectively. Also, it is easy to check that H ⊂ L2(0, 1)×H∗α(0, 1), and any initial

value in the space (L2(0, 1)×H∗α(0, 1)) \ H is not controllable in time T (see [9]).

Borrowing some ideas from [9], we study the null controllability problems of one-dimensional

degenerate wave equations. Different from [9], the control acts on the nondegenerate boundary in

our problems. Notice that for the one-dimensional nondegenerate wave equations, the controllability

results are same, no matter which endpoint of [0, L] a control acts on. However, there is a different

new phenomena for degenerate wave equations. In fact, we find that when a control enters the

system from the nondegenerate boundary, any initial value in the state space L2(0, L)×H∗α(0, L) is

controllable. But, when a control acted on the degenerate boundary, only a subspace of the state

space was controllable in [9]. Now, we explain it from the physical background of degenerate wave

equations. Due to degeneracy, the propagation speed of waves is zero in the endpoint x = 0. If

a control acts on this point, it has little effect on the whole waveform. But, when control acts on

the nondegenerate boundary x = L, it will give a permanent influence on the whole waveform.

Therefore, any initial value in the state function can be driven to zero.

Furthermore, by the method of characteristic lines, we explain controllability times for one-

dimensional nondegenerate and degenerate wave equations, respectively. Notice that a wave prop-

agates along characteristic lines, and for α ∈ [0, 2), its travel time from the endpoint x = L to the

other x = 0 is calculated as follows: ∫ L

0

1

x
α
2

dx =
Tα
2
. (1.6)

For the degenerate wave equation (α > 0), though the propagation speed of the wave tends to zero,

as it is sufficiently close to the endpoint x = 0, its distance to this point also tends to 0. Hence, the

travel time may be finite by (1.6). When a control acts on the right endpoint x = L, it is easy to

see that the controllability time is Tα (resp. +∞) for α ∈ [0, 2) (resp. α ≥ 2) (from Figures 1-3).

The rest of this paper is organized as follows. In Section 2, the well-posedness results for

the system (1.1) are given. In Section 3, we prove the main controllability results of this paper

(Theorem 1.2).
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2 Well-posedness of degenerate wave equations

In this section, we prove the well-posedness of the equation (1.1) (Theorem 1.1). First, consider

the following linear degenerate wave equation:

ytt − (xαyx)x = f (x, t) ∈ Q, y(0, t) = 0 (0 < α < 1)

(xαyx)(0, t) = 0 (α ≥ 1)
t ∈ (0, T ),

y(L, t) = 0 t ∈ (0, T ),

y(x, 0) = y0(x), yt(x, 0) = y1(x) x ∈ (0, L),

(2.1)

where f ∈ L1(0, T ;L2(0, L)) and (y0, y1) ∈ H1
α(0, L)× L2(0, L).

We are concerned with weak solutions of the system (2.1).

Definition 2.1 A function y ∈ C([0, T ];H1
α(0, L))

⋂
C1([0, T ];L2(0, L)) is said to be a weak solu-

tion of the system (2.1), if for any ϕ ∈ L2(0, T ;H1
α(0, L)) satisfying ϕt ∈ L2(Q) and ϕ(·, T ) = 0, it

holds that y(x, 0) = y0(x) in (0, L) and∫
Q

(−ytϕt + xαyxϕx)dxdt−
∫ L

0
y1ϕ(x, 0)dx =

∫
Q
fϕdxdt. (2.2)

We have the following well-posedness result for the equation (2.1).

Theorem 2.1 For any f ∈ L1(0, T ;L2(0, L)) and (y0, y1) ∈ H1
α(0, L)× L2(0, L), the system (2.1)

has a unique weak solution y ∈ C([0, T ];H1
α(0, L)) ∩ C1([0, T ];L2(0, L)). Moreover, there exists a

constant C = C(T, L, α) such that

‖y‖L∞(0,T ;L2(0,L)) + ‖yt‖L∞(0,T ;L2(0,L)) + ‖xαy2x‖L∞(0,T ;L1(0,L))

≤ C
(
‖f‖L1(0,T ;L2(0,L)) + ‖y0‖H1

α(0,L)
+ ‖y1‖L2(0,L)

)
.

Proof. We borrow some ideas from [15]. First, suppose that f and (y0, y1) are sufficiently smooth.

For any positive integer n, consider the following nondegenerate wave equation:
ytt −

((
xα + 1

n

)
yx

)
x

= f, (x, t) ∈ Q,

y(0, t) = y(L, t) = 0, t ∈ (0, T ),

y(x, 0) = y0(x), yt(x, 0) = y1(x), x ∈ (0, L).

(2.3)

By the classical theory of wave equations, the system (2.3) admits a unique classical solution yn.

For simplicity, we denote by y the solution yn. Multiplying both sides of the first equation of (2.3)

by yt and integrating it in Qs = (0, s)× (0, L), by the Hölder inequality, we have that

max
s∈[0,T ]

∫ L

0

(
y2t (x, s) + (xα +

1

n
)|yx(x, s)|2

)
dx

≤
∫ L

0

(
y2t (x, 0) + (xα +

1

n
)|yx(x, 0)|2

)
dx+ max

s∈[0,T ]
‖yt‖L2(0,L)

∫ T

0
‖f‖L2(0,L)dt.
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This implies that∫ L

0

(
y2t (x, s) + (xα +

1

n
)|yx(x, s)|2

)
dx

≤ C
∫ L

0

(
y2t (x, 0) + (xα +

1

n
)|yx(x, 0)|2

)
dx+ C

(∫ T

0
‖f‖L2(0,L)dt

)2
.

(2.4)

On the other hand, notice that

y(x, s) = y(x, 0) +

∫ s

0
yt(x, t)dt.

By the Hölder inequality, we arrive at∫ L

0
y2(x, s)dx ≤ 2

∫ L

0
y2(x, 0)dx+ 2s

∫
Qs

y2t (x, t)dxdt. (2.5)

By (2.4) and (2.5), it follows that∫ L

0

(
y2(x, s) + y2t (x, s) + (xα +

1

n
)|yx(x, s)|2

)
dx

≤ C
[ ∫ L

0

(
y2(x, 0) + y2t (x, 0) + (xα +

1

n
)|yx(x, 0)|2

)
dx

+

∫
Qs

(
y2t + y2 + (xα +

1

n
)|yx|2

)
dxdt+

(∫ T

0
‖f‖L2(0,L)dt

)2]
.

By Gronwall’s inequality, we get that

‖y‖L∞(0,T ;L2(0,L)) + ‖yt‖L∞(0,T ;L2(0,L)) + ‖(xα +
1

n
)|yx|2‖L∞(0,T ;L1(0,L))

≤ C
(
‖f‖L1(0,T ;L2(0,L)) + ‖y0‖H1(0,L) + ‖y1‖L2(0,L)

)
. (2.6)

Hence, there exist a subsequence {ynj} of {yn}, and a function y ∈ L∞(0, T ;L2(0, L)) satisfying

yt ∈ L∞(0, T ;L2(0, L)), such that as j →∞,

ynj → y weakly in L2(Q); y
nj
t → yt weakly in L2(Q);√

xα + 1
nj
y
nj
x →

√
xαyx weakly in L2(Q).

(2.7)

Since {ynj} is the classical solution of (2.3), we have that ynj (x, 0) = y0(x), and for any ϕ ∈ C∞(Q),

with ϕ = 0 in some neighborhood of {0} × (0, T ), {L} × (0, T ) and (0, L)× {T},∫
Q

[
− ynjt ϕt + (xα +

1

nj
)yxϕx

]
dxdt−

∫ L

0
y1(x)ϕ(x, 0)dx =

∫
Q
fϕdxdt.

By (2.7), taking a limit in the above equality and noticing that C∞0 (Q) is dense in L2(0, T ;H1
α(0, L)),

we obtain that y satisfies (2.2) for any ϕ ∈ L2(0, T ;H1
α(0, L)) with ϕt ∈ L2(Q) and ϕ(·, T ) = 0. Also,

it is easy to show that {ynj} is a Cauchy sequence in C([0, T ];H1
α(0, L))

⋂
C1([0, T ];L2(0, L)). This

6



implies y ∈ C([0, T ];H1
α(0, L))

⋂
C1([0, T ];L2(0, L)). Hence, y is the weak solution of the system

(2.1) associated to smooth functions (y0, y1) and f .

Next, we prove the existence of weak solutions of (2.1) for any (y0, y1) ∈ H1
α(0, L)×L2(0, L) and

f ∈ L1(0, T ;L2(0, L)). Let {ym0 }, {ym1 } and {fm} be sequences of smooth functions, respectively,

such that as m→∞,

ym0 → y0 in H1
α(0, L), ym1 → y1 in L2(0, L) and fm → f in L1(0, T ;L2(0, L)). (2.8)

Denote by ym the solution of (2.1) associated to (ym0 , y
m
1 ) and fm. Similarly, we can obtain that

‖ym − yn‖C([0,T ];H1
α(0,L))

+ ‖ymt − ynt ‖C([0,T ];L2(0,L))

≤ C
(
‖fm − fn‖L1(0,T ;L2(0,L)) + ‖ym0 − yn0 ‖H1

α(0,L)
+ ‖ym1 − yn1 ‖L2(0,L)

)
. (2.9)

Therefore, there exists y ∈ C([0, T ];H1
α(0, L))

⋂
C1([0, T ];L2(0, L)), such that as m→∞,

ym → y in C([0, T ];H1
α(0, L)) and ymt → yt in C([0, T ];L2(0, L)).

Moreover, it is easy to show that y is the weak solution of (2.1) for (y0, y1) ∈ H1
α(0, L) × L2(0, L)

and f ∈ L1(0, T ;L2(0, L)).

Finally, we prove the uniqueness of weak solutions. Let ỹ and y be two weak solutions of the

system (2.1), and set ŷ = ỹ − y. Then ŷ ∈ C([0, T ];H1
α(0, L)) ∩ C1([0, T ];L2(0, L)) satisfies∫

Q
(−ŷtϕt + xαŷxϕx)dxdt = 0, ∀ ϕ ∈ L2(0, T ;H1

α(0, L)) with ϕt ∈ L2(Q) and ϕ(·, T ) = 0. (2.10)

For any ` ∈ C∞0 (Q), consider the following degenerate wave equation:

ψtt − (xαψx)x = ` (x, t) ∈ Q, ψ(0, t) = 0 (0 < α < 1)

(xαψx)(0, t) = 0 (α ≥ 1)
t ∈ (0, T ),

ψ(L, t) = 0 t ∈ (0, T ),

ψ(x, T ) = 0, ψt(x, T ) = 0 x ∈ (0, L).

(2.11)

By the above argument on the existence of weak solutions, one can find a weak solution ψ ∈
C([0, T ];H1

α(0, L)) ∩ C1([0, T ];L2(0, L)) of (2.11). This implies that∫
Q

(−ψtϕt + xαψxϕx)dxdt =

∫
Q
`ϕdxdt, (2.12)

∀ ϕ ∈ L2(0, T ;H1
α(0, L)) with ϕt ∈ L2(Q) and ϕ(·, 0) = 0 in (0, L).

Choosing ϕ = ψ in (2.10), and ϕ = ŷ in (2.12), we have that∫
Q
`ŷdxdt = 0, ∀ ` ∈ C∞0 (Q).

Hence, ŷ(x, t) = 0 a.e. in Q. The proof is completed.
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Remark 2.1 The well-posedness of the system (2.1) was proved by the semigroup theory (for α ∈
(0, 1)) in [9, P roposition 4.2]. Here we use another method to prove it for any α ∈ (0,∞). Our

method is also applicable to the more general multi-dimensional degenerate wave operator:

Ly = ytt − div(b(x, t)∇y),

where b ∈ C(Ω × [0, T ]) satisfies
bt
b
∈ L∞(Ω × (0, T )) and b > 0 in Ω × (0, T ), with Ω being a

nonempty bounded domain of Rn.

In the following, we prove a hidden regularity result for solutions of the following degenerate

wave equation: 

ztt − (xαzx)x = h (x, t) ∈ Q, z(0, t) = 0 (0 < α < 1)

(xαzx)(0, t) = 0 (α ≥ 1)
t ∈ (0, T ),

z(L, t) = 0 t ∈ (0, T ),

z(x, 0) = z0(x), zt(x, 0) = z1(x) x ∈ (0, L),

(2.13)

where h ∈ L1(0, T ;L2(0, L)) and (z0, z1) ∈ H1
α(0, L) × L2(0, L). Define the following energy func-

tional:

E(t) =
1

2

∫ L

0

[
zt(x, t)

2 + xαz2x(x, t)
]
dx.

As a preliminary, we have the following energy estimate.

Lemma 2.1 There exists a constant C > 0 such that E(t) ≤ C
(
E(0) +

(∫ T

0
‖h‖L2(0,L)dt

)2)
,

∀ t ∈ [0, T ].

Sketch of the proof. For any h ∈ L1(0, T ;L2(0, L)), multiplying both sides of the first equation

in (2.13) by zt and integrating it on (0, L), by Gronwall’s inequality and a simple calculation, we

can obtain the desired estimate.

By Lemma 2.1, we have the following hidden regularity result for (2.13).

Proposition 2.1 For any α ∈ (0, 2), any solution z of (2.13) satisfies zx(L, ·) ∈ L2(0, T ). More-

over, ∫ T

0
z2x(L, t)dt ≤ C

(
E(0) +

(∫ T

0
‖h‖L2(0,L)dt

)2)
. (2.14)

Proof. It suffices to prove (2.14) for classical solutions of (2.13). Hence, we assume that h

and (z0, z1) are sufficiently smooth. Then the system (2.13) admits a unique classical solution

z ∈ C([0, T ];H2
α(0, L)) ∩ C1([0, T ];H1

α(0, L)) (see [9, Proposition 4.2]), where H2
α(0, L) =

{
u ∈

H1
α(0, L)

∣∣ xαux ∈ H1(0, L)
}

. Choose q(x) =

{
x x ∈ [0, L2 ),

−2x+ 3
2L x ∈ [L2 , L],

multiplying both sides of

the first equation in (2.13) by qzx and integrating it on Q, we obtain that

1

2

∫ T

0
xαqz2xdt

∣∣∣L
0

=

∫ L

0
qztzxdx

∣∣∣T
0

+
1

2

∫
Q
qx
(
z2t + xαz2x

)
dxdt− 1

2

∫
Q
αqxα−1z2xdxdt

−
∫
Q
qhzxdxdt−

1

2

∫ T

0
qz2t dt

∣∣∣L
0
.

(2.15)
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(2.15) implies that

Lα+1

2

∫ T

0
z2x(L, t)dt+

∫ T

0
(xα+1z2x)(0, t)dt

= −2

∫ L

0
qztzxdx

∣∣∣T
0
−
∫
Q
qx

(
z2t + xαz2x

)
dxdt+

∫
Q
αqxα−1z2xdxdt

+2

∫
Q
qhzxdxdt+

∫ T

0
qz2t dt

∣∣∣L
0
.

(2.16)

When α ∈ (0, 2), (xz2)(0, t) = 0 (see [1, Proposition 2.4]). Therefore,

∫ T

0
qz2t dt

∣∣∣L
0

= 0.

Further, by the Hölder inequality and Lemma 2.1, we arrive at

−2

∫ L

0
qztzxdx

∣∣∣T
0

= −2

∫ L
2

0
xztzxdx

∣∣∣T
0
− 2

∫ L

L
2

zt(−2x+
3

2
L)zxdx

∣∣∣T
0

≤ C
(
E(0) +

(∫ T

0
‖h‖L2(0,L)dt

)2)
. (2.17)

Similarly,

−
∫
Q
qx

(
z2t + xαz2x

)
dxdt+

∫
Q
αqxα−1z2xdxdt+ 2

∫
Q
qhzxdxdt

≤ C
(
E(0) +

(∫ T

0
‖h‖L2(0,L)dt

)2)
. (2.18)

Combining (2.17) and (2.18) with (2.16), we get the desired estimate (2.14).

Now, we give a proof of Theorem 1.1.

Proof of Theorem 1.1. First, by Theorem 2.1 and Proposition 2.1, the equation (1.4) admits

a unique weak solution v ∈ C([0, T ];H1
α(0, L)) ∩ C1([0, T ];L2(0, L)) satisfying vx(L, ·) ∈ L2(0, T ).

Next, define a linear functional on L1(0, T ;L2(0, L)):

L (ξ) = 〈w1, v(0)〉H∗α(0,L),H1
α(0,L)

−
∫ L

0
w0vt(0)dx− Lα

∫ T

0
θ(t)vx(L, t)dt, ∀ ξ ∈ L1(0, T ;L2(0, L)).

Then we have

|L (ξ)| ≤ |(w0, w1)|L2(0,L)×H∗α(0,L) · |(v(0), vt(0))|H1
α(0,L)×L2(0,L) + C‖θ‖L2(0,T ) · ‖vx(L, ·)‖L2(0,T ).

By Proposition 2.1 and Lemma 2.1, L is a bounded linear functional on L1(0, T ;L2(0, L)). There-

fore, there exists a function w ∈ L∞(0, T ;L2(0, L)), such that (1.3) holds. By the standard smooth-

ing technique, we can get w ∈ C([0, T ];L2(0, L)).

Similarly, consider the following degenerate wave equation:

vtt − (xαvx)x = gt (x, t) ∈ Q, v(0, t) = 0 (0 < α < 1)

(xαvx)(0, t) = 0 (α ≥ 1)
t ∈ (0, T ),

v(L, t) = 0 t ∈ (0, T ),

v(x, T ) = 0, vt(x, T ) = 0 x ∈ (0, L),
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where g ∈ C∞0 (0, T ;H1
α(0, L)). For this system, we can obtain the conclusions similar to Proposition

2.1 and Lemma 2.1. Notice that the density of C∞0 (0, T ;H1
α(0, L)) in L1(0, T ;H1

α(0, L)), we can

also prove w ∈ C1([0, T ];H∗α(0, L)). This completes the proof.

3 Controllability of degenerate wave equations

In this section, we study the boundary controllability of the degenerate wave equation (1.1). First,

consider the following linear degenerate wave equation:

vtt − (xαvx)x = 0 (x, t) ∈ Q, v(0, t) = 0 (0 < α < 1)

(xαvx)(0, t) = 0 (α ≥ 1)
t ∈ (0, T ),

v(L, t) = 0 t ∈ (0, T ),

v(x, 0) = v0(x), vt(x, 0) = v1(x) x ∈ (0, L),

(3.1)

where (v0, v1) ∈ H1
α(0, L)× L2(0, L).

By the duality technique, it is easily seen that, the null controllability of (1.1) can be reduced

to an observability estimate for the system (3.1).

Proposition 3.1 The system (1.1) is null controllable in time T with a control θ ∈ L2(0, T ), if

and only if there exists a constant C > 0, such that any solution v of (3.1) satisfies

‖v0‖2H1
α(0,L)

+ ‖v1‖2L2(0,L) ≤ C
∫ T

0
v2x(L, t)dt, ∀ (v0, v1) ∈ H1

α(0, L)× L2(0, L). (3.2)

First, introduce some notations. We write A � B, if there exist two constants C1, C2 > 0,

such that C1A ≤ B ≤ C2A. Set l2(Z) =
{
{an}n∈Z | an ∈ C,

∑
n∈Z
|an|2 < +∞

}
and i denotes the

imaginary unit.

In order to prove the observability inequality (3.2) for the system (3.1), we adopt the similar

method used in [9, Theorem 3.1], based on the following known Ingham inequality.

Lemma 3.1 ([10, Theorem 9.2]) Suppose that {ηn}n∈Z is a sequence of real numbers satisfying the

following gap condition for some constant δ > 0,

ηn+1 − ηn ≥ δ, ∀ n ∈ Z.

Let n+(r) denote the largest number of terms of the sequence {ηn}n∈Z contained in an interval of

length r, and D+ = lim
r→∞

n+(r)
r . Then, it holds that

(1) For any T > 2πD+,∫ T

0

∣∣∑
n∈Z

ane
iηnt
∣∣2dt �∑

n∈Z

∣∣an∣∣2, for any {an}n∈Z ∈ l2(Z). (3.3)

(2) For any T < 2πD+, (3.3) does not hold.
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The main result of this section is the following observability inequality for the system (3.1).

Theorem 3.1 Suppose that α ∈ (0, 2). Then for any T > Tα (defined in (1.2)), the estimate (3.2)

holds for (3.1). For any T < Tα, the estimate (3.2) does not hold.

Proof. (1) For any α ∈ (0, 1), we consider the eigenvalue problem: −(xαΦ′(x))′ = λΦ(x) x ∈ (0, L),

Φ(0) = Φ(L) = 0.
(3.4)

Similar to [9], for any n ≥ 1, the solutions of (3.4) are given as follows:

λn =
(ρjµ,n
Lρ

)2
and Φn(x) =

(2ρ)
1
2

Lρ|J ′µ(jµ,n)|
x

1−α
2 Jµ

(
jµ,n

xρ

Lρ

)
, ∀ x ∈ (0, L), (3.5)

where

µ =
1− α
2− α

, ρ =
2− α

2
, Jµ(x) =

∑
m≥0

(−1)m

m! · Γ(m+ µ+ 1)

(x
2

)2m+µ
, x ≥ 0, (3.6)

Γ(·) is the Gamma function, and {jµ,n}n≥1 are the positive zeros of the Bessel function Jµ. More-

over, for any µ ≥ −1

2
and β > 0,

∫ L

0
x2β−1Jµ

(
jµ,n(

x

L
)β
)
Jµ

(
jµ,m(

x

L
)β
)
dx = L2β δ

m
n

2β
[J ′µ(jµ,n)]2, (3.7)

where δmn is the Kronecker symbol (see [9, (4.26)]). Therefore, {Φn}n∈N∗ is an orthonormal basis

of L2(0, L).

Next, for any (v0, v1) ∈ H1
α(0, L)× L2(0, L), set

v0(x) =
∑
n∈N∗

vn0 Φn(x) and v1(x) =
∑
n∈N∗

vn1 Φn(x).

Then it is easy to check that the solution v of (3.1) is as follows:

v(x, t) =
∑
n∈N∗

vn(t)Φn(x) with vn(t) = cne
i
√
λnt + c−ne

−i
√
λnt,

where

cn =
1

2

(
vn0 +

vn1
i
√
λn

)
and c−n =

1

2

(
vn0 −

vn1
i
√
λn

)
.

By a simple calculation, we have that

Φ′n(x) =
(2ρ)

1
2

Lρ|J ′µ(jµ,n)|

(1− α
2

x
−1−α

2 Jµ(jµ,n
xρ

Lρ
) + x

1−2α
2 J ′µ(jµ,n

xρ

Lρ
)
jµ,nρ

Lρ

)
.

It follows that

Φ′n(L) = L−
3
2

√
2ρ

|J ′µ(jµ,n)|
ρjµ,nJ

′
µ(jµ,n).
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This implies that

vx(L, t) = L−
3
2 ρ
√

2ρ
∑
n∈N∗

jµ,n
J
′
µ(jµ,n)

|J ′µ(jµ,n)|
(cne

i
√
λnt + c−ne

−i
√
λnt).

By Lemma 3.1, we have that for any T > 2πD+,∫ T

0
v2x(L, t)dt �

∑
n∈N∗

(jµ,n)2
(
|vn0 |2 +

|vn1 |2

(ρjµ,n)2

)
�
∑
n∈N∗

(λn|vn0 |2 + |vn1 |2) � ‖v0‖2H1
α(0,L)

+ ‖v1‖2L2(0,L). (3.8)

Moreover, by the definition of n+(r),

lim
r→∞

[ r

n+(r)
− 1

n+(r)

n+(r)−1∑
n=1

ρ

Lρ

∫ jµ,n+1

jµ,n

dx
]

= 0.

Since (jµ,n+1 − jµ,n) converges to π as n → +∞ ([9, Lemma 1]), we get that D+ =
Lρ

ρπ
. Hence,

(3.2) holds for any T > 2πD+ = Tα, but it fails for any T < Tα.

(2) For any α ∈ [1, 2), we consider the eigenvalue problem: −(xαΦ̂′(x))′ = λΦ̂(x) x ∈ (0, L),

(xαΦ̂′)(0) = Φ̂(L) = 0.
(3.9)

Similar to the case of α ∈ (0, 1), the solutions of (3.9) are as follows:

λ̂n =
(ρjµ̂,n
Lρ

)2
, n ≥ 1 and Φ̂n(x) =

(2ρ)
1
2

Lρ|J ′µ̂(jµ̂,n)|
x

1−α
2 Jµ̂

(
jµ̂,n

xρ

Lρ

)
, ∀ x ∈ (0, L),

where µ̂ =
α− 1

2− α
and ρ =

2− α
2

. Also, it is easy to check that {Φ̂n}n∈N∗ is an orthonormal basis

of L2(0, L). The remainder of the proof is similar to that in the case (1) and we omit it here.

Remark 3.1 It is well known that the controllability time T = 2L is optimal for the classical one-

dimensional wave equation (with constant coefficients) in (0, L). However, the controllability of the

system (1.1) in time T = Tα is still an open problem.

Proof of (2) in Theorem 1.2. For any α > 2, let

X =

∫ L

x
y−

α
2 dy and W (X, t) = x

α
4w(x, t) (see [5]).

Then the null controllability of the equation (1.1) is transformed into a null controllability problem

for the following nondegenerate wave equation on the half-line:{
Wtt(X, t)−WXX(X, t)+M(X)W (X, t)=0 (X, t)∈R+×(0, T ),

W (0, t) = θ(t) t ∈ (0, T ),
(3.10)
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where M(X) = α(3α−4)[
4L

2−α
2 −2(2−α)X

]2 .

On the other hand, by the duality, the null controllability of (3.10) is equivalent to the following

observability estimate:

|ψ0|2H1
0 (R+) + |ψ1|2L2(R+) ≤ C

∫ T

0
ψ2
X(0, t)dt, (3.11)

where ψ is the solution of the nondegenerate wave equation:
ψtt − ψXX +M(X)ψ = 0 (X, t) ∈ R+ × (0, T ),

ψ(0, t) = 0 t ∈ (0, T ),

ψ(X, 0) = ψ0(X), ψt(X, 0) = ψ1(X) X ∈ R+.

(3.12)

For any given ψ̂0, ψ̂1 ∈ C∞0 (R+), we choose ψn0 (X) = ψ̂0(X − n) and ψn1 (X) = ψ̂1(X − n) with

sufficiently large n (see [13]). Let ψn be the solution of (3.12) with initial value (ψn0 , ψ
n
1 ). It is easy

to see that
|ψn0 |2H1

0 (R+)
+ |ψn1 |2L2(R+)∫ T

0
ψnX(0, t)2dt

→∞, as n→∞.

This implies that the system (3.10) is not null controllable.

For α = 2, we can also prove a similar result for M(X) = 1
4 .

Note. After completion of this work, we learned that Professor F. Alabau-Boussouira, Professor

P. Cannarsa and Professor G. Leugering proved the null controllability for some one-dimensional

degenerate wave equations with a more general diffusion coefficient, using the multiplier method in

the paper [F. Alabau-Boussouira, P. Cannarsa, G. Leugering, Control and stabilization of degenerate

wave equations, arXiv:1505.05720]. Parts results of our work were contained in this paper. But we

prove the null controllability results of degenerate wave equations by a (different) spectral method.

Also, the controllability time Tα is sharp in our work, i.e., if T > Tα, the controllability holds and it

is false if T < Tα. Our work was reported by Professor Hang Gao on the 9th Workshop on Control

of Distributed Parameter Systems on July 2, 2015 in Beijing.
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