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Abstract
COVID-19 is a virus, which is transmitted through small droplets during speech, sneezing, coughing, and mostly by inhalation 
between individuals in close contact. The pandemic is still ongoing and causes people to have an acute respiratory infection 
which has resulted in many deaths. The risks of COVID-19 spread can be eliminated by avoiding physical contact among 
people. This research proposes real-time AI platform for people detection, and social distancing classification of individu-
als based on thermal camera. YOLOv4-tiny is proposed in this research for object detection. It is a simple neural network 
architecture, which makes it suitable for low-cost embedded devices. The proposed model is a better option compared to 
other approaches for real-time detection. An algorithm is also implemented to monitor social distancing using a bird’s-eye 
perspective. The proposed approach is applied to videos acquired through thermal cameras for people detection, social 
distancing classification, and at the same time measuring the skin temperature for the individuals. To tune up the proposed 
model for individual detection, the training stage is carried out by thermal images with various indoor and outdoor environ-
ments. The final prototype algorithm has been deployed in a low-cost Nvidia Jetson devices (Xavier and Jetson Nano) which 
are composed of fixed camera. The proposed approach is suitable for a surveillance system within sustainable smart cities 
for people detection, social distancing classification, and body temperature measurement. This will help the authorities to 
visualize the fulfillment of the individuals with social distancing and simultaneously monitoring their skin temperature.

Keywords  Real-time video detection · COVID-19 · Social distancing · YOLOv4-tiny · Bird’ eye view · Body temperature · 
Nvidia Jetson devices

1  Introduction

COVID-19 [1] is an acute respiratory infectious disease 
caused by a new coronavirus infection. It is mainly mani-
fested by fever, dry cough, fatigue, etc. A small number of 
patients are accompanied by nasal congestion, runny nose, 
diarrhea and other upper respiratory and digestive tract 
symptoms. Severe cases often have difficulty breathing after 
1 week, and severe cases rapidly progress to uncorrectable 
metabolic acidosis, coagulation dysfunction, and multi-
ple organ failure. Until now, COVID-19 has caused more 
than 3 million deaths in many countries around the world. 

At present, many regions have adopted measures such as 
restricting traffic travel and canceling large-scale gatherings 
to prevent the spread of the virus. However, the new crown 
pneumonia epidemic has developed with the characteristics 
of a pandemic. In the next step, how to avoid the spread of 
the virus as much as possible in a normal environment is an 
urgent problem to be solved.

Gaussian curves illustrate a little spike within the effec-
tiveness of the health system, which makes it an easy 
approach for patients to prevent the virus by admiring per-
sistent advice from health care authorities. Any unforeseen 
sharpened spike and rapid increase of the infection rate (such 
as the red curve in Fig. 1, will cause a health care service 
failure, and thus, growth in the number of deaths. Figure 1 
illustrates the importance of following the guidelines of 
applying social distancing to minimize the spread of the 
virus among individuals [2, 3]

Although some vaccines [4] have been developed to sup-
press the spread of the virus, the most effective way is to 
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maintain a safe social distance between pedestrians. Social 
distance refers to staying away from mass gatherings and 
keeping a distance of 6 feet from each individual—about 
the length of a body. Social distance is different from isola-
tion and quarantine. Social distance is a preventive measure 
taken by the government for all. For those who have been 
infected or are believed to have been infected with infectious 
diseases, they need to be isolated in the ward and cared for 
by special medical personnel. Quarantine is for people who 
have been exposed to infected people but have not yet devel-
oped the disease. This means that effective pedestrian detec-
tion and distance measurement methods can help curb the 
spread of COVID-19. The most used pedestrian detection 
method is based on a computer vision solution in a public 
scene [5]. With the help of existing public area security cam-
eras, pedestrian detection and social distance measurement 
can be realized conveniently and at low cost. Compared with 
the schemes based on mobile devices such as GPS sensors, 
the pedestrian detection methods based on computer vision 
have a wider range of applications, including intelligent-
assisted driving [6], intelligent monitoring [7], pedestrian 
analysis [8], and intelligent robot [9]. Moreover, there are 
many open-source data sets of pedestrian detection based on 
computer vision that have been established to help evaluate 
and improve detection algorithms, such as the INRIA person 
dataset [10], Caltech pedestrian detection benchmark [11], 
and ETH dataset [12].

In the past, background modeling methods [13] were 
often used to extract foreground moving targets, and then 
feature extraction was performed in the target area and 
classifiers (e.g., multi-layer perceptron, support vector 
machine, and random forest) were used to classify them to 
determine whether pedestrians are included. In fact, it still 
faces the following problems in the actual application pro-
cess: (1) changes in illumination can easily cause dramatic 
changes in image gray levels, thereby affecting detection 
accuracy. (2) Camera shake can easily cause the failure 
of background modeling, which affects the calculation 

of the target position. (3) There may be ghost areas that 
affect the judgment of the model. The method based on 
statistical learning [14] automatically mines features based 
on a large number of samples and constructs a pedestrian 
detection classifier. The extracted features mainly include 
the grayscale, edge, texture, color, and gradient histogram 
of the target. Statistical learning also faces the follow-
ing challenges: (1) complex and changeable pedestrian 
posture, clothing, scale and lighting environment. (2) The 
classifiers usually require large-scale training samples. (3) 
The quality of features directly affects the final detection 
performance of the classifier. Some progresses have been 
made in the use of multi-feature fusion and cascaded clas-
sifiers. Commonly used features include Haar feature [15], 
HOG feature [16], LBP feature [17], and Edgelet feature 
[18]. In this paper, to improve the efficiency of epidemic 
prevention, our goal is to compare and examine the proce-
dures for identifying pedestrian and observing their social 
distance. Contributions of this work are:

•	 A novel vision-based surveillance system to monitor the 
social distancing violation among people, and at the same 
time, screening their body temperature at public areas.

•	 We applied a robust algorithm for people detection and 
distance measurement between the individuals. We pro-
pose faster and more accurate results in comparison to 
the other methodologies.

•	 The proposed technique is developed to an accurate 
approach of transforming a camera frame taken from a 
perspective point of view to top-down view. This will 
make the conversion rate between pixel distance and 
physical distance constant.

•	 The proposed approach could turn Thermal cameras in 
the present infrastructure capacity into smart cameras for 
social distancing and screening body temperature appli-
cations. This is to reduce the requirement for the number 
of hardware operations.

Recently, the deep learning-based methods have shown 
excellent performance in a series of computer vision-related 
tasks, including image classification [19], object detection 
[20], instance segmentation [21] and so on. Benefiting from 
the powerful non-linear fitting ability and data mining abil-
ity brought by massive parameters, it can usually extract 
high-level semantic features in images in a self-organizing 
manner without too much prior information. However, deep 
learning-based methods also have corresponding shortcom-
ings when solving problems in practical applications. First, 
the large-scale parameters make the reasoning speed difficult 
to meet the real-time requirements in various complex sce-
narios. Second, deep learning models usually require a large 
number of samples to exert their performance. Finally, deep 
learning faces the optimization of many hyper-parameters, 

Fig. 1   Gaussian curve that illustrates the distribution virus spread rate 
among the individuals, with and without applying the social distanc-
ing
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which puts forward higher requirements on the experience 
of researchers.

The motivation of this research is to minimize the spread 
of coronavirus among the individuals, and its economic 
impacts by providing AI-based solution. We propose a novel 
deep learning model (YOLOv4-tiny) in conjunction with 
implementation an algorithm for social distancing classi-
fication with bird’s-eye view to solve the issue of camera 
distortion.

After the introduction, the paper is organized as follows. 
Section 2 presents the related work and research background. 
Section 3 shows the overview of deep learning for object 
detection. Section 4 shows the experimental methodology 
of this research. Section 5 describes experiment results and 
discussion. Section 6 presents the implementation of the pro-
posed techniques on the embedded system. Finally, conclu-
sions and future work are drawn in Sect. 7.

2 � Related work

The combination of different features achieves the top per-
formance on multiple datasets, including Caltech dataset and 
KITTI dataset. Zhang et al. [22] built a series of state-of-the-
art performing pedestrian detectors by combining low-level 
features in the middle layer and enhanced decision forests. 
Kim et al. [23] applied the model compression technology 
based on the teacher–student framework to the random for-
est (RF) classifier to achieve fast and accurate pedestrian 
detection in low-spec surveillance systems. The experimen-
tal results show that the proposed method has better detec-
tion performance than several state-of-the-art methods in 
Performance Evaluation of Tracking and Surveillance 2006 
dataset, Town Centre dataset, and the Caltech benchmark 
dataset.

To better extract global information, a multi-scale 
pedestrian detector based on self-attention mechanism and 
adaptive spatial feature fusion is proposed, and the spatial 
attention mechanism asymmetric pyramid non-local block 
(APNB) module is applied [24]. Nam et al. [25] illustrated 
that even with the emergence of complex and data-requiring 
methods, enhanced decision trees are still successful in the 
fast rigid object detection. Inspired by the recent work on the 
identification and decorrelation of HOG features, they pro-
posed an effective feature transformation to remove the cor-
relation in the local neighborhood, which is suitable for use 
with orthogonal decision trees. In fact, the orthogonal tree 
with local decorrelation features is better than the inclined 
tree trained on original features, and the computational cost 
is small. Magoo et al. [26] proposed a deep learning and 
surveillance video application framework based on bird’s-
eye view, in which the YOLO v3 object detection  model is 
utilized as a key point regression to detect key feature points.

Zhang et al. [27] proposed a pedestrian detector that com-
bines common sense and daily knowledge into a simple and 
computationally efficient functional design. Experimental 
results on INRIA and Caltech pedestrian datasets show 
that their detector achieves the most advanced performance 
at low computational cost, and the proposed features are 
robust to occlusion. Walk et al. [28] how that the motion 
features derived from optical flow can significantly improve 
the image sequence, even in the case of low-quality video, 
it will also lead to flow field degradation. In addition, they 
also introduced a new feature, i.e., the self-similarity on the 
color channel, which can continuously improve the detec-
tion performance of static images and video sequences on 
different data sets. Finally, the authors discussed important 
complexity of detector evaluation and shows that the current 
benchmark protocol lacks key details, which may distort the 
evaluation.

By thoroughly analyzing and optimizing each step of the 
detection pipeline, Tome et al. [29] proposed a novel deep 
learning architecture better than the traditional method, 
which achieved the task accuracy close to the most advanced 
method and requires low computing time. Finally, the author 
tested the proposed method on the edge computing suite 
NVIDIA Jetson TK1, which serves as a 192-core platform 
that is conceived as the leading computing brain for autono-
mous vehicles of the future. To overcome the low-resolution 
and low-signal-to-noise characteristics of infrared images 
that may vary depending on the weather, Chen et al. [30] 
proposed a novel attention-guided encoder–decoder con-
volutional neural network. In addition, they also proposed 
an attention module to re-weight the multi-scale features 
generated by the encoder–decoder module. On KMU and 
CVC-09 pedestrian data sets, the proposed method improves 
the accuracy of the most advanced methods by 5.1% and 
23.78%, respectively.

Lin et al. [31] proposed a texture aware-based deep fea-
ture learning method for pedestrian detection, which com-
bines the fine-grained information into hidden convolutional 
features to make them more distinguishable from human 
parts. Comprehensive experimental results on four challeng-
ing pedestrian benchmark datasets demonstrated the effec-
tiveness of the proposed method. Li et al. [32] proposed two 
novel deep learning methods. The depth direction separable 
convolution and linear bottleneck techniques are used to 
reduce the computational cost and the number of parameters. 
Six strategies are used to enhance the pedestrian images col-
lected on foggy days to enrich the database. Experimental 
results show that the proposed method can effectively detect 
pedestrians in hazy weather and is significantly better than 
the existing methods in accuracy and speed.

Cao et al. [33] proposed a unified framework called multi-
layer channel feature (MCF) to overcome the disadvantages 
of ignoring features. It integrates each layer of HOG + LUV 
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and CNN into a multi-layer image channel. The weak classi-
fier in each level of the multi-level cascade is learned from 
the image channel of the corresponding layer. Experiments 
were carried out on Caltech dataset, INRIA dataset, ETH 
dataset, TUD Brussels dataset, and KITTI dataset. With 
richer features, MCF has reached the most advanced level 
in the Caltech pedestrian dataset (i.e., 10.40% failure rate). 
Li et al. [34] developed a model that introduces multiple 
built-in subnetworks that use the scale of disjoint ranges to 
detect pedestrians. The outputs of all subnets are adaptively 
combined to generate the final detection results, which is 
robust to large changes in the size of the instance. Extensive 
evaluation on several challenging pedestrian detection data 
sets well proved the effectiveness of the method.

To estimate social distance violations between people in 
[35], the authors used an approximation of the physical dis-
tance of pixels and set a threshold. The violation threshold 
is established to evaluate whether the distance value violates 
the minimum social distance threshold. The research results 
showed that with YOLOv3, the developed framework suc-
cessfully distinguishes individuals who walk too close and 
who violate social distance. Ahamad et al. [36] calculated 
the distance between people detected in the captured shot 
and compared it with a fixed pixel value. In the segmented 
tracking area, the distance between the center point and the 
overlapping boundary between the person is measured. By 
detecting the unsafe distance between people, an alarm or 
warning can be issued to keep the distance safe. Taking the 
video frame of the camera as the input, Hou et al. [37] used 
the deep learning methods to evaluate the distance between 
people. The video frame is converted into a top-down view 
for distance measurement from the 2D plane.

Rezaei et al. [38] developed a hybrid computer vision 
and deep neural network (DNN) model based on YOLOv4 
to monitor social distance to prevent the spread of COVID-
19. This may help authorities redesign the layout of pub-
lic places or take preventive measures to mitigate high-
risk areas. Ksentini et al. [39] recommended combining 
the Internet of Things and Multi-Access Edge Computing 
(MEC) technology to build a service that can check and 
warn people who are not socially distancing in near real 
time. The proposed service consists of a client application 
installed on the user’s smartphone, which periodically sends 
GPS coordinates to a remote server located at the edge of 
the network (i.e., MEC). Yang et al. [40] proposed an active 
monitoring system to slow down the spread of COVID-19 
by warning individuals in the region of interest. First, we 
introduce a vision-based real-time system, which can detect 
SD violations and send non-invasive audio-visual prompts 
using the most advanced deep learning model. Second, we 
define a new critical social density value and show that if 
the pedestrian density remains below this value, the chance 
of SD violation can remain close to zero.

3 � Deep learning for object detection

Deep learning method is the object detection  approach, 
which mitigates the computational complexity issues by 
emulating the tasks for predicting the objects in the images. 
Convolutional neural network (CNNs) is a type of neural 
network that is efficient for patterns capturing in the multi-
dimensional spaces. Convolutional neural network is widely 
used in deep learning architectures for object detection. This 
algorithm takes an input image and assigns biases and the 
learnable weights for different classes in the images and dif-
ferentiates them from one class to another. There are various 
types of CNN models that are applied in different applica-
tions for object detection. In [41], Ross Kirchick proposed 
a regional convolutional neural network detector. R-CNN 
consists of four different stages. The algorithm first initi-
ates an image into the input layer and takes out the targeted 
features from the image, after that it computes the extracted 
features throughout different convolutional neural network 
layers, and lastly it classifies the extracted features. R-CNN 
uses selective search technique to produce region proposals 
from the image. This architecture takes a large amount of the 
computational time to classify the regions for each image. 
Regional convolutional neural network cannot be applied in 
real-time application for object detection. R-CNN is multi-
stage pipelines. It is slow because it executes a ConvNet 
forward pass for each regional proposal, without sharing 
computation. R-CNN extracts the features from each object 
proposal in each test image. It takes a long time for predict-
ing the objects in each image. Object detection with R-CNN 
takes 47 s/image (on GPU), which makes it slow for real-
time applications in addition to that, regional convolutional 
neural network cannot be trained at one time, instead R-CNN 
is required to train every part in the image separately.

Fast-Regional convolutional neural network is another 
approach for object detection [42]. Fast R-CNN improved 
the drawback of regional convolutional neural network 
architecture and creates a faster model for object detection. 
Fast-RCNN has the same structure of R-CNN detector, in 
which the input image is introduced into convolutional 
neural network to produce convolution feature maps, rather 
than providing regional proposals to layers of CNN. The 
region proposal is warped into small squares in this archi-
tecture. Region of interest (ROI) uses pooling layers, and 
these regions are redesigned into a fixed size that can be 
provided into the fully connected layer. Softmax layer is 
utilized in this model to predict the objects and the offset 
costs of bounding box.

Fast R-CNN is also using selective search method to 
predict the region proposals. This technique is slow and 
time-consuming which is influencing the neural network 
model performance for real-time application.
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Recent techniques have been proposed for object detec-
tion include deep learning models such as YOLO detec-
tors. You only look once or (YOLO) is a state-of-art object 
detector, which is targeted for real-time applications. YOLO 
was proposed by Joseph Redmon et al. in 2016 [43]. This 
algorithm uses a single neural network for the entire image. 
YOLO splits the images into small regions and generates the 
bounding boxes and the probabilities of the classes for each 
region in the image. The bounding boxes are weighted by 
predicted probabilities.

YOLO detector looks the whole image at once; therefore, 
its detection is obtained by the whole information in the 
image. YOLO uses single network evaluation, which unlike 
the regional convolutional neural network detectors (R-CNN 
and Fast-RCNN) which need thousands of regions for one 
image. The model obtains the image input features and splits 
it into S ×  S grid. After that, it extracts the data from each 
grid in the introduced image and uses the confidence score 
of the detected object to produce the rectangle box, as seen 
in Fig. 2. Each cell predicts the bounding box and confidence 
score. The bounding box contains five prediction parameters, 
which are determined by (x, y, w, h) and the confidence score 
value, where (x, y) coordinates represent the center of the 
bounding box, and (h, w) reflects the height and the width 
of the whole entire image. The confidence scores represent 
the measurement of how confident the architecture is that the 
box contains of the object to be predicted. YOLO has sev-
eral improvements and produces series of the deep learning 
architectures. The first three yolo versions (YOLO, YOLOv2 
[44], and YOLOv3 [45] were released in 2016, 2017, and 
2018, respectively, by Joseph Redmon. However, YOLOv4 
has been explored as an optimal speed and accurate object 
detector. This model has significant improvements to the pre-
vious versions. YOLOv4 extracts the influence of state-of-art 

bag of freebies (BoF) and several bag of specials (BoS). The 
bag of freebies enhances the accuracy of the detector, with-
out increasing the influence time. They increase the training 
cost. In contrast, the bag of specials increases the influence 
cost by a small amount. However, they enhance the accuracy 
of object detection significantly. YOLOv4 [46] is also based 
on Darknet and has achieved an AP of 43.5% on COCO 
dataset with real time of 65 fps on Tesla 100. YOLOv4 is 
considered the fastest and the most accurate model in terms 
of both accuracy and speed. Moreover, YOLOv4-Tiny [47] is 
a light-weight version of YOLOv4 architecture. This model 
is simple to construct, and it has satisfactory performance in 
object detection. This algorithm can minimize the computa-
tional complexity on assumption for ensuring the accuracy 
of the neural network model.

4 � Methodology

4.1 � The architecture of social distancing

In this section, we will discuss the essential steps that are 
required to build a sequence design to determine and check 
if the social distancing rules are respected or not among the 
individuals on the thermal videos as seen in Fig. 3:

1.	 Streaming the thermal videos, which contains the indi-
viduals.

2.	 Extracting the thermal video into frames.
3.	 Applying YOLOv4-Tiny architecture to detect only the 

individuals in thermal videos.
4.	 Verify the number of the individuals that are in the ther-

mal videos.
5.	 Calculate the distance between the center point of the 

bounding boxes that contains the individuals in the ther-
mal videos.

6.	 Lastly, the algorithm will make the decision for viola-
tion or safe conditions for the individuals based on the 
number of individuals in the thermal videos, and the 

Fig. 2   YOLO for object detection: input image which divides into 
S × S grids, each cell predicts the bounding boxes and the confidence 
scores, and lastly, the score generates the probability of the detected 
class with the enclosed bounding box. Adapted from [43] Fig. 3   Sequence design for social distancing architecture
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measured distance between the centroid of bounding 
boxes. This is to note that we made two different lev-
els for violation with two different threshold set points 
for the measured distance between the center points of 
the bounding boxes. First violation level is called Alert, 
which is marked with a yellow color for the bounding 
box, and the second violation level is defined as Risk, 
which is marked with a red color for the bounding box. 
We marked the safe condition with a green color for the 
bounding box.

4.2 � Object detection

Object detection is a computer vision approach, which 
locates the objects in an image or video. Identifying the 
coordinates of the individuals in the thermal videos is the 
first stage of this research. We used YOLOv4-tiny for people 
detection in the thermal videos. We built the CNN with 37 
layers for YOLOv4-tiny. This research aims are to design a 
light-weight model to account the requirement of CNNs’’ 
real-time application in low-cost embedded systems such 
as IoT devices. The proposed approach is compliant to 
YOLOv4 model. The total weight is reduced for the final 
deep learning model. YOLOv4-Tiny utilizes a couple of 
different changes from the original YOLOv4 network to 
achieve fast execution on low-cost embedded system. First 
and foremost, the number of convolutional layers in the CSP 
backbone are compressed. In addition, the number of YOLO 
layers has been reduced to two instead of three and there 
with few anchor boxes for prediction. YOLOv4-tiny consists 
of three major modules as shown in Fig. 4, i.e. CSPDark-
net53-Tiny, Feature Pyramid Network (FPN), and YOLO 
Head. CSPDarknet53-Tiny is utilized for primary feature 
extraction, which is formed of Convolutional block (Conv) 
and CSPBlock. Convolutional layers include batch normali-
zation and activation functions. Batch normalization is used 
to regulate the model. It substituted the requirement of using 

the dropout layers in the architecture to eliminate the over-
fitting problems. It enhances the normalization for its input 
by defining the variance values. The activation functions 
are leaky ReLu (Rectified Linear Unit). According to the 
systematic characteristics of Cross Stage Partial Network 
(CSPNet), CSPBlock splits the model of the Base layer into 
two parts. The first part is created as residual edge, and the 
other part is composed with the first one to produce the final 
output after a series of convolutional operations. FPN struc-
ture can merge the features of various network layers, which 
can reserve semantic data of deep network and geometric 
information of low-level network. Thus, this is to enhance 
the ability of feature extraction. YOLO Head is the final 
module of the architecture for feature output results. The 
role of YOLO Head in the case of a one-stage detector to 
carry out the dense prediction. The dense prediction is the 
final result, which is composed of a vector containing the 
coordinated of the predicted bounding boxes (height, width, 
center), the label, and the confidence score of the prediction, 
see Eq. (1), where Pw and Ph represent the width and height 
of the bounding boxes. ( Cx,Cy) represents the coordination 
of the top left corner of the image:

4.3 � Euclidean distance and violation thresholds

At this stage of this work, after individuals are detected in 
the thermal videos, the Euclidean formula is used to measure 
the distance between each detected centroid pair using the 
enclosed bounding boxes and their centroid information; see 

bx = �
(
tx
)
+ Cx,

(1)bx = �
(
ty
)
+ Cy,

bw = Pw ⋅ etw,

bh = Ph.e
th.

Fig. 4   The architecture of 
YOLOv4-tiny Network
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Eq. (2). The calculation distance is computed with the scal-
ing factor to obtain real-world metrics. The distance for the 
Euclidean measurement is defined as 6 feet (approximately 
180 cm). Two different predefined minimum social distance 
violation rules are determined to distance assumptions. 
Considering that, we set two different thresholds for these 
violations as yellow and red colors for the detected bound-
ing boxes. The violation of the first threshold is defined as 
“Alert”, which is marked with a yellow color while the sec-
ond assumption of violation is defined as “Risk”, which is 
marked with a red color. The bounding box’s color is for-
merly initiated as green, if the distance is >6 feet between 
the detected bounding boxes. If the distance is ≤6 feet, 
and >5 feet (the first threshold value “Alert”), the bound-
ing boxes color are updated to yellow, and if the distance 
is ≤5 feet (the second threshold value “Risk”) between the 
detected individuals, the bounding boxes color are changed 
to red, which means the social distancing is not maintained:

 where d is the distance between the centroid of bounding 
box.

4.4 � Bird’s‑eye view transformation

Based on the previous work that we carried out for peo-
ple detection and social distancing measurement on ther-
mal images [48], it was discovered that the bounding boxes 
identifying nearby persons were larger, and the bounding 
boxes identifying the distant were not accurate due to the 
perspective effect. This perspective causes a distortion, and 
the distance between the individuals cannot be computed by 
calculating the pixels directly. Therefore, in this research, 
we decided to implement the proposed approach by convert-
ing the perspective view into bird’s-eye view, and in such 
way, the distances between the individuals can be identi-
fied by the pixel/meter scale measurement. The novelty of 
our method is that we implemented the top-view computer 
vision to enhance the scalability of the system for monitor-
ing the individuals as the camera will not be required to 
be configured in a specific manner. To make the bird’s-eye 

(2)d(C1,C2) =

√
(xmax − xmin)

2
+ (ymax − ymin)

2
,

view transformation, it is essential to calculate the matrixes, 
which are required for bird’s-eye view transformation. The 
transformation is referred to reverse perspective mapping 
(RPM). RPM takes as input frontal view, and then it applies 
the homography, and establishes a top-down view of the 
captured scene. Figure 5 shows the captured image from a 
perspective to top-down view (bird’’s-eye view), where the 
dimensions in the image have a real interconnection with 
real-world dimensions [49]. The transformation matrix (TM) 
is computed using a function in OpenCV Library, which is 
defined as “get Perspective Transform”; see Eqs. (3) and 
(4). The calculation is performed by expecting the person 
utilizing the prototype will identify the source and the target 
points. On that account, the tasks of predicting the coor-
dinate points of the detected persons on source of images 
were specified to the user who will perform the prototype. 
In addition to that, the bird’s-eye view matrix is achieved by 
multiplying each element matrix from the source of images 
using function “warpperspective” in OpenCV Library; see 
Eq. (5):

 where TM is the transformation matrix.

 where dst defines the target matrix achieved after the trans-
formation, and src is the source matrix, which is trans-
formed. It is calculated to convert each element of the source 
matrix to each element of targeted matrix.

4.5 � Dataset training procedure

The proposed approach was trained with two different data-
sets of thermal images. Dataset I consist of 1000 images. 
These images were collected by FLIR for thermal cameras 
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Fig. 5   Perspective transfor-
mation to bird’-eye view: a 
perspective view image.b 
Perspective transformation. c 
Bird’’s-eye view image
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[50]. This dataset features an initial set of images from 
thermal cameras, which utilized infrared radiation sensors. 
Dataset II contains 950 images of different people, which 
were taken from realistic condition that were happened dur-
ing surveillance and monitoring area. They are taken from 
different scenes, including people sneaking, walking, run-
ning, and people in different body positions. These images 
were collected from different resources on the internet. The 
images of both datasets were labeled for class of only per-
sons in the images. The images have been split into 70% for 
training, 20% for validating, and 10% for testing the archi-
tecture for each dataset. YOLOv4-tiny has been trained 
with stochastic gradient descent (sdgm) [51]. The learning 
rate has been optimized in the training option to control the 
model response to the error. The learning rate value was 
fine-tuned at 10−3, and the loose curve was steady with this 
value for both datasets, see Fig. 6.

Table  1 shows the training hyper-parameters for 
YOLOv4-tiny architecture. For all our experiments in this 
research, we used NVIDIA Tesla K80 GPU training system 
on Google colab cloud service, which has been designed to 

train neural network architectures for object detection and 
image classification tasks.

5 � Experiment results and discussion

In this section, all experiments details and comparison are 
described. We illustrated the experiments from different 
perspectives. To evaluate the performance of the proposed 
approach, we run the algorithm over the testing thermal 
images of both datasets. The thermal images were composed 
from realistic situation by different thermal cameras in the 
indoor and outdoor environments. Thermal cameras can per-
form the measurement for radiated emitted energy from the 
skin of human in a safe and fast manner. With this in mind, 
we chose these datasets for our experiments. We also applied 
the YOLOv4-tiny and the technique proposed for social dis-
tancing measurement with bird’s-eye view on large scale 
of thermal videos. These videos are scalable of screening 
individuals’ movement while these thermal cameras were 
measuring their skin temperature. Further to our explora-
tion, we carried out other experiment by examining (Fast 
R-CNN) and you only look once (YOLOv2) detectors for 
people detection, using the same thermal images of the two 
training datasets of thermal images. This is to compare these 
architectures with YOLOv4-tiny and proposed techniques 
in Sect. 4 using the same testing thermal images from both 
datasets and thermal videos database. For metric computa-
tion, confusion matrix criteria have been used to assess the 
proposed algorithm. The metrics that have been chosen to 
analyze the goodness for the algorithm are recall, accuracy, 
and precision; see Eq. (6):

where TP represents the number of true positive; TN 
represents the number of true negative; FP represents the 

Precision =
TP

TP + FP
,

(6)Accuracy =
TP + TN

TP + FN + TN + FP
,

Recall =
TP

TP + FN
,

Fig. 6   a Training loss curve for dataset I. b Training loss curve for 
dataset II

Table 1   Training hyper-
parameters for the proposed 
neural network

Parameter Method

Training options Sdgm
L2 regularization 0.05
Number of iteration 3000
Mini-batch size 16
Learning rate 0.001
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number of false positive; FN represents the number of false 
negative.

Based on the results from these experiments, YOLOv4-
tiny achieved promising results for people detection on the 

thermal images on both testing datasets and thermal videos 
database; see Fig. 8. It showed better performance and over-
came Fast R-CNN and YOLOv2 architecture; see Fig. 7. The 
birds’ eye view has been displayed also in separate window 
as shown in Fig. 8. Points for human detection have been 
shown in bird’s-eye view window for both safe and risk 
conditions with assigned colors, respectively. Furthermore, 
YOLOv4 showed improvement in terms of accuracy vs other 
methodologies [52–54]; see Table 2.

It can be seen that the detection performance has been 
improved using YOLOv4-tiny verses the other two archi-
tectures. YOLOv4-tiny model uses a modified path aggrega-
tion network, and a modified spatial partial pyramid pooling, 
which all are utilized to enhance the accuracy of the archi-
tecture for object detection. In addition to that, YOLOv4-
tiny uses CSPDarknet53 as backbone neural network in the 
model. CSPDarknet53 added Cross Stage Partial Network 
(CSPNet) on every large residual block of Darknet53 and 
integrated into mapping the features from the images. This 
feature map is divided into convolution operation and the 
other with a combination of the last convolution result. 
Therefore, CSPDarknet53 can effectively increase the learn-
ing ability of CNNs’ layers and minimize the computation 
cost, which enables the network to obtain more accurate 
detection capability.

6 � Implementation on the embedded 
systems

6.1 � GPU‑based systems

In recent years, manufacturers have been forced to find alter-
natives to the traditional source of computational power 
increase. Due to the fundamental limitation in the fabrica-
tion of integrated circuits, it is no longer feasible to rely 

(a) 

 (b) 

78%

82%

86%

90%

94%

98%

YOLOv4-�ny YOLOv2 Fast R-CNN

Va
lu

e 
%

Deep learning archi�ctures

Recall Precision Accuracy

78%

82%

86%

90%

94%

98%

YOLOv4-�ny YOLOv2 Fast R-CNN

Va
lu

e 
%

Deep learning archi�ctures

Recall Precision Accuracy

Fig. 7   a Performance of YOLOv4-tiny vs. other object detectors with 
Dataset I. b Performance of YOLOv4-tiny vs. other object detectors 
with Dataset II

Fig. 8   Social distancing status 
with the proposed method, 
which show two persons 
violated the Risk threshold 
distance, and five persons were 
in safe conditions: a perspec-
tive transformation of human 
detection points with bird’s-eye 
view. b People detection with 
enclosed bounding boxes in the 
thermal videos
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on upward processor clock speeds as a means of extract-
ing additional power from existing architecture. The release 
of Graphic Processor Units (GPUs) that possessed pipe-
line attracted many researchers to the possibility of using 
graphics hardware for many applications. With this in mind, 
NVIDIA released GPUs for professional applications in the 
market. NVIDIA expanded in many applications including 
the acceleration of AI and deep learning architectures. In 
addition to that, NVDIA provides an application program-
ming interface, which is known as CUDA or Compute uni-
fied device architecture. It allows the creation of parallel 
computation, which utilizes GPUs. NVDIA released various 
developer kits such as Jetson nano, Jetson TX1, Jetson TX2, 
and Jetson AGX Xavier for edge computing. These devices 
are incredible for AI performance, which are targeted for 
real-time applications. In our research, we will utilize Jetson 
nano and Jetson AGX Xavier for execution of the proposed 
technique.

6.2 � Social distancing on embedded systems

To assess the performance for the proposed techniques, spe-
cific tests have been carried out to examine the dependency 
of the proposed technique computational cost on the tar-
geted hardware. We deployed the algorithm as standalone 
applications in two different NVIDIA devices: Jetson nano 
and Jetson AGX Xavier. V2 raspberry PI camera has been 
used and exposed it to another computer device, which dis-
played set of videos, which were obtained from thermal 
cameras. We performed the test measuring the maximum 
frames per seconds fps that can be obtained and we com-
pared the achieved results with other methodologies. Results 
are reported in Table 3. Based on the results from our experi-
ments, NVIDIA Jetson Xavier achieved the best results for 
frames per seconds, which is reaching 23 fps while the real 
time for NVIDIA Jetson nano has reached only 11 fps. In 
such configuration, the Xavier board is 2× times faster than 
the NVIDIA Jetson nano.

Table 4 reports the power consumption of Jetson nano 
and Jetson AVG Xavier using different configurations. The 
NVIDIA devices were disconnected from any peripherals, 
such as the monitor, mouse, and keyboard. While during the 

execution of the algorithm, the power consumption of Jetson 
nano was recorded at 3.21 W, while the power consumption 
of Jetson Xavier was measured 17 W.

GPU (graphics processing unit) and CPU (central pro-
cessing unit) performance are critical parameters of algo-
rithm success in the low-cost IoT devices. With an effi-
cient CPU and GPU, this will help the execution the neural 
network model with less heat and noise in the hardware, 
Graphic processing unit works together with central process-
ing unit in the NVIDIA system to enhance the throughput of 
data and number of comprehensive computations within the 
application. The GPU and CPU performance are important 
parameters for the NVIDIA system to assess the capability 
of AI algorithm execution. Table 5 illustrates the CPU and 
GPU performance and temperature measurement while the 
proposed technique is running on NVIDIA (Jetson Xavier 
and Jetson nano) devices.

This research aims to draw a comparison between the 
proposed method verses the other available state-of-art 
pretrained neural network architectures. The benefit of the 

Table 2   Performance of the proposed approach vs. other methodolo-
gies

Method Accuracy (%)

YOLOv4-tiny with Dataset I 97.48
YOLOv4-tiny with Dataset II 96.5
Sener et al. [52] 93.3
Rinkal et al. [53] 92.8
Yadav et at [54] 91

Table 3   The real-time measurement for proposed approach vs other 
methods

Method Real 
time in 
(fps)

This work on Xavier device 23
Ahmed et al. [55] 20
This work on Jetson nano 11
Bilal et al. [56] 11
Pouw et al. [57] 10

Table 4   Power consumption measurement in different scenarios

NVIDIA devices status Power meas-
urement (W)

Jetson nano without accessories 3.21
Jetson nano with accessories 5.5
Jetson Xavier without accessories 17
Jetson Xavier with accessories 18.3

Table 5   Temperature measurement and % utilization for the GPU and 
CPU in Jetson Nano and Jetson Xavier while our method is running 
on them

Performance (%) Tempera-
ture (°C)

Jetson nano (GPU) 98 57
Jetson nano (CPU) 72.1 53.1
Jetson Xavier (GPU) 86 62
Jetson Xavier (CPU) 50 57
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proposed technique is its light-weight memory size on disk 
(~21 MB) and consequently with small number of train-
able parameters, which makes it suitable for low-cost IoT 
devices. Other methods use massive CNN layers which 
translate larger memory size on disk such as Rasnet50 model 
in method [43]. In addition to that, these pretrained archi-
tectures will have low performance for real-time detection 
while executing on low-cost IoT devices, and this will affect 
human visual recognition for tracing the objects. Figure 9 
shows the memory size on disk for YOLOv4-tiny and other 
pretrained neural network models.

6.3 � Further discussion

This research is an implementation from our recent work 
in method [48]. In this work, we used novel deep learn-
ing model YOLOv4-tiny, which is a predecessor to the 
utilized model YOLOv2 in the previous work. YOLOv4 is 
newly released, which is accurate for object detection that 
can be trained with smaller batch size on single GPU. The 
performance of YOLOv4-tiny showed better results verses 
YOLOv2 for object detection. Although the memory size 
on disk was less in the previous research which was only 
14 MB in comparison to measured memory size in this work 
21 MB. This is due to the number of neural network layers 
in YOLOv4-tiny is more than the previous approach with 
YOLOv2 model, which is indeed enhanced the accuracy for 
people detection. YOLOv4-tiny model has also been tried to 
enhance the performance in comparison to YOLOv2, which 
has been utilized in the previous work. The input adopts a 
number of advanced algorithms in the field of deep learn-
ing, such as CSPDarknet53 backbone. In this work, we 
improved the violation levels versus the previous research 
by determining three different threshold rules to maintain 
social distancing. We set three different level of assump-
tions, which define safe, alert, and risk that are marked with 
green, yellow, and red, respectively. This is to analyze and 

formulate the transmission of COVID-19 and evaluate the 
control strategies for the pandemic by the authorities. The 
proposed technique has been examined in two different 
NVIDIA devices in (Jetson nano and Jetson Xavier). This 
is to have further exploration for the computational cost in 
different embedded devices for the executed algorithm such 
as power consumption, real-time detection, and CPU and 
GPU utilization use. In addition to that, we improved the 
issue with the perspective effect that was encountered in 
the previous research. It has been implemented to transform 
the perspective view into the bird’s-eye view. In this way, 
the distance between the detected individuals can be visual-
ized clearly. Once we have the coordinates of the individu-
als in the top-down view, the social distancing parameters 
become straightforward. Table 6 illustrates the difference for 
the obtained parameters between the proposed approach in 
this research and the previous work in [48].

7 � Conclusion and future work

This research proposed a deep learning-based social dis-
tancing technique using bird’s-eye view for people detec-
tion on thermal videos. The achieved results confirmed that 
the developed intelligent surveillance system identified the 
individuals who violated the social distancing and at the 
same time screening their body temperatures. YOLOv4-
tiny showed good performance in terms of accuracy and 
precision in comparison to the other deep learning models. 
Bird’’s-eye view technique has been developed for map-
ping the human detection points effectively. The proposed 
approach is a solution for the authority to visualize the 
pedestrians if they comply with rules for social distancing 
in indoor and outdoor areas. We defined the safe condition 
with green color for the bounding boxes while unsafe condi-
tion has been determined with two different assumptions of 
violation: alert and risk, which have been marked with yel-
low and red colors, respectively. The implemented algorithm 
has been successfully deployed in the NVIDIA systems (Jet-
son nano and Jetson AGX Xavier) and showed real time for 
person detection for up to 23 frames per seconds which is 
suitable for human visual recognition. In the future, we will 
implement the proposed approach using novel deep learn-
ing detector (YOLOv5) for people detection. Moreover, the 

Fig. 9   Comparison of the proposed technique verses other pretrained 
neural network models in terms of memory size

Table 6   The difference for the obtained parameters between the pro-
posed approach in this research and the previous work in method [48]

This work Method (48)

Accuracy 97.48% 95.6%
Memory size on disk 21 MB 14 MB
Number of neural layers 37 29
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deployment for the proposed technique on FPGA will be 
considered.

Acknowledgements  We thank the Islamic Development Bank for their 
support to the Ph.D. work of A. Elhanashi, the Crosslab MIUR project 
and the Re-Start Toscana Covid19 project.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

	 1.	 The Visual and Data Journalism Team.: Coronavirus: a visual 
guide to the outbreak. 6 Mar. 2020, Available at: https://​www.​
bbc.​co.​uk/​news/​world-​51235​105

	 2.	 Fong, M.W., Gao, H., Wong, J.Y., Xiao, J., Shiu, E.Y., Ryu, S., 
Cowling, B.J.: Nonpharmaceutical measures for pandemic influ-
enza in nonhealthcare settings—social distancing measures. 
Emerg. Infect. Dis. 26, 976 (2020)

	 3.	 Ahmedi, F., Zviedrite, N., Uzicanin, A.: Effectiveness of work-
place social distancing measures in reducing influenza transmis-
sion: a systematic review. BMC Public Health 18, 518 (2018)

	 4.	 Hotez, P.J.: COVID-19 and the antipoverty vaccines. Mol. Front. 
J. 4, 58–61 (2020)

	 5.	 Mou, Q., Wei, L., Wang, C., et al.: Unsupervised domain-adaptive 
scene-specific pedestrian detection for static video surveillance. 
Pattern Recogn. 118(9), 108038 (2021)

	 6.	 Liu, T., Du, S., Liang, C., et al.: A novel multi-sensor fusion based 
object detection and recognition algorithm for intelligent assisted 
driving. IEEE Access 9, 81564–81574 (2021)

	 7.	 Zheng, Q., Zhao, P., Zhang, D., Wang, H.: MR-DCAE: Manifold 
regularization-based deep convolutional autoencoder for unau-
thorized broadcasting identification. Int. J. Intell. Syst. (2021). 
https://​doi.​org/​10.​1002/​int2.​20210​123

	 8.	 Chen, Y., Ma, J., Wang, S.: Spatial regression analysis of pedes-
trian crashes based on point-of-interest data. J. Data Anal. Inf. 
Process. 08(1), 1–19 (2020)

	 9.	 Zheng, Q., Yang, M., Tian, X., Jiang, N., Wang, D.: A full stage 
data augmentation method in deep convolutional neural network 
for natural image classification. Discrete Dyn. Nat. Soc. 2020, 
1–11 (2020). https://​doi.​org/​10.​1155/​2020/​47065​76

	10.	 Dalal, N., Triggs, B.: Histograms of oriented gradients for human 
detection. In: IEEE Computer Society Conference on Computer 
Vision & Pattern Recognition (2005)

	11.	 Dollar, P., Wojek, C., Schiele, B., et al.: Pedestrian detection: an 
evaluation of the state of the art. IEEE Trans. Pattern Anal. Mach. 
Intell. 34(4), 743–761 (2011)

	12.	 Ess, A., Leibe, B., Schindler, K. et al.: Moving obstacle detection 
in highly dynamic scenes. In: IEEE Int. Conf. Robot. Autom. pp. 
56–63 (2009)

	13.	 Rodriguez, P., Wohlberg, B.: Incremental principal component 
pursuit for video background modeling. J. Math. Imaging Vis. 
55(1), 1–18 (2016)

	14.	 Zheng, J., Peng, J.: A novel pedestrian detection algorithm based 
on data fusion of face images. Int. J. Distrib. Sens. Netw. 15(5), 
155014771984527 (2019)

	15.	 Park, K.Y., Hwang, S.Y.: An improved Haar-like feature for effi-
cient object detection. Pattern Recogn. Lett. 42, 148–153 (2014)

	16.	 Sheng, Y., Liao, X., Borasy, U.K.: A pedestrian detection method 
based on the HOG-LBP feature and gentle AdaBoost. Int. J. Adv. 
Comput. Technol. 4(19), 553–560 (2012)

	17.	 Costa, Y., Oliveira, L.S., Koerich, A.L., et al.: Music genre clas-
sification using LBP textural features. Signal Process. 92(11), 
2723–2737 (2012)

	18.	 Zhao, J.: Boundary extraction using supervised edgelet classifica-
tion. Opt. Eng. 51(1), 7002 (2012)

	19.	 Zheng, Q., et al.: Improvement of generalization ability of deep 
CNN via implicit regularization in two-stage training process. 
IEEE Access 6, 15844–15869 (2018)

	20.	 Gan, Y., Wu, H., Xiao, N., et al.: Cross-modal attentional con-
text learning for RGB-D object detection. IEEE Trans. Image 
Process. 28(4), 1591–1601 (2019)

	21.	 Zhang, Q., Yang, M., Zheng, Q., Zhang, X.: Segmentation of 
hand gesture based on dark channel prior in projector-camera 
system. In: IEEE/CIC ICCC, Qingdao, China, pp. 1–6 (2017)

	22.	 Zhang, S., Benenson, R., Schiele, B.: Filtered channel features 
for pedestrian detection. In: IEEE Conf. on Computer Vision 
and Pattern Rec. (CVPR) (2015)

	23.	 Kim, S., Kwak, S., Ko, B.: Fast pedestrian detection in surveil-
lance video based on soft target training of shallow random 
forest. IEEE Access 7, 12415–12426 (2019)

	24.	 Wang, M., Chen, H., Li, Y., et  al.: Multi-scale pedestrian 
detection based on self-attention and adaptively spatial feature 
fusion. IET Intell. Transp. Syst. 15(6), 837–849 (2021)

	25.	 Nam, W., Dollár, P., Han, J.H.: Local Decorrelation for 
Improved Detection. Adv. Neural Inf. Process. Syst. 1, 424–432 
(2014)

	26.	 Magoo, R., Singh, H., Jindal, N., et al.: Deep learning-based bird 
eye view social distancing monitoring using surveillance video 
for curbing the COVID-19 spread. Neural Comput. Appl. 33(22), 
15807–15814 (2021)

	27.	 Zhang, S. et al.: Informed Haar-like features improve pedestrian 
detection. In: IEEE Computer Vision & Pattern Recognition 
(CVPR) (2014)

	28.	 Walk, S., Majer, N., Schindler, K. et al.: New features, and insights 
for pedestrian detection. In: IEEE Conference on Computer Vision 
& Pattern Recognition (CVPR) (2010)

	29.	 Tomè, D., Monti, F., Baroffio, L., et al.: Deep convolutional neural 
networks for pedestrian detection. Signal Process. Image Com-
mun. 47, 482––489 (2016)

	30.	 Chen, Y., Shin, H.: Pedestrian detection at night in infrared images 
using an attention guided encoder decoder convolutional neural 
network. Appl. Sci. 10(3), 809 (2020)

	31.	 Lin, C., Lu, J., Gang, W., et al.: Graininess-aware deep feature 
learning for pedestrian detection. IEEE Trans. Image Process. 
3820–3834 (2020)

	32.	 Li, G., Yang, Y., Qu, X.: Deep learning approaches on pedestrian 
detection in hazy weather. IEEE Trans. Ind. Electron. 99, 1 (2019)

	33.	 Cao, J., Pang, Y., Li, X.: Learning multilayer channel features for 
pedestrian detection. iEEE Trans. Image Process. 26(7), 3210–
3220 (2017). https://​doi.​org/​10.​1109/​TIP.​2017.​26942​24

	34.	 Li, J., Liang, X., Shen, S.M. et al.: Scale-aware fast R-CNN for 
pedestrian detection. IEEE Trans. Multimedia PP(99):1 (2015)

	35.	 Ahmed, I., Ahmad, M., Rodrigues, P.C., et al.: A deep learning-
based social distance monitoring framework for COVID-19. Sus-
tain. Cities Soc. 65, 102571 (2020)

http://creativecommons.org/licenses/by/4.0/
https://www.bbc.co.uk/news/world-51235105
https://www.bbc.co.uk/news/world-51235105
https://doi.org/10.1002/int2.20210123
https://doi.org/10.1155/2020/4706576
https://doi.org/10.1109/TIP.2017.2694224


563Journal of Real-Time Image Processing (2022) 19:551–563	

1 3

	36.	 Ahamad, A.H., Zaini, N., Latip, M.: Person detection for social 
distancing and safety violation alert based on segmented ROI. In: 
IEEE International Conference on Control System, Computing 
and Engineering (ICCSCE) (2020)

	37.	 Hou, Y.C., Baharuddin, M.Z., Yussof, S. et al.: Social distancing 
detection with deep learning model. In: International Conference 
on Information Technology and Multimedia (ICIMU) (2020)

	38.	 Rezaei, M., Azarmi, M.: Deepsocial: Social distancing monitoring 
and infection risk assessment in covid-19 pandemic. Appl. Sci. 
10(21), 7514 (2020)

	39.	 Ksentini, A., Brik, B.: An edge-based social distancing detection 
service to mitigate covid-19 propagation. IEEE Internet Things 
Mag. 3(3), 35–39 (2020)

	40.	 Yang, D., Yurtsever, E., Renganathan, V., et al.: A vision-based 
social distancing and critical density detection system for covid-
19. Sensors 21(13), 4608 (2021)

	41.	 Girshick, R.: Rich feature hierarchies for accurate object detection 
and semantic segmentation. In: IEEE CVPR, pp. 580–587 (2015)

	42.	 Girshick, R.: “Fast R-CNN.”” IEEE Int. Conf. on Computer 
Vision (2015)

	43.	 Redmon, J.: ’You only look once: Unified, real-time object detec-
tion.” IEEE CVPR, pp. 779–788 (2016)

	44.	 Redmon, J. et al.: YOLO9000: better, faster, stronger. IEEE CVPR 
(2017)

	45.	 Redmon, J., Farhadi, A.: YOLOv3: an incremental improvement 
(2018)

	46.	 Alexey, B., Chien-Yao, W., Hong-yuan, L.: YOLOv4: optimal 
speed and accuracy of object detection. https://​arxiv.​org/​abs/​2004.​
10934 (2020)

	47.	 Jiang, Z., Zhao, L., Li, S., Jia, Y.: Real-time object detection 
method based on improved YOLOv4-tiny. arXiv:2011.04244 [cs], 
Nov. 2020

	48.	 Saponara, S., Elhanashi, A., Gagliardi, A.: Implementing a real-
time, AI-based, people detection and social distancing measuring 
system for Covid-19. J. Real-Time Image Proc. (2021). https://​doi.​
org/​10.​1007/​s11554-​021-​01070-6

	49.	 Kholopov, I.S.: Bird’s eye view transformation technique in pho-
togrammetric problem of object size measuring at low-altitude 
photography. AIME 133, 318–324 (2017). https://​doi.​org/​10.​2991/​
aime-​17.​2017.​52

	50.	 FLIR Thermal Dataset for Algorithm Training, FLIR Systems. 
[online] Available at: https://​www.​flir.​com/​oem/​adas/​adas-​datas​
et-​form/

	51.	 Glorot, X. et al.: Understanding the difficulty of training deep 
feedforward neural networks. In: Int. Conf. on Artificial Intel-
ligence and Statistics (2010)

	52.	 Sener, F., et al.: Two-person interaction recognition via spatial 
multiple instances embedding. J. Vis. Commun. Image Represent. 
32, 63 (2015)

	53.	 Rinkal, K., et al.: Real-time social distancing detector using social 
distancingnet-19 deep learning network. SSRN Electron. J. 40, 6 
(2020)

	54.	 Yadav, S.: Deep learning based safe social distancing and face 
mask detection in public areas for covid-19 safety guidelines 
adherence. Int. J. Res. Appl. Sci. Eng. Technol. 8, 1–10 (2020)

	55.	 Ahmed, I., Ahmad, M., Jeon, G.: Social distance monitoring 
framework using deep learning architecture to control infection 
transmission of COVID-19 pandemic. Sustain. Cities Soc. 69, 
102777 (2021). https://​doi.​org/​10.​1016/j.​scs.​2021.​102777

	56.	 Abdulrahman, B. et al.: Measuring and visualizing social distanc-
ing using deep learning and 3D Computer vision. NSF-PAR J. 
(2020)

	57.	 Pouw, C., Schadewijk, F., Toschi, F., Corbetta, A.: Monitoring 
physical distancing for crowd management: real-time trajectory 

and group analysis. PLoS ONE 15, e0240963 (2020). https://​doi.​
org/​10.​1371/​journ​al.​pone.​02409​63

Publisher's Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

Sergio Saponara  is a Full Profes-
sor of Electronics and leader of 
the I-CAS lab, at Università di 
Pisa, Italia. He received the 
Ph.D. degree in electronic engi-
neering from the University of 
Pisa, Italy. He was a Marie Curie 
Fellow with imec, Belgium. He 
is currently a Full Professor of 
electronics with the University 
of Pisa. He co-authored about 
300 scientific articles and holds 
18 patents. He is Funding Mem-
ber of the IoT CASS SiG. He has 
been a TPC Member of over 100 
international IEEE and SPIE 
conferences. He is an Associate 

Editor of several IEEE and IET journals. Since 2017, he has been an 
IEEE IMS Distinguished Lecturer.

Abdussalam Elhanashi  is a PhD 
student at the Dip. Ingegneria 
della Informazione, Università di 
Pisa, Italia. M.Sc. degree in elec-
tronic engineering from the Uni-
versity of Glasgow in Scotland 
in 2017 and 2018. He is cur-
rently a Ph.D. student in the 
Electronic Systems Lab of the 
Department of Information Engi-
neering at the University of Pisa. 
He is a member of institution of 
engineering technology commu-
nity His current interests are in 
the field of Artificial Intelligence 
and deep learning in IoT devices.

Qinghe Zheng  is a PhD student 
at the ISP-L (Intelligent Signal 
Processing Laboratory), School 
of Information Science and 
Engineering, Shandong He 
received the B.S. degree in elec-
tronic information science and 
technology from the Ocean Uni-
versity of China in 2015. He is 
currently pursuing the M.S. 
degree in information and com-
munication engineering with 
Shandong University, Jinan. He 
is a member of the Intelligent 
Visual Laboratory. His research 
interests include image segmen-
tation and classification.

https://arxiv.org/abs/2004.10934
https://arxiv.org/abs/2004.10934
https://doi.org/10.1007/s11554-021-01070-6
https://doi.org/10.1007/s11554-021-01070-6
https://doi.org/10.2991/aime-17.2017.52
https://doi.org/10.2991/aime-17.2017.52
https://www.flir.com/oem/adas/adas-dataset-form/
https://www.flir.com/oem/adas/adas-dataset-form/
https://doi.org/10.1016/j.scs.2021.102777
https://doi.org/10.1371/journal.pone.0240963
https://doi.org/10.1371/journal.pone.0240963

	Developing a real-time social distancing detection system based on YOLOv4-tiny and bird-eye view for COVID-19
	Abstract
	1 Introduction
	2 Related work
	3 Deep learning for object detection
	4 Methodology
	4.1 The architecture of social distancing
	4.2 Object detection
	4.3 Euclidean distance and violation thresholds
	4.4 Bird’s-eye view transformation
	4.5 Dataset training procedure

	5 Experiment results and discussion
	6 Implementation on the embedded systems
	6.1 GPU-based systems
	6.2 Social distancing on embedded systems
	6.3 Further discussion

	7 Conclusion and future work
	Acknowledgements 
	References




