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Abstract

We propose and analyze the convergence of a novel stochastic algorithm for solving monotone
inclusions that are the sum of a maximal monotone operator and a monotone, Lipschitzian
operator. The propose algorithm requires only unbiased estimations of the Lipschitzian operator.
We obtain the rate O(log(n)/n) in expectation for the strongly monotone case, as well as almost
sure convergence for the general case. Furthermore, in the context of application to convex-
concave saddle point problems, we derive the rate of the primal-dual gap. In particular, we also
obtain O(1/n) rate convergence of the primal-dual gap in the deterministic setting.
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1 Introduction

A wide class of problems in monotone operator theory, variational inequalities, convex optimization,
image processing, machine learning, reduces to the problem of solving monotone inclusions involving
Lipschitzian operators; see [2], [4] 3] 5] 8] 11}, 22] B2, 23], 33] B5] and the references therein. In this
paper, we revisit the generic monotone inclusions of finding a zero point of the sum of a maximally
monotone operator A and a monotone, u-Lipschitzian operator B, acting on a real separable Hilbert
space H, i.e.,

Find T € H such that 0 € (A 4+ B)Z. (1.1)
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The first splitting method proposed for solving problem was in [33] which is now known as the
forward-backward-forward splitting method (FBFSM). Further investigations of this method lead
to a new primal-dual splitting method in [4] where B is a linear monotone skew operator in suitable
product spaces. A main limitation of the FBFSM is their two calls of B per iteration. This issue
was recently resolved in [22] in which the forward reflected backward splitting method (FRBSM)
was proposed, namely,

v €10, +00[, i1 = (Id+vA) Y (z, — 2yBx, + yBx,_1). (1.2)

An alternative approach to overcome this issue was in [I1] where the reflected forward backward
splitting method (RFBSM) was proposed:

v €10, 400, ni1 = Ad4+vA)" (2 — yB(2zp — x5_1)). (1.3)

It is important to stress that the methods FBFSM, RFBSM and RFBSM are limited to the de-
terministic setting. The stochastic version of FBFSM was investigated in [35] and recently in [14].
Both works [35] and [I4] requires two stochastic approximation of B. While, a stochastic version
of FRBSM was also considered in [22] for the case when B is a finite sum. However, it remains
require to evaluate the operator B.

The objective of this paper is to avoid these above limitations of [35] 14, 22] by considering the
stochastic counterpart of (I3]). At each iteration, we use only one unbiased estimation of B(2z, —
Zn—1) and hence the resulting algorithm shares the same structure as the standard stochastic
forward-backward splitting [7), 9, 28]. However, it allows to solve a larger class of problems involving
non-cocoercive operators.

In Section 2, we recall the basic notions in convex analysis and monotone operator theory as
well as the probability theory, and establish the results which will be used in the proof of the
convergence of the proposed method. We present the proposed method and derive the almost sure
convergence, convergence in expectation in Section [Bl In the last section, we will further apply the
proposed algorithm to the convex-concave saddle problem involving the infimal convolutions, and
establish the rate of the ergodic convergence of the primal-dual gap.

2 Notation and Background

Let H be a separable real Hilbert space endowed with the inner product (. | .) and the associated
norm ||.||. Let (2, )nen be a sequence in H, and x € H. We denote the strong convergence and the
weak convergence of (z,)nen to by z, — = and x,, — x, respectively.

Definition 2.1 Let A: H — 2™ be a set-valued operator.

(i) The domain of A is denoted by dom(A) that is a set of all x € H such that Ax # &.
(ii) The range of A isran(A) = {u € H | (3z € H)u € Az}.
(iii) The graph of A is gra(A) = {(z,u) € H X H | u € Az}.



(iv) The inverse of A is A':u s {z | u € Ax}.
(v) The zero set of A is zer(A) = A10.

Definition 2.2 We have the following definitions:

(i) We say that A: H — 2% is monotone if
(V(x,u) € grad)(V(y,v) € grad) (z—y|u—v)>0. (2.1)
(ii) We say that A: H — 2" is mazimally monotone if it is monotone and there exists no mono-
tone operator B such that gra(B) properly contains gra(A).

(iii) We say that A: H — 2% is ¢4-uniformly monotone, at x € dom(A), if there exists an
increasing function ¢4: [0,00[ — [0,00] that vanishes only at O such that

(Vu € Az) (W(y,v) €grad) (@ —y|u—0)> dally - o). 22)
If oo = va| - | for some va €]0,00|, then we say that A is v-strongly monotone.

(iv) The resolvent of A is
Ja=Id+A)"Y (2.3)

where Id denotes the identity operator on H.

(v) A single-valued operator B: H — H is 1-cocoercive or firmly nonexpasive if

(V(z,y) € H?) (x —y | Ba — By) > | Bz — By|*. (2.4)

Let I'g(H) be the class of proper lower semicontinuous convex function from # to |—oo, +00].

Definition 2.3 For f € T'o(H):
(i) The proximity operator of f is

1
prozy : H — H : x — argmin(f(y) + 5|z — y||2) (2.5)
yeEH 2

(ii) The conjugate function of f is

[ ram sup({a|z)— f(z)). (2.6)

zeH

(iii) The infimal convolution of the two functions £ and g from H to |—oo,400] is

(0g: x — inf (U(y) + g(z —y)). (2.7)

f
yeH



Note that prox; = Jyy, let * € H and set p = proxz, we have

(VyeH) fp)—fly) <{y—plp—2), (2.8)

and that

(Vf €To(H)) (0f) =of". (2.9)

Following [25], let (2, F, P) be a probability space. A H-valued random variable is a measurable
function X : Q — H, where H is endowed with the Borel o-algebra. We denote by o(X) the o-field
generated by X. The expectation of a random variable X is denoted by E[X]. The conditional
expectation of X given a o-field A C F is denoted by E[X|A]. A H-valued random process is a
sequence {x,} of H-valued random variables. The abbreviation a.s. stands for ’almost surely’.

Lemma 2.4 ([27, Theorem 1]) Let (F,)nen be an increasing sequence of sub-o-algebras of F, let
(2n)nens (§n)nens (Cu)nen and (ty)neinn be [0, +oo[-valued random sequences such that, for every
n €N, z,,&, G and t, are F,-measurable. Assume moreover that ZnEN tn, < +o0, ZneN Cn <
400 a.s. and

(Vn € N) E[zp+1|Fn] < (1 +tn)zn + (o — &n a.s.
Then z, converges a.s. and (&) is summable a.s.

Corollary 2.5 Let (F,)neny be an increasing sequence of sub-o-algebras of F, let (zy)nen be
[0, +oo[-valued random sequences such that, for every n € N, x,_1 is F,-measurable and

Z Elzn|Fn] < 400 a.s (2.10)
neN

Then Y x, < 400 a.s
neN

Proof. Let us set

n—1

(Vn eN) z, = Zxk

k=1

Then, z, is &, measurable. Moreover,
Elzn+11Fn] = 20 + Elzn|Fy]

Hence, it follows from Lemma 2.4l and (2I0) that (z,)nen converges a.s. O
The following lemma can be viewed as direct consequence of [7, Proposition 2.3].

Lemma 2.6 Let C' be a non-empty closed subset of H and let (xy)nen be a H-valued random
process. Suppose that, for every x € C, (||xnt1 — x||)neny converges a.s. Suppose that the set of
weak sequentially cluster points of (zp)nen is a subset of C a.s. Then (zy)nen converges weakly
a.s. to a C-valued random vector.



3 Algorithm and convergences

We propose the following algorithm, for solving (L.1]), that requires only the unbiased estimations
of the monotone, u—Lipschitzian operators B.

Algorithm 3.1 Let (,)nen be a sequence in |0, +00[. Let zg, z_1 be H-valued, squared integrable
random variables. Iterates

Yn = 2@y — Ty
(Vn e N) Finding r,, : E[r,,|F,] = By, (3.1)
Tn+l = J’ynA(xn - 'ann)a

where F,, = o(z0,21,...,2p).

Remark 3.2 Here are some remarks.

(i) Algorithm [B.1]is an extension of the reflected forward backward splitting in [I1] which itself
recovers the projected reflected gradient methods for monotone variational inequalities in [21]

as a special case. Further connections to existing works in the deterministic setting can be
found in [11] as well as [21].

(ii) In the special case when A is a normal cone operator, A = Nx for some non-empty closed
convex set, the iteration (B.I)) reduces to the one in [13]. However, as we will see in Remark
B9 our convergences results are completely different from that of [13].

(iii) The proposed algorithm shares the same structure as the stochastic forward-backward split-
ting in [7, 9, 2§]. The main advantage of (B.]) is the monotonicity and Lipschitzianity of B
which is much weaker than cocoercivity assumption in [7], 9, 28].

(iv) Under the current conditions on A and B, an alternative method ”Between forward-backward
and forward-reflected-backward” for solving Problem [[.T]is presented in [22], Section 6] which
remains require to evaluate the operator B as well as its unbiased estimations.

We first prove some lemmas which will be used in the proof of Theorem and Theorem 3.8

Lemma 3.3 Let (zp)nen and (yn)nen be generated by BJ). Suppose that A is ¢a-uniformly
monotone and B is ¢p-uniformly monotone. Let x € zer(A + B) and set

(Vn € N) en = 29 (Pa(llzns1 — @) + dallznsr — zall) + @5 (1lyn — 1)) (3-2)
The following holds.

|2ns1 — 2] + e + (3 — j"

V@ni1 — 2l + j"

n—1 n—1

|Tne1 — yn||2 + 29 (rn — B | 241 — T0)

n—1

< Hxn - xHQ + 27, <"ﬂn71 — Bx | Tn — xn71> + 2y, <Tn71 —Tn | Tnt+l — yn> + 77_n||xn - ynH2

+ 27, (rn — Byn | € — yn) - (3.3)



Proof. Let n € N and x € zer(A + B). Set

1
Pnt1 = —(Tn — Tnt1) — Tn. (3.4)
Tn
Then, by the definition of the resolvent,
Pn+1 € Axn—f—l- (3.5)

Since A is v4-uniformly monotone and —Bx € Az, we obtain
Ty — T
<77+ ot Bo | g x> > vada(lwnss — ), (3.)
n
which is equivalent to
(Tn — Tyt | Tnyr — 2) — Yvada(||Tns1 — 2|)) > Yn (rn — B2 | 2pq1 — 2) (3.7)
Let us estimate the right hand side of (8.7). Using y,, = 2x,, — x,,—1, we have
(rn — Bz | 2p41 —x) = (rp, — Bx | Zpt1 — Yn) + (rn — Byn | Yyn — ) + (By,, — Bz | yp, — x)
= (rn— Bz | zpt1 — xn) — (rn, — Bz | &y, — Xp—1) + (rn, — BYn | yn — )
+(Byn—Bx|yn—x>
= <Tn — Bz | Tn4+1 — xn> - <Tn71 — Bz | T — xn71> + <Tn71 —Tn | T — xn71>
+{rn — Byn | yn — x) + (Byn — Bz | yp — T)
=(rn — Bz | g1 — @p) = (tn1 — Br | T — 1) +(Tn — Tne1 | Tng1 — Yn)

+<7'n71_""n|xn+1_$n>+<rn_Byn|yn—$>+<Byn_Bx|yn_$>

(3.8)
Using the uniform monotonicity of A again, it follows from (34]) that
Ty — X 1 Ip—1 — T
(et gy DI g = 00 ) 2 vada(lon ) (9
Tn Tn—1
which is equivalent to
2
X 1— X
(Fat = | 21 = 20) 2 vadaons = o) + L2200
n
P
+ < n I —wn>. (3.10)
TYn—1
We have
2(zn = Yn | Tn+1 — Tn) = |[Tns1 — yn”2 = |lzn — ?/nH2 — |Znt1 — anQ (3.11)
2(zn — Tpt1 | Tnp1 — ) = |20 — xHQ — llzn — $n+1H2 — |Znt1 — xHQ

Therefore, we derive from 3.7), (8.8), (310) and ([B.I1]), and the uniform monotonicity of B that

20 — zl” = |2 — Zni1]* = g1 — 2] = 29vada(llzas — )
> 2’)’71( (rn — Br | 21 — Tn) — (rn—1 — Br [ 2 — xn—1>) + 279,808 (|Yyn — )

+ 2711 <Tn —Tn—-1 | Tn+1 — yn> + Q'YnVAQSA(Hanrl - an) + 2||$n+1 - anQ

+ 'y% I = lzn = yall® = llzns1 = 2all?) + 29 (ra = Byn | yn — ). (3.12)

(Hanrl —Yn

n—1



Hence,

[t =2l + et (8= )ty = 2l + 2 lfanss — gl + 290 (1o — B | 2 — )

n—1 n—
< Hxn - xHQ + 27, <"ﬂn71 — Bx | Tn — xn71> + 27, <Tn71 —Tn | Tp+l — yn> + PY’Y_n

n—

Iz — ynll?

+ 27, (rn — Byn | € — yn), (3.13)
which proves (33]). O
We also have the following lemma where (3.14]) was used in [21] as well as in [11].

Lemma 3.4 For every n € N, we have following estimations

2 <Byn—1 - Byn ’ Tn+1l — yn> < M(l + \/i)Hyn - xn”z + MHxn - yn—1”2 + M\/§|’yn - xn-{—l”ga
(3.14)

and

1 1
T, = ,y_”xn - xHQ + pllzn — yn—1H2 + (’)’ + p(1 + \/5))”3% - xn—l“Q + 201
n

n—1

1 2
where a, = (Byy, — Bx | Zpi1 — Zn)-

Proof. Let n € N. We have

2 <Byn71 — By, | Tn4+1 — yn> < 2Hxn+1 - ynHHBynfl - BynH
< 2:U’||xn+1 - yn”Hynfl - ynH
\/—Hyn Yn—1l* + V2| @01 — ynll?

= THyn —Tp + Tp — yn71H2 + N\/§H$n+1 - ?/n||2

<

(1 fl>mﬁmw+u+ﬁ—mm—%mm

+ M\/_||xn+1 —yal®
= p(1+V2)llzn = yal® + pllzn — yo-11? + pv2lzne1 — yal*.

Since ay,—1 = (Byp—1 — Bz | x, — ©y—1), we obtain

%\t

20an-1] < 2pllyn-1 — z|[len — 01l
< 2p(llzn = ynall + llen — zl)llzn — znl
< plllzn = yn-1l® + llzn — 2]? + 2l|20 — 201]?). (3.16)
Therefore, we derive from (B.16]) and the definition of T,, that

+ =1+ V2) |z — zna?

1 1 1
T, > —|zp — z||> + (=— — p)||lzn — z|* +
02 gl =+ (g = )l =+ (o
1
> w2,
Tn

which proves (BI5]). O



Theorem 3.5 The following hold.

(i) Let (Yn)nen be a nondecreasing sequence in ]0, ‘/iu_l [, satisfies

2

r = inf(= — —— (1 +v2)) > 0
neN Tn Tn—1
In the setting of Algorithm [31), assume that the following condition are satisfied for F, =
o((xk)o<k<n)
S T Ellrn — ByallPFa] < 400 aus (3.17)
neN

Then (x,,) converges weakly to a random varibale T: Q@ — zer(A + B) a.s.

(ii) Suppose that dom(A) is bounded, A or B is uniformly monotone. Let (Y )nen be a monotone

decreasing sequence in }O, %[ such that
(Y)nen € LNNG(N)  and > 42E(llrn — Byn|?|Fa] < oo a.s. (3.18)
neN

Then (xn)nen converges strongly a unique solution T.

Proof. Let n € N. Applying Lemma B3l with v4 = vg = 0, we have,

1 3 1
— a1 — 2| + |21 = yall? + (= =

n n— n n—

)Hxn — xn+1|]2 + 20,

1 1
< ol = x| + ol Ynl® + 2601+ 2 (rn1 = 70 | Tag1 — yn) + 260 (3.19)

n n—1
where
Op = (rp — Bx | Tpy1 — op)
Bn = (rn— Byn | © —yn)

Let x be in ]0, 5 [, it follows from the Cauchy Schwarz’s inequality and (3.14]) that

2(rn—1—="n | Tnt1 = Yn) = 2(rn—1— BYn—1+ BYn—1 — BYn + BYn — Tn | Tni1 — Yn)
< [rn—1— Bynle2 - BynH2

X
+ (1 +V2)lyn = zal* + pllzn = ynall® + 1V20yn — zoa|? (3.20)

:
T llenss — gal? + 1 T lenst — a2

Hence, we derive from (B.19]) and (3:20) that

1 1 3 1
7”%&1 —95”2-1-(7 — V2 = 20|21 — ynl* + (- ~

n n—1 n n—1

+ (L4 V2) |z =yl + w1l — yno1l|* + 2601 + 28,

)Hxn - xn+1H2 + 20,
1

1
< g — l* +
Y ¥

n n—1
||Tn71 - Byn71||2 + ||Tn — By,
X X

2
+ H

(3.21)



In turn, using v, < ypy1 and T, — Yp = Tp-1 — Tn

1 9 9 3 1 9
Tn+1 — 2|7 + pf|Tpg1 — +(— - Ty — X + 20
P |Tnt1 — 2| + pllznrr — yal ('yn vn_l)” n— Tniil| n
1 3 1
< —lan — 2)* + pllen = ynal* + ( - Man = zp_1]l* + 26,-1 + 265
Yn Yn—1 Yn—2
1 2 1
—( — 11+ V2) = 2)|zn41 — ynll* = ( - — (1 +V2))[|2n — zna|?
Yn—1 Yn—1 Yn—2
+ 71— Byn—le + ||rn — BynH2
X
(3.22)
Let us set
1 3 1 Tne1 — Byn_1|]?
O = L =22+l m — g P+ (e — =426,y 4 2t =Bl 05
Tn Tn—1 n—2
We have

2|5nfl| = 2| <Tn71 — Byn1 | Tn — xn71> +2 <Byn71 — Bz | Tn — $n71> |

< ” n N Yn ” + XHxn — Tp 1H2 + QMHyn_l - xHHacn — xn—l” (3-24)
Tn—1 — B — 2 T
< I7na N Yn- —|—XHxn—xn_1H2+2M(H$n—yn—l” +Hmn_mH)” n = o1

[rn—1— B?/nfln2 2 2 2 2
< + xl|Tn — Tn1l|” + N(Hxn — Yn-1l” + lzn — 2||” + 2[|zn — 201 | )

3 1

1
= 0n > (— — p)l|zn — xH2 + (

> — X = 2p) &0 = 2| > pllen —2)* >0 (3.25)
Tn Tn—1 Yn—2

Moreover, it follows from (3.1]) that
E[Bn‘?n] = 0. (3'26)

Therefore, by taking the conditional expectation both sides of ([8.22]) with respect to F,, we obtain

E[0n+1|Fn] < 0n — (
=

It follows from our conditions on step sizes (v, )nen that

— u(V2+1) = 20E[|zn41 — yal*[Fa]

_ 2
R

n—1
2
Tn—1 Tn—2

1 1

—u(vV241) =2y > 0and — —pu(1+V2) — x>0, (3.28)
Tn—1 Tn—1  Tn—2
Now, in view of Lemma 2.4] we get
0, — 0 and |z, — 21| = 0 a.s. (3.29)



From (3.17)) and Corollary [2.5] we have

> lrn—1 = Byn—al® < +00 = [[rn—1 — Byn_1] = 0 a.s (3.30)
neN

Since (6,,)nen converges, it is bounded and therefore, using ([3:25), it follows that (||z,, — z||)nen
and (xy,)nen are bounded. Hence (yp,)nen is also bounded. In turn, from (3.24]), we derive

-1 —0 a.s (3.31)
Moreover,
[2n = ynll = lzn — 2pall = 0, and [[zn = ynall < ll#n — zpall + 201 = ynall = 0. (3.32)
Therefore, we derive from ([B3.23]), (3.29), 3.30), B31), (332) and Lemma [2.4] that
(||xr — z||)nen converges a.s. (3.33)

Let z* be a weak cluster point of (z,)nen. Then, there exists a subsequence (z, )ken which
converges weakly to 2* a.s. By (8.32)), y,, — «* a.s. Let us next set

Zn = (I + ’YnA)_l(xn - 'YnByn)- (3.34)
Then, since J,, 4 is nonexpansive, we have
|Tnt1 — 2znl| < Ynl|Byn — || — 0 aus. (3.35)

It follows from x,, — z* that z,, 1 — 2* and hence from (B38) that z,, (w) — z*(w). Since
an: = (I +’Ynk;A)71(wnk - ’ynkBynk), we haVe

Ire Z e By 4 By, € (A+ B)z,, (3.36)
Wnk
From (3.32]) and (3.35]), we have
klggo Hxnk - an” = klgglo Hynk - an” =0 (3'37)

Since B is p-Lipschitz and (v, )nen is bounded away from 0, it follows that
I 7 e By 4 Bz, =0 as. (3.38)
Yng

Using [2, Corollary 25.5], the sum A + B is maximally monotone and hence, its graph is closed in
Hweak x strong 3 Proposition 20.38]. Therefore, 0 € (A + B)z* a.s., that is 2* € zer(A + B) a.s.
By Lemma [2.6] the sequence (z,)nen converges weakly to Z € zer(A+ B) and the proof is complete

It follows from Lemma 3.3l and (B.14) that

|21 — ynll® + (3 — -

n— n—

Tn

|Znt1 — x”2 + )Hxn - xn+1”2 + 20
+ 2’7n <Tn - Byn | Tn4+1 — xn> + €
< ||xn - xHQ + 2711 <Tn71 - Bynfl + Bynfl - Byn + Byn —Tn | Tn+1 — yn> + fy’)’n

n—1

|z — I

+ 2")/n()én—l + Q’Yn <rn—1 - Byn—l ‘ Tn — xn—1> + Q'Ynﬂn

~
< Nl = 2] + 3 (11 + V2)llyn — zall® + wllen = g1 + 1V 20lyn — 2nia]?) + S -

n—

=yl I?

+ 27n05n71 + 2’7n <7ﬂn71 - Bynfl | T — xn71> + 2’7an + 2711 <Tn71 - Bynfl + Byn —Tn | Tn+1 — yn> s
(3.39)

10



For any n € ]0, %&Jﬂ/ﬁ) [, using the Cauchy Schwarz’s inequality, we have

290 (a1 = Byt | @nsr =) < Blracs = Byaoal + nllenss - yal?
2% (Tn — Byn | Tnt1 — Yn) < 2|7, — Bynl® + nllzns1 — yall® (3.40)
290 (rn—1 = Byn—1 | tn — Tn-1) < Blrac1 — Bynall? +nllzn — 21
290 (Tn — Byn | Tn+1 — an) < %”H?“n = Byal* + nllni1 — xn?
We have
[Znr1 = ynll® < 2(2n41 = zall® + [l — yall?) (3.41)

Therefore, we derive from (3.39]), (3:40), (3.41]), the monotonic decreasing of (v, )nen and y, —x, =
Ty — Tp—1 that

g1 — 2| + (-2
8t

n—1

- r)/n,U/\/i)HanLl - ynH2 + 2||$n+1 - an2 + 2an + €,

<l — 2l* + ynsellzn = g1l + (L 4+ 70s(1 + V2))llzn — @0al* + 290-100-1

2
Tn—1

2
- 2(’71171 - 'Yn)anfl + 2’7an +2 ||Tn71 - Byn—1||2 + 2%Hrn - BynH2

+50 (|21 — zal® + 120 — yal®) (3.42)

Since dom(A) is bounded, there exists M > 0 such that (Vn € N) |ap,| < M, and hence (3.42)
implies that

lTny1 — x||2 + Yuttl|Tny1 — yn||2 + (2 = 5m)||zpy1 — xn||2 + 2y
< an — 2l + v 1pllen — g1 l* + (2 = 50)llzn — 2o |I” + 29n- 1001

N (le At (V2 4+ D) 201 — ynll? = (1 = Yop(L + V2) — 100) |20 — Zp_1])?
.

2
Tn—1

2
+ 2(771—1 - Vn)M +2 ”rn—l - Byn—1”2 + 2%”7071 - BynH2 —€p + 2'771/871 (343)

Let us set

2
Tn—1

H"ﬂnfl - Byn71||2-

(3.44)
Then, by taking the conditional expectation with respect to F, both sides of (8.43]) and using
E[r,|Fn] = By, we get

P = llon = 2]+ n-1pll2n = yn-1l* + (2= 5n)len — 2nal® + 2901001 +2

Elpr Fa) < P = (2 =30 (V2 4 D)ENner = 2] = (1= 301+ v2) = 10m) iy = 0|

n—1
2
+2(Yn1 — )M + 4”—;Emrn — Byu|*|Fn] — Elen|Fa] (3.45)
Note that,
I — (V24 1) > 0,
1 —you(1++/2) —10n > 0, (3.46)

Y onen(n—1 = )M = voM
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Similar to (3.I5)), we have p,, is a nonnegative sequence. In turn, Lemma 2.4 and (3.45]) give,

Pn =D, |l#n —znoall > 0 and Y Efen|Fa] < +o0  as. (3.47)
neN

Using the same argument as the proof of

lim ||z, —z|* = p. (3.48)

n—o0

Now, let us consider the case where A is ¢ 4 —uniformly monotone. We then derive from ([B.47) that

> EBall|znir — @[])|Fn] < +oo, (3.49)
neN
hence Corollary impies that
> mba(nis — ) < +o0. (3.50)
neN

Since ), cnVn = 00, it follows from (B.50) that lim¢ (2,41 — «[|) = 0. Thus, there exists a
subsequence (kp)nen such that ¢a(|lzk, — z||) — 0 and hence ||zg, — z|| — 0. Therefore, by
(B:48]), we obtain x,, — . We next consider that case when B is ¢p—uniformly monotone. Since
Yn = 22, — Tp—1, by the triangle inequality,

[en = zll = llzn = 2ol < llyn — 2l < llon — 2l + 201 — 2nll, (3.51)
and by (3.47), we obtain lim ||y, — z|| = lim ||z, — z|. Hence, by using the same argument as
n—oo n—oo

the case A is uniformly monotone, we obtain g, — = and hence x,, — x. The proof of the theorem
is complete. 0

V2-1 1
o2 —yu(l+2)
—u(1++v2) >0

Remark 3.6 For 0 < v < < ¢ < 1. Then for every (vn)nen C [ev,7]™,

2
we have 7 = inf (— —

neN Yn Tn—1

Corollary 3.7 Let v € ]0, (V2 — 1)/u[. Let xg,x_1 be H-valued, squared integrable random vari-
ables.
Yn = 22Xy — Tp—1
(Vn e N) E[rn|Fn] = Byn (3.52)
Tpt1 = Jya(zy, —yry).
Suppose that
> Ellrn — Bynl*|Fn] < 400 a.s. (3.53)
neN

Then (xn)nen converges weakly to a random variable T: Q — zer(A + B) a.s.

Theorem 3.8 Suppose that A is v-strongly monotone. Define

1

(3.54)

12



Suppose that there exists a constant ¢ such that
(¥ € N) Elllrn — Bun|?IFa] < c. (3.55)

Then
(Vn > no)E [||@, — EH2] = O(log(n+1)/(n+1)), (3.56)

where ng is the smallest integer such that ng > 4v~ (1 + v/2).

Proof. Let n € N. It follows from (8.54]) that

1+ 20y, = 2y( o) _ . (3.57)

Set

Pln = <Tn - Byn | T — yn> + <7ﬂn71 - Bynfl | Tn — xn71> - <Tn - Byn | Tn+1 — xn> s

pon = (rn—1— BYn—1—7Tn + BYn | Tnt1 — Yn), (3.58)
Pn = P1,n + P2,n-
Hence, by applying Lemma 3.3 with ¢p = 0 and ¢4 = v| - |2, we obtain
(L+ 20470) |ensr — 2l + (3 + 207, — 7%1)||35n+1 — aa® + j"l |Zns1 = Yall® + 2yncn
n— n—

S ”xn - 1_”2 + 2")/nOén—l + Q’Yn <Byn—1 - Byn ‘ Tn+1 — yn> + ,nyn

n—1

|20 = ynll” + 29mpn.  (3.59)

We derive from Lemma [3.4] and ([3.59) that

1 3 1
| Zni1 —x||2+( _N\/i)Han _ynH2+ (_+2V_ )H$n _$n+1||2+204n
Tn+1 Tn—1 Tn Tn—1
1 1
< 7—||l“n —z|* + (7 -+ u(L+ V2)zn — 21 ]® + pllen = yno1ll® + 200-1 + 2pn. (3.60)
n n—

Now, using the definition of T,,, we can rewrite (3.60]) as

1
Trt1 <Tp+2p, — ( 1 - M(\/i + 1))”'%'71—1—1 - yn”2
n—
2 1 )
(e p(VE 1) — mea (3.61)
Tn Tn—1

Let us rewrite pa,, as

P2n = <7ﬂn71 — Byp—1 | Tn+1 — xn> - <Tn71 — Byn—1 | Tp — $n71>
- <Tn — By, | Tn+1 — xn> + <Tn — By, | Tn — xn71> 5 (362)

which implies that

Pn = <rn - Byn ‘ T — xn> + <rn—1 - Byn—l ‘ Tn+l — xn> —2 <rn - Byn ’ Tn+l — xn> . (363)
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Taking the conditional expectation with respect to F,,, we obtain

1
B[Ty11]Fn] < Ty + 2E[pn|TFn] — (’Y ) - M(\/i“' 1)E[|zn1 — ?/n‘|2|3rn]
2 1
- (- + 2 = = = u(VE+ D)Elltn — 15, (3.64)

By the definition of p, in (B.63]), we have

2E[pn|Fn] = 2E[(rn—1 — Byn—1 | Tnt1 — o0) |Fn] — 4E[{rry — Byn | ni1 — 20) |

1
< 2vp-1E[[rn-1 — Bynfl‘|2|§n] + 9 Elllzn+1 — an2|~(fn]
TYn—1
1
+ 167, E[||rn — Byn||2|3rn] + EE[Hanrl - xn||2|rfn] (3.65)
n

In turn, it follows from (3.64]) that

we obtain

1
E[Tni1|Fn] < Ty —( L M(\/i + 1))E[f|lzni1 — yn”zlffn]
n—
1
(7 - u(V2+ 1) E[||zn — @npt[|F0] + 187-1c. (3.66)
n
Note that for n > ny, ﬁ — (1 ++/2) > 0, and hence taking expectation both the sides of (3.66]),
n
(Vn > no) E[Tps1] <E[Tng) +¢ > %, (3.67)
k=ng

which proves the desired result by invoking Lemma [3.4] O

Remark 3.9 We have some comparisons to existing work.

(i)

(iii)

Under the standard condition (3.I8]), we obtain the strong almost sure convergence of the
iterates, when A or B is uniformly monotone, as in the context of the stochastic forward-
backward splitting [28]. In the general case, to ensure the weak almost sure convergence, we
not only need the step-size bounded away from 0 but also the summable condition in (B.17]).
These conditions were used in [7} 9] 29} [30].

In the case when A is a normal cone in Euclidean spaces and the weak sharpness of B is
satisfied, as it was shown in [I3] Propositionl], the strong almost sure convergence of (x;, )nen
is obtained under the condition ([B.I8]). Without imposing additional conditions on B such
as weak sharpness [I3], uniform monotonicity [28], the problem of proving the almost sure
convergence of the iterates under the condition (BI8)) is still open.

When A is strongly monotone, we obtained the rate O(log(n+1)/(n+1)) which is slower than
the rate O(1/(n + 1)) of the stochastic forward-backward splitting [28] and their extensions
in [12, B34] . The main reason is the monotonicity and Lipschitzianity of B is weaker than the
cocoercivity of B as in [28] [29].

14



(iv) In the case when A is a normal cone to a nonempty closed convex set X in Euclidean
spaces, the work in [13] obtained the rate 1/y/n of the gap function defined by X > z —
sup,ex (By | z —y). This rate of convergence was firstly established in [19] for solving vari-
ational inequalities with stochastic mirror-prox algorithm. Therefore, they differ from our
results in the present paper.

We provide an generic special case which was widely studied in the stochastic optimization; see
[1, BT, 151 16] 18], 20] for instances.

Corollary 3.10 Let f € T'o(H) and let h: H — R be a convex differentiable function, with -
Lipschitz continuous gradient, given by an expectation form h(x) = E¢[H (x,£)]. In the expectation,
€ 1s a random vector whose probability distribution is supported on a set Qp C R™, and H: Hx§, —
R is convex function with respect to the variable x. The problem is to

minimize f(z) + h(z), (3.68)

xEH

under the following assumptions:

(i) zer(0f + Vh) # @.
(ii) It is possible to obtain independent and identically distributed (i.i.d.) samples (§n)nen of €.
(i) Given (x,€) € H x Qp, one can find a point VH (x,§) such that E[VH (x,&)] = Vh(z).

Let (yn)nen be a sequence in |0, +oo[. Let xzg,x_1 be in H.

Yn = 2Tp — Tp—1
Vn €N 3.69
( ) \‘ Tptl1 = prox%f(ﬂcn - 'anH(yna fn)) ( )

Then, the following hold.

(i) If f is v-strongly monotone, for some v € ]0,4+00[, and there exists a constant ¢ such that

E[HVH(yna fn) - Vh(yn)HQKOa e 7§n—1] S C. (3.70)

Then, for the learning rate (¥n € N) ~,, = We obtain

ST
(Vn > ng)E [||lan — EHQ] = O(log(n+1)/(n + 1)), (3.71)

where ng is the smallest integer such that ng > 2v = (1 + v/2), and T is the unique solution

to (3.68).

ii) If f is not strongly monotone, let (vn)nen be a non-decreasing sequence in |0, V21 , satisfies
(i) gly Tn)ne 9 "

T = mf(i— —u(1++/2)) >0 and
neN Tn Tn—1
> EIVH(yn, &) = Vh(yn)Pl6o, - €na] < +00 as (3.72)
neN

Then (xy,) converges weakly to a random variable T: Q@ — zer(0f + Vh) a.s.

15



Proof. The conclusions are followed from Theorem & B8 where
A=0f,B=Vh, and (Vn € N) r,, = VH (yn, &). (3.73)
a

Remark 3.11 The algorithm (3.69)) as well as the convergence results appear to be new. Algorithm
(B89 is different from the standard stochastic proximal gradient [1l 311 [15] [16] only the evaluation
of the stochastic gradients at the reflections (yp)nen.

4 FErgodic convergences

In this section, we focus on the class of primal-dual problem which was firstly investigated in
[8]. This typical structured primal-dual framework covers a widely class of convex optimization
problems and it has found many applications to image processing, machine learning [8, 10} 26}, 6, 24].
We further exploit the duality nature of this framework to obtain a new stochastic primal-dual
splitting method and focus on the ergodic convergence of the primal-dual gap.

Problem 4.1 Let f € T'o(H), g € T9(G) and let h: H — R be a convex differentiable function,
with pi-Lipschitz continuous gradient, given by an expectation form h(z) = E¢[H(z,£)]. In the
expectation, § is a random vector whose probability distribution P is supported on a set 2, C R™,
and H: H x Q — R is convex function with respect to the variable z. Let ¢ € T'y(G) be a convex
differentiable function with pg-Lipschitz continuous gradient, and given by an expectation form
l(v) = E¢[L(v,€)]. In the expectation, ¢ is a random vector whose probability distribution is
supported on a set Qp € R%, and L: G x Qp — R is convex function with respect to the variable
v. Let K: H — G be a bounded linear operator. The primal problem is to

mini%ize h(z) 4+ (£*0g)(Kz) + f(z), (4.1)
re
and the dual problem is to
minirgize (h+ f)*(—K*v) + g*(v) + £(v), (4.2)
ve

under the following assumptions:

(i) There exists a point (z*,v*) € H x G such that the primal-dual gap function defined by

G:HxG—RU{—00,+o0}
(z,0) = h(z) + f(z) + (Kz [ v) — g"(v) = £(v) (4.3)

verifies the following condition:

(Vo € H)((Vv € G) G(z*,v) < G(a*,v*) < G(z,v"), (4.4)

(ii) It is possible to obtain independent and identically distributed (i.i.d.) samples (&, (n)nen of
(& Q).
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(iii) Given (z,v,&,() € H x G x Qp x Qp, one can find a point (VH (z,&), VL(v,£)) such that

E(e ol(VH(2.), VL(v,0)] = (Vh(z), V(v). (45)

Using the standard technique as in [§], we derive from (3.69) the following stochastic primal-dual
splitting method, Algorithm [£2] for solving Problem [£.Il The weak almost sure convergence and
the convergence in expectation of the resulting algorithm can be derived easily from Corollary B.10]
and hence we omit them here.

Algorithm 4.2 Let (zg,7_1) € H? and (vg,v_1) € G%. Let (Yn)nen be a non-negative sequence.
Iterates

For n=0,1...,
Yn = 2Tp — Tp—1
Uy, = 20 — Up—1 (4.6)

Tp+1 = PI“OX%f(xn - 'anH(yru En) — 'YnK*un)
Un+41 = PTOX,, g+ (vn = ¥V L(tn, Cn) + YK Yn)

Theorem 4.3 Let xg = x_1, vo = v_1. Set pp = 2max{pp, e} + || K], let (7n)nen be a decreasing
sequence in ]0, ﬁ [ such that

0= WE[IVH (yn: &) = VA(ya)|* + [V L(un, Ga) = VE(un)|?] < oo (4.7)
neN

For every N € N, define

In = (Té%xml)/(é%) and N = (é%%ﬂ)/(é%)- (4.8)

Assume that dom f and dom g* are bounded. Then the following holds:

N -1
ElG(n,0) ~ Gl o) < (lan.tn) = o)l +rocteo) +eo) /(o) - @)
k=0
where
c(w.0) = K Sup{E | s = | vais = ) |+ El} st = 2 [ 001 =0} [} <00 (4.10)

Proof. We first note that (4I0) holds because of the boundedness of dom f and dom g*. Since ¢ is
a convex, differentiable function with p,-Lipschitz continuous gradient, using the descent lemma,

Uu) < Ug) + (VO(g) | u—q) + EFflu—ql (4.11)
Since ¢ is convex, (q) < l(w) + (VL(q) | ¢ — w). Adding this inequality to (£I1]), we obtain

U(uw) < L(w) + (Vi(q) | u—w) + - |lu— gl (4.12)
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In particular, applying (£12]) with v = vj,41, w = v and ¢ = u,, we get
l
(i) < €0+ (T8n) | s — 0} + 2 gy — 2 (4.13)
Moreover, it follows from (4.0]) that

- (Un-i-l — Up + ’YnVL(um Cn) - 'YnKyn) € Vnag* (Un+1)7 (4'14)

and hence, using the convexity of g*,
(Unt1 = v | Vg1 — Vo + 1V L(un, Gu) — 1K yn) - (4.15)

Therefore, we derive from (£13]), (LI5) and (£3]) that
G(@n41,v) = G(@n41,Vn41) = (K2ni1 [ v — vpga) = 67 (v) + g% (0n41) — £(v) + £(vn41)

1
< <Kxn+1 | v — Un+1> + "Y_ <’U — Un+1 | Up4+1 — Up + ’YnVL(una Cn) - r)/nKyn>

n
+ (VE(n) | v = ) + E o =
_ L He 2
= (K(zn+1 — Yn) | v — Upp1) + 7 (V= vnt1 | Vng1 —vn) + 7||Un+1 — Up|
n
+ (Vl(up) — VL(un, () | vpt1 —v)y.  (4.16)

By the same way, since h is convex differentiable with up-Lipschitz gradient, we have
h
A(@n41) = h(@) < (Vh(yn) | @nss = @) + B llenin = yal (4.17)
Moreover, it follows from (4.6]) that

- (xn+1 — Ty + 'YnVH(ymgn) + 'YnK* (un)) € Vnaf(xn+1)7 (4'18)

and hence, by the convexity of f,

f(@ns1) — f(z) < i (= Tpg1 | o1 — T + WV H Yn, &n) + 1K (un)) - (4.19)

n

In turn, using the definition of G as in (£.4]), we have

G(Tpt1,Vn41) — G(2,vn41) = h(Tni1) — (@) + (K(2n1 — @) | vng1) + f(Tny1) — f(2)
<(Vh(yn) | Tn+1 — ) + %Hﬂ?nﬂ — Yl + (K (#n41 — ) | vnt1)

1
+ — (= Tpy1 | g1 — T+ VH (Yn, &n) + ’VnK*(un»

n

1
= (K(Zpt1 — @) | vng1 — un) + v (# = g1 | Tngr — @)
n

h
 Sllen = all + {Vh() = VH@ar&) | 2 —2).  (4.20)
Let us set

{jnJrl = prOX'Ynf(xn = 1 Vh(yn) = mE*(un)), (4.21)

Up41 = Pprox,, g« (Un - ’ang(un) + VNK(yn))
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Then, using the Cauchy Schwarz’s inequality and the nonexpansiveness of prox, ¢, we obtain

(Vh(yn) = VH(Yn,&n) | Tni1 — )
= (Vh(yn) = VH(Yn, &) | Tns1 — Tnt1) + (Vh(Yn) = VH (Yn, &) | Zns1 — )
< |IVH (Yn,&n) — VR(yu)ll|2nt1 — Znsall + (VR(yn) = VH (Y, &n) | Tng1 — @)
<l VH (Yn, &) = VR I? + (VA(yn) = VH(Yn, &n) | Fng1 — ) - (4.22)

By the same way,

<v£(un) - VL(una Cn) | Un+1 — U>
< rVnHVL(un, Cn) - vg(un)‘|2 + <V£(un) - VL(una Cn) | Un41 — v> . (4'23)

It follows from (4.I6]), (£.20) and [@.22), (£23]) that
G(xn-i-lv U) - G(I‘, Un-i-l)

1 h
< 7_( (0 = Vpt1 | Vn1 = V) + (Tn = Tpg1 | Tg1 — ) ) + %Hwnﬂ — ynll?
n

+ (K (Znt1 = yn) [ v = Ung1) + (K(Tpg1 — ) | Ungr — un) + %an-i-l — |
+ <Vh(yn) - VH(ymgn) ’ Tp+1 — 1‘> + (Vﬁ(un) - VL(una Cn) ‘ Up41 — U>
+ Y0l VH (4, €0) = VA(ya)[1? + 9l VL (tn, Ga) = Ve un) |, (4.24)

which is equivalent to

Tn (G('In+1’ v) - G(x, anrl))

< ((v = Unt1 | Unt1 — Vn) + (Tn — Tt | Tnp1 — x}) + ,Uh2’)’n |Zn+1 — yn“2
9 (K @aer =) [0 = vas1) + (K @arr = ) | vngr = un) ) + 5% ongn =l

+ 7721(||VH(yna gn) - Vh(yn)HQ + HVL(una Cn) - Vﬂ(un)HQ)
+ 'Yn( <Vh(yn) - VH(yna én) | jnJrl - $> + <v£(un) - VL(un’ Cn) | 2_}n+1 - U> ) (4'25)

For simple, set pg = max{up, te} and let us define some notations in the space H x G where the
scalar product and the associated norm are defined in the normal manner,

x = (z,v), xp=(Tn,vn); Yn= Wn,un), Xn = (Tn,0n),
h = (VH(yn, gn)’ VL(una Cn))’ (4'26)
R, = (Vh(yn)’ Vf(un)),

and
S:HXxG—>HXG: (x,v) = (K*'v,—Kz). (4.27)
Then, one has ||S|| = || K| and

(K(Znt1 = yn) | v = Un1) + (K(Tns1 — @) | vpgr — un)
= (S(xnt1 = %n) [ Xn41 = %) = (S0 = Xn—1) [ Xn = %) = (S(xn = Xn—1) | Xn41 — Xn)
1K)

< dpg1 —dn + T(Hxn - Xn—l)”2 + [Xn+1 — XnH2)= (4.28)
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where we set d,, = (S(xp — Xp—1) | Xn, — X). Moreover, we also have

(V= Vn41 | Vg1 — vn) + (T — Tng1 | Tt — @)
= <Xn+1 — Xn | X — Xn+1>
1 1 1
= §||Xn - X||2 - §\|Xn - Xn+1H2 - §Hxn+1 - X||2-

Furthermore, using the triangle inequality, we obtain

HUnn HeYn
2 2

Finally, we can rewrite the two last terms in ([A25]) as

Vo (IVH (4, €n) = VR(yn)II* + IV L (1t Gn) = VE(un)|?)
+ 9 ((VA(Yn) = VH (yn, &n) | Zng1 = 2) + (VE(un) = VL(tn, Gn) | Ung1 = v) )
= Yaltn = Rall> + 7 (rn = Ru | X = Xnt1)
Therefore, inserting (£.28), ([4.29)), (£30) and (£31) into (4.25]) and rearranging, we get

|Tns1 — ynH2 + [vn+1 — unH2 < 'YnIUO(HXn - Xn—f—l”2 + [Ixn — Xn—l”z)-

1 1
'Yn(G(.%'n+1,U)—G(.%',Un+1)) < §HXn - X”2 - §”Xn+1 - XH2 + ’Yndn-i-l - 'Yndn
1 Y || K Y|l K
(3= = 2y 2 4 G+ 2, e
—{—’yi”l’n - Rn”2 + Tn <rn - Rn | X = )zn+1> .
Let us set . ”KH
b = Sl = I + (ntto + 2250 = 01 * = Y.
We have
K
] < 3l K = 0l = 1]l < 25 (e 2 1 e = s P)
2

=b,>0VneN

Then, we can rewrite ([A32]) as

1 29 || KK
Vn(G(xn-l—lav)_G(wavn-l—l)) < bn - bn+1 - (5 - Q’YnMO - w)”xn - Xn+1H2

+ (771 - 'Yn-i—l)dn-i-l +'772LHrn - RnH2 + n <rn -Ry ‘ X — )_(n+1> .

Now, using our assumption, since X,11 is independent of (&,,(,), we have

E [(rn - Rn | X = )zn+1> |(£0, CO)a cee (é-nfla Cnfl)] =0.

Moreover, the condition on the learning rate gives

1
5~ 2mbo — Yul K|l > 0 and v, — Y41 > 0.

Therefore, taking expectation both sides of (£34]), we obtain

E[’Yn(G(an,U)_G(x,vnnLl))] < E[by] = Elbug1] + (vn — yma1)e(m,v) + 71%E [Hrn - RnH2] .

(4.29)

(4.30)

(4.31)

(4.32)

(4.33)

(4.34)

(4.35)

(4.36)

(4.37)

Now, for any N € N, summing (£34]) from n = 0 to n = N and invoking the convexity-concavity

of GG, we arrive at the desired result. O
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Remark 4.4 Here are some remarks.

(i) To the best of our knowledge, this is first work establishing the rate convergence of the

primal-dual gap for structure convex optimization involving infimal convolutions.

(ii) The results presented in this Section are new even in the deterministic setting. In this case,

by setting v, = 7, our results share the same rate convergence O(1/N) of the primal-dual
gap as in [I7]. While in the stochastic setting, our results share the same rate convergence
of the primal-dual gap as in [30] under the same conditions on (7y,)nen and variances as in
(#). However, the work in [30] are limited to the case ¢ is a constant function.
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