
ar
X

iv
:2

10
6.

15
03

7v
1 

 [
m

at
h.

O
C

] 
 2

9 
Ju

n 
20

21
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Abstract

The notion of Fejér monotonicity is instrumental in unifying the convergence proofs
of many iterative methods, such as the Krasnoselskii–Mann iteration, the proximal point
method, the Douglas-Rachford splitting algorithm, and many others. In this paper, we
present directionally asymptotical results of strongly convergent subsequences of Fejér
monotone sequences. We also provide examples to show that the sets of directionally
asymptotic cluster points can be large and that weak convergence is needed in infinite-
dimensional spaces.
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1 Introduction

One of the most important tools in studying convergence of iterative methods in optimization
and convex analysis is Fejér monotonicity; see, e.g., [1, Chapters 5, 26, 28], [5], [2], [7], [8],
[6]. Recently, among many important advances, Rockafellar showed in [11] that in a finite-
dimensional Hilbert space the sequences generated by the proximal point algorithm enjoy
directionally asymptotic properties. In this paper, we study directional asymptotics of Fejér
monotone sequences in Hilbert spaces. Consequently, many iteration methods in [1] and
[5], whose convergence analysis relies on the Fejér monotonicity, have these directionally
asymptotic behaviour.

The paper is organized as follows. In Section 2, we provide some preliminary results
on Fejér monotone sequences useful in subsequent proofs. Our main results on directional
asymptotics of Fejér monotone sequences are presented in Section 3. In Section 4, we show
that the sets of directional asymptotics of Fejér monotone sequences can be large. We con-
clude the paper with an infinite-dimensional example illustrating weak without strong con-
vergence in Section 5.
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The notation that we employ is for the most part standard and follows [1]; however, a
partial list is provided for the reader’s convenience. Throughout this paper, we assume that

X is a real Hilbert space,

with inner product x¨, ¨y and induced norm } ¨ }. We use N :“ t0, 1, 2, . . .u for set of natural
numbers.

Let pxnqnPN be a sequence in X. We denote the set of (weak) cluster points of pxnqnPN by

C
`
pxnqnPN

˘
:“

 
x P X

ˇ̌
x is the weak limit of some subsequence of pxnqnPN

(
.

Of course, if X is finite-dimensional, then C
`
pxnqnPN

˘
is the same as the set of strong cluster

points of pxnqnPN. We write xn Ñ x if pxnqnPN converges strongly to x, and xn á x if pxnqnPN

converges weakly to x. Let C be a subset of X and let pxnqnPN be a sequence in X. Then
pxnqnPN is Fejér monotone with respect to C if

p@c P Cqp@n P Nq }xn`1 ´ c} ď }xn ´ c},

and we also call C a Fejér monotone set of pxnqnPN. The corresponding support function of
C is defined by σCpxq :“ sup xC, xy while the corresponding distance function is dCpxq :“
inf }C ´ x}, for every x P X. The polar cone of C is Ca :“

 
u P X

ˇ̌
σCpuq ď 0

(
; note that

if z P C, then NCpzq “ pC ´ zqa is the normal cone of C at x. For a set-valued monotone
operator A : X Ñ X, the corresponding resolvent is JA :“ pId `Aq´1. Finally, the unit sphere is
abbreviated by

S :“
 

x P X
ˇ̌

}x} “ 1
(

.

2 Auxiliary results

We start with some preparatory results on Fejér monotone sequences.

Lemma 2.1. Let pxnqnPN be a sequence in X. Then the following hold:

(i) The largest Fejér monotone set of pxnqnPN is the (possibly empty) closed convex set

č

nPN

 
z P X

ˇ̌
2 xxn ´ xn`1, zy ď }xn}2 ´ }xn`1}2

(
,

and is closed convex.

(ii) If C is a Fejér monotone set of pxnqnPN, then conv C, the closed convex hull of C, is a Fejér
monotone set of pxnqnPN.

(iii) If C1, C2 are Fejér monotone sets of pxnqnPN, then C1 Y C2 is a Fejér monotone set of pxnqnPN.

(iv) If C is a Fejér monotone set of pxnqnPN, then C is a Fejér monotone set of every subsequence of
pxnqnPN.

Proof. (i): Let z P X and n P N. Then }xn`1 ´ z} ď }xn ´ z} ô }xn`1 ´ z}2 ď }xn ´ z}2

ô }xn`1}2 ` }z}2 ´ 2 xxn`1, zy ď }xn}2 ` }z}2 ´ 2 xxn, zy ô 2 xxn ´ xn`1, zy ď }xn}2 ´ }xn`1}2.
(ii)&(iii): These follow from (i). (iv): Obvious from the definition of Fejér monotonicity. �
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Lemma 2.2. Let C be a nonempty closed convex subset of X, let sz P X, and let pxnqnPN be a sequence
in X. Suppose that pxnqnPN is Fejér monotone with respect to C. Then the following hold for all n, m
in N such that m ě n ` 1:

p@z P Cq xxn ´ xn`1, z ´ szy ď 1
2

`
}xn ´ sz}2 ´ }xn`1 ´ sz}2

˘
(2.1a)

“ xxn`1 ´ sz, xn ´ xn`1y ` 1
2}xn ´ xn`1}2 (2.1b)

ď }xn`1 ´ sz}}xn ´ xn`1} ` 1
2}xn ´ xn`1}2 (2.1c)

and

p@z P Cq xxn ´ xm, z ´ szy ď 1
2p}xn ´ sz}2 ´ }xm ´ sz}2q. (2.2)

Proof. Let z P C and let k P tn, n ` 1, . . . , mu. Because pxnqnPN is Fejér monotone with respect
to C, we have

0 ď }xk ´ z}2 ´ }xk`1 ´ z}2

“ }xk ´ xk`1}2 ` 2 xxk ´ xk`1, xk`1 ´ zy
“ }xk ´ xk`1}2 ` 2 xxk ´ xk`1, pxk`1 ´ szq ´ pz ´ szqy .

Therefore,

xxk ´ xk`1, z ´ szy ď 1
2}xk ´ xk`1}2 ` xxk ´ xk`1, xk`1 ´ szy (2.3a)

“ 1
2

`
}xk ´ sz}2 ´ }xk`1 ´ sz}2

˘
(2.3b)

which yields (2.1a) and (2.1b). Next, (2.1c) is just Cauchy-Schwarz. Finally, (2.2) follows by
summing (2.3) from k “ n to k “ m and telescoping. �

We now localize the set of weak cluster points of a sequence.

Lemma 2.3. Let C be a nonempty subset of X and let pxnqnPN be a sequence in X. Suppose that

lim
nÑ8

σCpxnq ď 0.

Then
C
`
pxnqnPN

˘
Ď Ca.

Proof. Suppose that x P C
`
pxnqnPN

˘
and to the contrary that x R Ca. Then σCpxq ą 0 and there

exists a weakly convergent subsequence pxkn
qnPN of pxnqnPN such that xkn

á x. The weak
lower semicontinuity of σC now implies

0 ă σCpxq ď lim
nÑ8

σCpxkn
q ď lim

nÑ8
σCpxkn

q ď lim
nÑ8

σCpxnq ď 0,

which is absurd! �

Lemma 2.4. Suppose that X is finite-dimensional, let C be a nonempty closed subset of X, and let
pxnqnPN be a bounded sequence in X. Then

dCpxnq Ñ 0 ô C
`
pxnqnPN

˘
Ď C.
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Proof. “ñ”: Let x be a cluster point in C
`
pxnqnPN

˘
, say xkn

Ñ x. The continuity of dC and the
assumption yield

dCpxq “ lim
nÑ8

dCpxkn
q “ lim

nÑ8
dCpxnq “ 0.

Hence x P C because C is closed.
“ð”: Suppose to the contrary that limnÑ8 dCpxnq ą 0. Then there exists a subsequence

pxkn
qnPN of pxnqnPN such that

lim
nÑ8

dCpxkn
q “ lim

nÑ8
dCpxnq ą 0. (2.4)

Recall that pxnqnPN is bounded and X is finite-dimensional. Using Bolzano-Weierstrass and
after passing to another subsequence and relabeling, we may and do assume that xkn

Ñ x.
By assumption, x P C. But then dCpxkn

q Ñ dCpxq “ 0 which contradicts (2.4). �

We end this section with results on linear isometries.

Lemma 2.5. Let A : X Ñ X be a linear isometry. Then the following hold:

(i) A is injective.

(ii) If T :“ 1
2 Id `1

2 A, then p@x P Xq Tx K px ´ Txq.

(iii) If A˚ “ A´1 “ ´A, then JA “ 1
2 Id ´1

2 A and p@x P Xq JAx K px ´ JAxq.

Proof. Let x P X. (i): If Ax “ 0, then 0 “ }Ax} “ }x} and so x “ 0.
(ii): Note that Id ´T “ 1

2 Id ´1
2 . Hence

4 xTx, x ´ Txy “ xx ` Ax, x ´ Axy “ }x}2 ´ }Ax}2 “ 0.

(iii): Clearly, ˘A is monotone and A2 “ ´ Id. Hence, [3, Proposition 2.10] yields JA “
1
2 Id ´1

2 A “ Id ´T, where T “ 1
2 Id `1

2 A. Now apply (ii). �

Corollary 2.6. Let A : X Ñ X be a linear operator such that A˚ “ A´1 “ ´A, let x0 P X r t0u,
and set

p@n P Nq xn`1 :“ JAxn “ 1
2 xn ´ 1

2 Axn.

Then xn Ñ 0 and p@n P Nq xn`1 ‰ xn, and

p@n P Nq
B

xn`1

}xn`1} ,
xn ´ xn`1

}xn ´ xn`1}

F
“ 0. (2.5)

Proof. Clearly, A is a maximally monotone isometry. The formula for JAxn is a consequence
of Lemma 2.5(iii) which also yields (2.5) after we prove that the quotients are well defined
which we do next. Let x P X. Then pId `Aq´1x “ JAx “ 0 ô x “ pId `Aqp0q “ 0 and
pId `Aq´1x “ JAx “ x ô x “ pId `Aqx ô Ax “ 0 ô x “ 0. We have shown that if x ‰ 0, then
JAx ‰ 0 and JAx ‰ x. A straightforward induction yields p@n P Nq xn ‰ 0 and xn`1 ‰ xn, as
claimed. Finally, [4, Corollary 1.2] implies that xn Ñ 0. �

Remark 2.7. When X “ R2 and

A “
ˆ

0 1
´1 0

˙
,

then Corollary 2.6 recovers [11, the example on page 11]. Note that (see [10, page 206]) a
linear isometry need not be surjective.
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3 Directional asymptotics of Fejér monotone sequences

We are now ready for our main results on the directionally asymptotic behaviour of Fejér
monotone sequences. The proofs significantly extend the reach of those brought to light by
Rockafellar in [11, Theorem 2.3].

Theorem 3.1. Let pxnqnPN be a sequence in X that is Fejér monotone with respect to some nonempty
closed convex subset Z of X. Suppose that xn Ñ sz P X and that p@n P Nq xn`1 ‰ xn ‰ sz. Then

C

ˆ´ xn ´ xn`1

}xn ´ xn`1}
¯

nPN

˙
Y C

ˆ´ xn ´ sz
}xn ´ sz}

¯

nPN

˙
Ď pZ ´ szqa; (3.1)

in particular, if sz P Z, then we may replace pZ ´ szqa by NZpszq in (3.1).

Proof. Let n P N. Taking the supremum over z P Z in (2.1) yields

σZ´szpxn ´ xn`1q ď }xn`1 ´ sz}}xn ´ xn`1} ` 1
2}xn ´ xn`1}2. (3.2)

Dividing (3.2) by }xn ´ xn`1} and using the positive homogeneity of σZ´sz, we have

σZ´sz

´ xn ´ xn`1

}xn ´ xn`1}
¯

ď }xn`1 ´ sz} ` 1
2}xn ´ xn`1}. (3.3)

Because xn Ñ sz and so xn ´ xn`1 Ñ 0, we let n Ñ 8 in (3.3) to learn that

lim
nÑ8

σZ´sz

´ xn ´ xn`1

}xn ´ xn`1}
¯

ď 0. (3.4)

Combining (3.4) with Lemma 2.3, we obtain

C

ˆ´ xn ´ xn`1

}xn ´ xn`1}
¯

nPN

˙
Ď pZ ´ szqa. (3.5)

Next, let m ě n ` 1. Taking the supermum over z P Z in (2.2) yields

σZ´szpxn ´ xmq ď 1
2

`
}xn ´ sz}2 ´ }xm ´ sz}2

˘
. (3.6)

Passing to the limit as m Ñ 8 and using the lower semicontinuity of σZ´sz in (3.6), we obtain

σZ´szpxn ´ szq ď lim
mÑ8

σZ´szpxn ´ xmq ď 1
2}xn ´ sz}2. (3.7)

Dividing (3.7) by }xn ´ sz} and using the positive homogeneity of σZ´sz, we have

σZ´sz

´ xn ´ sz
}xn ´ sz}

¯
ď 1

2}xn ´ sz}. (3.8)

Because xn Ñ sz, we let n Ñ 8 in (3.8) and get

lim
nÑ8

σZ´sz

´ xn ´ sz
}xn ´ sz}

¯
ď 0. (3.9)

Combining (3.9) with our trusted Lemma 2.3, we obtain

C

ˆ´ xn ´ sz
}xn ´ sz}

¯

nPN

˙
Ď pZ ´ szqa. (3.10)

Altogether, (3.5) and (3.10) imply (3.1). �
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Although ostensibly more general, the following result is actually an easy consequence of
Theorem 3.1:

Corollary 3.2. Let pxnqnPN be a sequence in X that is Fejér monotone with respect to some nonempty
closed convex subset Z of X. Suppose that pxkn

qnPN is a subsequence of pxnqnPN such that xkn
Ñ sz P

X and that p@n P Nq xkn`1
‰ xkn

‰ sz. Then

C

ˆ´ xkn
´ xkn`1

}xkn
´ xkn`1

}
¯

nPN

˙
Y C

ˆ´ xkn
´ sz

}xkn
´ sz}

¯

nPN

˙
Ď pZ ´ szqa; (3.11)

in particular, if sz P Z, then we may replace pZ ´ szqa by NZpszq in (3.11).

Proof. Recalling Lemma 2.1(iv), we simply apply Theorem 3.1 to pxkn
qnPN. �

When X is finite-dimensional, we have the following two nice results:

Corollary 3.3. Suppose that X is finite-dimensional. Let pxnqnPN be a sequence in X that is Fejér
monotone with respect to some nonempty closed convex subset Z of X. Suppose that pxkn

qnPN is a
subsequence of pxnqnPN such that xkn

Ñ sz P Z and that p@n P Nq xkn`1
‰ xkn

‰ sz. Then

C

ˆ´ xkn
´ xkn`1

}xkn
´ xkn`1

}
¯

nPN

˙
Y C

ˆ´ xkn
´ sz

}xkn
´ sz}

¯

nPN

˙
Ď S X NZpszq;

equivalently,

lim
nÑ8

dSXNZpszq

´ xkn
´ xkn`1

}xkn
´ xkn`1

}
¯

“ 0 and lim
nÑ8

dSXNZpszq

´ xkn
´ sz

}xkn
´ sz}

¯
“ 0.

Proof. Combine Corollary 3.2 with Lemma 2.4. �

Corollary 3.4 (no zigzagging). Suppose that X is finite-dimensional and let pxnqnPN be a sequence
that is Fejér monotone with respect to some closed convex subset Z of X. Suppose that xn Ñ sz P Z,
that p@n P Nq xn`1 ‰ xn ‰ sz, that int Z ‰ ∅, and that NZpszq is a ray. Then

lim
nÑ8

xn ´ xn`1

}xn ´ xn`1} “ lim
nÑ8

xn ´ sz
}xn ´ sz} P S X NZpszq. (3.12)

Proof. Clear from Corollary 3.3 because S X NZpz̄q is a singleton when NZpszq is a ray. �

4 Large sets of directionally asymptotic cluster points

In this section, we give an example illustrating that the sets of directionally asymptotic cluster
points can be large. It also shows that without the interiority assumption in Corollary 3.4,
(3.12) can go quite wrong.

We start with a fact from real analysis:

Fact 4.1 (Dirichlet). (See, e.g., [12, page 88]) Let α P R r Q. Then the set tnα ´ tnαu | n P Nu is
dense in r0, 1s.

For the remainder of this section, Rα denotes the counterclockwise rotator in the Euclidean
plane by α.

6



Example 4.2. Suppose that X “ R2, let 0 ă θ R 1
2πN, Then T :“ 1

2 Id `1
2 R2θ “ cospθqRθ is

firmly nonexpansive, with Z :“ Fix T “ t0u. Let x0 P X r t0u, and set

pn P Nq xn`1 :“ Txn. (4.1)

Then xn Ñ sz :“ 0, and p@n P Nq xn`1 ‰ xn ‰ sz and xxn ´ xn`1, xn`1y “ 0. Moreover, we have
the following dichotomoy:

(i) θ P 2πQ and

C

ˆ´ xn ´ xn`1

}xn ´ xn`1}
¯

nPN

˙
Y C

ˆ´ xn

}xn}
¯

nPN

˙
is a finite subset of S.

(ii) θ R 2πQ and

C

ˆ´ xn ´ xn`1

}xn ´ xn`1}
¯

nPN

˙
“ C

ˆ´ xn

}xn}
¯

nPN

˙
“ S.

Proof. Because θ R 2πZ, we have Fix T “ t0u. Note that

Tn “ pcos θqnRnθ “ pcos θqn

ˆ
cos nθ ´ sin nθ
sin nθ cos nθ

˙
and xn “ Tnx0.

Since 0 ă | cos θ| ă 1 and Rnθ is an isometry, we have }Tn} Ñ 0. Thus xn Ñ 0. By
Lemma 2.5(ii), we have xxn ´ xn`1, xn`1y “ 0. Moreover, }xn`1} “ } cos θRθ xn} “ | cos θ|}xn} ă
}xn} because x0 ­“ 0, so p@n P Nq xn`1 ‰ xn and xn ‰ 0.

To study the set of cluster points of pTnx0{}Tnx0}qnPN, we consider two cases.
Case 1: cos θ ą 0. We have

Tnx0

}Tnx0} “ Rnθ
x0

}x0} “
ˆ

cos nθ ´ sin nθ
sin nθ cos nθ

˙
x0

}x0} . (4.2)

We proceed with two subcases.

Subcase 1: θ
2π P Q. Then θ “ 2π k

l with k, l P N and l ‰ 0, and cos nθ “ cos n
l p2kπq and

sin nθ “ sin n
l p2kπq. By using n “ ml, ml ` 1, . . . , ml ` l ´ 1 with m P N, the set

 
Rnθ

ˇ̌
n P N

(
“
 

Rt2kπ{l

ˇ̌
t “ 0, . . . , l ´ 1

(
.

The sequence pRnθqnPN has at most l cluster points. From (4.2) we see that pTnx0{}Tnx0}qnPN

has at most l cluster points. In fact, if k “ 2, then there are precisely l cluster points.

Subcase 2: θ
2π R Q. Then θ “ 2πα with α P R`` r Q, and

cos nθ “ cos np2παq “ cospnαqp2πq “ cospnα ´ tnαuqp2πq, and

sin nθ “ sin np2παq “ sinpnαqp2πq “ sinpnα ´ tnαuqp2πq,

By Fact 4.1, tnα ´ tnαu | n P Nu is dense in r0, 1s. Hence the set of cluster points of tRnθ | n P Nu
is tRβ | β P r0, 2πsu. By (4.2), the set of cluster points of pTnx0{}Tnx0}qnPN is S.
Case 2: cos θ ă 0. We have

Tnx0

}Tnx0} “ p´1qnRnθ
x0

}x0} “ p´1qn

ˆ
cos nθ ´ sin nθ
sin nθ cos nθ

˙
x0

}x0} . (4.3)

7



We proceed with two subcases.

Subcase 1: θ
2π P Q. Due to p´1qn, we have to consider n being even and odd. When n is

even, write n “ 2k with k P N,

Rnθ “
ˆ

cos kp2θq ´ sin kp2θq
sin kp2θq cos kp2θq

˙
.

Since 2θ
2π P Q, similar arguments as in Case 1 subcase 1 show that pRkp2θqqkPN has a finite

number of cluster points. When n is odd, let n “ 2k ` 1 and θ “ m2π{l with k, l, m P N and
l ‰ 0. If we set k “ tl ` s for t, s P N and 0 ď s ď l ´ 1, then

p2k ` 1qm2π

l
“ 2ptl ` sq ` 1

l
m2π “

ˆ
2t ` 2s ` 1

l

˙
m2π

so that

cosp2k ` 1qθ “ cos

ˆ
2s ` 1

l
m2π

˙
, sinp2k ` 1qθ “ sin

ˆ
2s ` 1

l
m2π

˙

where 0 ď s ď l ´ 1. This shows that when n is odd, we have most l cluster points. Combining
the even and odd cases, the set

 
Rnθ

ˇ̌
n P N

(
has at most a finite number of cluster points, so

is pTnx0{}Tnx0}qnPN by (4.3).

Subcase 2: θ
2π R Q. Put θ “ αp2πq with α R Q. When n is even, write n “ 2k with k P N.

Then Rnθ “ Rkp2θq, similar arguments as in Case 1 subcase 2 show that the set of cluster points

of
 

Rkp2θq

ˇ̌
k P N

(
is
 

Rβ

ˇ̌
0 ď β ď 2π

(
, because 2θ

2π P R`` r Q.
When n is odd, write n “ 2k ` 1 with k P N. Since that

cosrp2k ` 1qα2πs “ cosrkp2αq2π ` 2απs “ cosrpkp2αq ´ tkp2αquq2π ` 2απs, and

sinrp2k ` 1qα2πs “ sinrkp2αq2π ` 2απs “ sinrpkp2αq ´ tkp2αquq2π ` 2απs,
and that  

kp2αq ´ tkp2αqu
ˇ̌

k P N
(

is dense in r0, 1s
we see that the set of cluster points of tRp2k`1qθ | k P Nu is tRβ | 2απ ď β ď 2απ ` 2πu. Hence,
in both cases the set of cluster points of pTnx0{}Tnx0}qnPN is S.

Finally, we consider the set of cluster points of
´ xn ´ xn`1

}xn ´ xn`1}
¯

nPN
.

Now

Id ´T “ Id ´R2θ

2
“ sin θ

ˆ
sin θ cos θ

´ cos θ sin θ

˙

“ sin θ

ˆ
cospθ ` 3π{2q ´ sinpθ ` 3π{2q
sinpθ ` 3π{2q cospθ ` 3π{2q

˙
“ sin θRpθ`3π{2q,

so that

xn ´ xn`1

}xn ´ xn`1} “ pId ´Tqxn

}pId ´Tqxn}

“
#

Rpθ`3π{2q
xn

}xn} , if sin θ ą 0;

´Rpθ`3π{2q
xn

}xn} , if sin θ ă 0.
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Then the set of cluster points of ˆ
xn ´ xn`1

}xn ´ xn`1}

˙

nPN

is just ˘Rpθ`3π{2q rotations of the set of cluster points of pxn{}xn}qnPN. Consequently, the set

of cluster points of ppxn ´ xn`1q{}xn ´ xn`1}qnPN is a finite set if θ
2π P Q; and is S if θ

2π R Q. �

Remark 4.3. We do not consider the case when θ P 1
2πN because then T “ Id or 0 in which

case one has finite convergence of pxnqnPN.

5 Missing the sphere: an infinite-dimensional example

It is interesting to ask whether in infinite-dimensional Hilbert spaces the nonempty sets of
weak cluster points in Theorem 3.1 lie in the sphere S. It turns out that the answer is negative,
and the sequence provided is obtained by iterating a resolvent. To this end, we assume in this
section that

X “ ℓ
2
`
t1, 2, . . .u

˘
,

with the standard Schauder basis e1 :“ p1, 0, 0, . . .q, e2 :“ p0, 1, 0, 0, . . .q, and so on. We define
the right-shift operator by

R : X Ñ X : pξ1, ξ2, . . .q ÞÑ p0, ξ1, ξ2, . . .q,

Then R is a linear isometry with Fix R “ t0u. We shall also require the following classical
identity

Fact 5.1 (Vandermonde’s identity). (See [9, Section 5.1].) Let m, n, r be in N. Then

ˆ
m ` n

r

˙
“

rÿ

k“0

ˆ
m

r

˙ˆ
n

r ´ k

˙
.

Example 5.2. Define the firmly nonexpansive operator T : X Ñ X by

T :“ 1
2 Id `1

2 R,

set x0 :“ e1, and pxnqnPN :“ pTnx0qnPN with x0 “ e1. Then the following hold:

(i) pxnqnPN is Fejér monotone with respect to Fix T “ t0u, and xn Ñ 0. Moreover, p@n P Nq
xn`1 ‰ xn ‰ 0.

(ii) p@n P Nq xxn`1, xn ´ xn`1y “ 0.

(iii) Both ´ xn

}xn}
¯

nPN
and

´ xn ´ xn`1

}xn ´ xn`1}
¯

nPN

converge weakly — but not strongly — to 0 R S.
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Proof. (i): It is well known that pxnqnPN is Fejér monotone with respect to Fix T “ t0u, because
T is nonexpansive. Since Rke1 “ ek`1, we have

xn “ Tnx0 “ 1

2n
pId `Rqnx0 “ 1

2n

nÿ

k“0

ˆ
n

k

˙
Rkx0 “ 1

2n

nÿ

k“0

ˆ
n

k

˙
ek`1. (5.1)

Hence, by Fact 5.1,

}xn}2 “ 1

4n

nÿ

k“0

ˆ
n

k

˙2

“ 1

4n

ˆ
2n

n

˙
“ 1

4n

p2nq!

pn!q2
;

in particular, xn ‰ 0. xn`1 ‰ xn because xn`1 contains a nonzero term of en`2 and en`2 K ek`1

for 1 ď k ď n.
Now recall Stirling’s formula (see, e.g., [13, Theorem 5.44]) which states that

n! «
?

2πn
nn

en
(5.2)

for large n, and which implies

}xn}2 “ 1

4n

ˆ
2n

n

˙
“ p2nq!

4npn!q2
« 1

4n

a
2πp2nqp2n{eq2n

p
?

2πnq2pn{eq2n
“ 1?

π

1?
n

Ñ 0.

(The qualitative fact that xn Ñ 0 also follows from [1, Example 5.29] or [4, Corollary 1.2].)
(ii): Since R is an isometry, this follows from Lemma 2.5(ii).
(iii). For fixed k, we have from Stirling’s formula (5.2) that

ˆ
n

k

˙
“ n!

k!pn ´ kq!
« 1

k!

?
2πnpn{eqn

a
2πpn ´ kqppn ´ kq{eqn´k

« nk

k!
(5.3)

for large n. Hence

xn

}xn} « 4
?

π 4
?

n
1

2n

nÿ

k“0

ˆ
n

k

˙
ek`1 «

nÿ

k“0

4
?

π 4
?

n

2n

nk

k!
ek`1 á 0

because that pekqkPN is a total set in ℓ2pNq and that for each fixed k P N the coefficient of ek`1

in xn{}xn} clearly converges to 0 as n Ñ 8; see, e.g., [10, Example 4.8-6].
Next,

xn ´ xn`1 “ 1

2n

nÿ

k“0

ˆ
n

k

˙
ek`1 ´ 1

2n`1

n`1ÿ

k“0

ˆ
n ` 1

k

˙
ek`1. (5.4)

Since en`2 K ek`1 for 0 ď k ď n, by Fact 5.1 and (5.1) we have

xxn, xn`1y “
C

1

2n

nÿ

k“0

ˆ
n

k

˙
ek`1,

1

2n`1

n`1ÿ

k“0

ˆ
n ` 1

k

˙
ek`1

G

(5.5a)

“ 1

2

1

4n

C
nÿ

k“0

ˆ
n

k

˙
ek`1,

nÿ

k“0

ˆ
n ` 1

k

˙
ek`1

G

(5.5b)

“ 1

2

1

4n

nÿ

k“0

ˆ
n

k

˙ˆ
n ` 1

k

˙
“ 1

2

1

4n

nÿ

k“0

ˆ
n

n ´ k

˙ˆ
n ` 1

k

˙
“ 1

2

1

4n

ˆ
2n ` 1

n

˙
. (5.5c)
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It follows from (5.1) and (5.5) that

}xn ´ xn`1}2 “ }xn}2 ` }xn`1}2 ´ 2 xxn, xn`1y (5.6a)

“ 1

4n

ˆ
2n

n

˙
` 1

4n`1

ˆ
2pn ` 1q

n ` 1

˙
´ 2

1

2

1

4n

ˆ
2n ` 1

n

˙
(5.6b)

“ 1

4n

„ˆ
2n

n

˙
` 1

4

ˆ
2n ` 2

n ` 1

˙
´
ˆ

2n ` 1

n

˙
(5.6c)

“ 1

2pn ` 1q4n

ˆ
2n

n

˙
“ 1

2pn ` 1q}xn}2 (5.6d)

« 1

2n

1?
πn

“ 1

2
?

π

1

n3{2
(5.6e)

for large n. Combining (5.4), (5.6), and (5.3), we obtain

xn ´ xn`1

}xn ´ xn`1} «
?

2 4
?

πn3{4

2n

nÿ

k“0

ˆ
n

k

˙
ek`1 ´

?
2 4

?
πn3{4

2n`1

n`1ÿ

k“0

ˆ
n ` 1

k

˙
ek`1 (5.7a)

«
nÿ

k“0

?
2 4

?
πn3{4

2n

ˆ
n

k

˙
ek`1 ´

n`1ÿ

k“0

?
2 4

?
πn3{4

2n`1

ˆ
n ` 1

k

˙
ek`1 (5.7b)

«
nÿ

k“0

?
2 4

?
πn3{4

2n

nk

k!
ek`1 ´

n`1ÿ

k“0

?
2 4

?
πn3{4

2n`1

pn ` 1qk

k!
ek`1 (5.7c)

á 0, (5.7d)

because for every fixed k P N the coefficients of ek`1 in pxn ´ xn`1q{}xn ´ xn`1} converge to 0
as n Ñ 8.

In summary, both quotient limits converge weakly but not strongly to 0. �
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2014.

[13] K.R. STROMBERG: Introduction to Classical Real Analysis, Wadsworth, 1981.

12

https://sites.math.washington.edu/~rtr/papers/rtr257-ConvergencePPA.pdf

	1 Introduction
	2 Auxiliary results
	3 Directional asymptotics of Fejér monotone sequences
	4 Large sets of directionally asymptotic cluster points
	5 Missing the sphere: an infinite-dimensional example
	References

