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Abstract: The mobile nature of the nodes in a wireless mobile ad-hoc network (MANET) and the error prone link connectivity

between nodes pose many challenges. These include frequent route changes, high packet loss, etc. Such problems increase the end-to-

end delay and decrease the throughput. This paper proposes two adaptive priority packet scheduling algorithms for MANET based

on Mamdani and Sugeno fuzzy inference system. The fuzzy systems consist of three input variables: data rate, signal-to-noise ratio

(SNR) and queue size. The fuzzy decision system has been optimised to improve its efficiency. Both fuzzy systems were verified

using the Matlab fuzzy toolbox and the performance of both algorithms were evaluated using the riverbed modeler (formally known

as OPNET modeler). The results were compared to an existing fuzzy scheduler under various network loads, for constant-bit-rate

(CBR) and variable-bit-rate (VBR) traffic. The measuring metrics which form the basis for performance evaluation are end-to-end

delay, throughput and packet delivery ratio. The proposed Mamdani and Sugeno scheduler perform better than the existing scheduler

for CBR traffic. The end-to-end delay for Mamdani and Sugeno scheduler was reduced by an average of 52 % and 54 %, respectively.

The performance of the throughput and packet delivery ratio for CBR traffic are very similar to the existing scheduler because of the

characteristic of the traffic. The network was also at full capacity. The proposed schedulers also showed a better performance for VBR

traffic. The end-to-end delay was reduced by an average of 38 % and 52%, respectively. Both the throughput and packet delivery

ratio (PDR) increased by an average of 53% and 47 %, respectively. The Mamdani scheduler is more computationally complex than

the Sugeno scheduler, even though they both showed similar network performance. Thus, the Sugeno scheduler is more suitable for

real-time applications.

Keywords: Riverbed modeler, variable-bit-rate (VBR), constant-bit-rate (CBR), signal-to noise ratio (SNR), wireless mobile ad-hoc

network (MANET).

1 Introduction

A wireless mobile ad-hoc network (MANET) comprises

of randomly distributed mobile nodes that constitute a net-

work without the need of a control centre or infrastructure.

MANET has many useful applications, e.g., disaster relief,

military operation, and recently reported civilian applica-

tions (this includes environmental monitoring, healthcare,

etc.). The transfer of data between MANET nodes is peer-

to-peer in nature. A pair of mobile nodes can communicate

directly when they are within the radio range of each other.

Hence, in order for a particular source to transmit data to a

destination outside of its transmission range, the data from

the source node must be relayed through one or multiple in-

termediate peer(s). This phenomenon is called multi-hop,

which is a special characteristic of the MANET.

As a result of the dynamic nature of node movement,

there are frequent disconnections between nodes which are

connected either directly or indirectly[1].

As MANETs gain popularity, the need for them to sup-
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port real-time and multimedia applications has increased.

These applications have quality of service (QoS) require-

ments and some of the measuring metrics include through-

put, end-to-end delay and packet delivery ratio (PDR)[2].

The QoS provision for a MANET can be provided over vari-

ous layers in the open systems interconnection (OSI) proto-

col stack, starting from the physical layer to the application

layer. For example, the physical layer is responsible for the

quality of transmission. The link layer handles the vari-

able bit error rate. The network layer is responsible for any

change in the delay and bandwidth. The transport layer

deals with the delay and packet loss due to transmission,

whilst the application layer handles the regular disconnec-

tion and reconnection of the network link[3].

The random nature of node movement in a MANET

causes frequent route changes. This can lead to high packet

loss and high end-to-end delay. It can also decrease the

throughput of the network. As the traffic load increases,

the performance of the network decreases. A MANET is

infrastructure-less, thus it is difficult for any single mobile

node to have an accurate and up to date picture of the

network topology. In addition to the band limited shared

network and the error prone nature of the wireless channel,

the infrastructure-less state of the network makes meeting
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a specified QoS target more difficult to attain. All nodes

in a MANET have the capacity to be a source, destination

or just a relay. These various functionalities of a MANET

node will create various queuing behavior, which are differ-

ent from a traditional cellular or wired network. Hence by

using a scheduling algorithm to determine what queue or

packet needs to be served next, the overall network perfor-

mance can be improved. The default scheduling scheme for

packets in MANET is first in, first out (FIFO).

A great deal of research has been done to improve the

QoS of MANET. Xiao et al.[4] focused on routing protocols

to improve link stability, end-to-end delay and bandwidth

optimisation. Chou and Ishii[5] proposed an efficient cod-

ing scheme for the dissemination of data between MANET

nodes. Perkins et al.[6, 7] compared the performance of vari-

ous routing protocols with regards to mobility, delay, packet

loss and network congestion and Ramachandran et al.[8] dis-

cussed the link stability in MANET.

Manoj et al.[9] proposed a Mamdani fuzzy inference sys-

tem with two input variables and a single output (priority

index), to schedule packets in MANET. The two input vari-

ables are channel capacity and data rate. These were used

to determine the Priority Index of packets to be scheduled.

Gomathy and Shanmugavel[10] also presented some work on

Mamdani fuzzy scheduling with MANET (based on buffer

size and number of hops suffered by packet).

Based on [9], we explored a better way to improve the

QoS of MANET. In the course of this paper, [9] will be

referred to by the first name of the first author “Manoj”.

This work is built on [11] to propose a Sugeno based

fuzzy scheduler. This scheduler is less computationally

complex than the Mamdani. The performance analysis of

the scheduling algorithms was done for constant-bit-rate

(CBR) and variable-bit-rate (VBR) traffic.

Packets are scheduled based on their priority index. The

priority index for the individual packets is calculated by

considering three input variables. These are data rate,

queue size and signal-to-noise ratio (SNR). The fuzzy sched-

uler was developed in a riverbed modeler using Proto-C

language. The Mamdani and Sugeno fuzzy schedulers have

been optimised so that the algorithm runs quicker which

is essential for real-time applications. The proposed sched-

ulers improved the overall end-to-end delay, throughput and

PDR of the network. This paper contains 6 sections. Sec-

tion 2 introduces the various traffic profiles, focusing on

CBR and VBR traffic. Section 3 defines QoS and some of

its measuring metrics, it also explains scheduling schemes

and some currently available schemes. Section 4 describes

the fuzzy inference system (FIS) focusing on the Mamdani

and Sugeno FIS. Section 5 presents the performance anal-

ysis, it also includes the results and discussion. Finally,

Section 6 presents the conclusion.

2 Traffic profiles

Traffic flow can be classified into one of the following

traffic profiles: CBR, VBR and Bursty-bit-rate. This pa-

per focuses on CBR and VBR traffic because they model

real-time applications for video, voice and control. These

profiles are based on the inter-arrival times/distribution of

the traffic[12].

2.1 Constant bit rate

The data rate for CBR traffic is shown in Fig. 1; it does

not vary over time. The average data rate and the peak

data rate are the same for CBR models. The maximum

burst size is also constant, thus the QoS requirement for

this type of traffic is constant and easily predicted so the

network can allocate the bandwidth needed for a flow[13].

This type of traffic is delay sensitive as it consists of real-

time traffic. The odd packet drop is allowable as long as

the packets are delivered in a timely manner. An example

of this type of traffic is voice, video, control or any type of

on-demand service[12, 13].

Fig. 1 Constant bit rate

2.2 Variable bit rate

The data flow for VBR traffic is shown in Fig. 2. It

changes with time, and these changes are normally smooth,

not sharp or sudden. The average data rate and the peak

data rate are different for this flow. This traffic type is more

difficult for the network to handle, because the network can-

not readily predict the resources needed for a traffic flow.

Examples of such types of traffic are compressed video and

voice streams[12, 13].

Fig. 2 Variable bit rate

3 Quality of service (QoS)

QoS is the network ability to provide better service for

selected traffic. The purpose for having QoS is to provide

guarantees on the ability of the network to provide a certain

service quality. The network features used to measure the

QoS are delay, throughput and PDR. These features are

used as the measuring metric for performance analysis in

this paper. Scheduling schemes can be used to improve the

QoS of a network.

3.1 Scheduling scheme

A scheduling scheme is required to improve the QoS of

MANET. This is an algorithm that determines the order

in which a thread or data flow can access the available

resources. Packets from various traffic flows arrive at a
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node, and the scheduler prioritises individual flows in the

queue so they are served fairly in order to improve the QoS.

Some of the conventional available scheduling algorithms

are FIFO, priority queuing (PQ) and weighted fair queuing

(WFQ)[14]. In FIFO, various packet flows are kept in the

buffer until they are ready to be processed by the queue.

Packets that arrived first at the queue are served first and

any other packet that arrives afterwards will have to wait

in the queue until all previous packets have been served.

When the packet arrival rate is greater than queue process-

ing rate, the queue will not be able to cope with the inten-

sity of packet arrivals, thus congestion will occur. Hence

packets will be discarded by the queue either because the

queue buffer is already full or it has exceeded the waiting

threshold in the queue. This conventional queuing scheme

is not suitable for MANET because of the frequent changes

of the network topology. Thus, an adaptive queuing scheme

which adapts to the network topology change is needed.

4 Fuzzy inference system

FIS is a system that implements human experiences and

preferences with membership functions and fuzzy rules.

It can be used as a general methodology to incorporate

knowledge, heuristics or theory into controllers and deci-

sion making[10]. A fuzzy model is made up of four blocks.

These blocks consist of a fuzzifier, defuzzifier, inference en-

gine and fuzzy knowledge base as shown in Fig. 3. The

fuzzifier decides how to covert the crisp input into a fuzzy

input to be used by the inference engine. This is achieved by

mapping the crisp input to a set of input membership func-

tions stored in the knowledge base. The inference engine

applies reasoning to compute the fuzzy output using the

“IF-THEN” type fuzzy rules which are stored in the knowl-

edge base. It is used to convert the fuzzy inputs to fuzzy

outputs. The defuzzifier converts the fuzzy outputs into a

crisp value using an output membership function stored in

the knowledge base.

Fig. 3 Basic fuzzy system[9]

4.1 Fuzzy scheduler

The proposed fuzzy schedulers have three input variables

and a single output variable which is the priority index of

the packet. These input variables contribute to the QoS

performance of a network. The three inputs for the fuzzy

model are SNR, queue size and data rate as shown in Fig. 4.

This is the queue size and data rate of the individual nodes

that the packet is associated with as well as the SNR of the

receiver. The inputs are fuzzified, implicated, aggregated

and defuzzified to obtain a crisp value which is the output,

i.e., priority index.

Fig. 4 The inputs and outputs of the proposed fuzzy schedulers

4.2 Membership function

There are a number of different membership functions.

These include trapezoidal, triangular, piecewise linear,

Gaussian and singleton. The most commonly used mem-

bership functions are trapezoidal, triangular and Gaussian

shapes. The type of membership function used can be con-

text dependent and is chosen arbitrarily by the user de-

pending on their level of experience[15]. The triangular and

trapezoidal membership functions (MFs) are considered in

this paper for their simplicity and low computational com-

plexity. The linguistic variables associated with the input

variables are low (L), medium (M) and high (H). The in-

put membership function for SNR, queue size and data rate

are shown in Figs. 5−7, respectively. The x-axis represents

the particular fuzzy input and was normalised for all input

variables. The y-axis represents the certainty level and it

varies between 0 and 1. There are two ways of mapping

MFs, i.e., the number of MFs required for each input vari-

able as well as the baseline. The first is knowledge elicited

from experts in the field (manual mapping) and the second

is knowledge extracted from trends in empirical data. The

range of the fuzzy input on the x-axis was obtained through

simple queuing formulas as well as trial and error to maxi-

mize the overall system performance. This was carried out

by running multiple test simulation models. Reference [9]

was also considered in determining the range of the fuzzy

input.

Fig. 5 Membership function for SNR
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Fig. 6 Membership function for queue size

Fig. 7 Membership function for data rate

Fig. 8 Membership function and fuzzy rule base for the pro-

posed schedulers

The rules are carefully designed based on the relationship

between the input variables. The conditional rules for the

fuzzy scheduler are shown in Fig. 8. The surface viewer

which shows the relationship between the inputs and output

is shown in Fig. 9. The fifteenth rule can be interpreted as

if SNR is medium, data rate is medium and queue size is

high, then the output is low. The other rules are formulated

similarly. The output priority index ranges from 0 to 1, “0”

meaning the highest priority in the queue and 1 means the

least priority. Thus as the priority index increases from 0 to

1 the packet priority in the queue drops accordingly. There

are three input variables with three associated linguistic

variables which gives 33 combinations, prompting the 27

rules.

Fig. 9 Surface viewer for fuzzy scheduler

4.3 Types of FIS

There are two major types of fuzzy system, the

Mamdani[16] and the Sugeno[17]. The Mamdani and Sugeno

FIS for a given system have the same number of inputs and

output membership functions. The rules are also the same,

the only difference is the defuzzification of the fuzzy output.

The next section highlights some of the variations between

these two FIS systems.

4.3.1 Mamdani and Sugeno FIS differences

The most fundamental difference between the Mamdani

and Sugeno FIS is how the crisp output is generated from

the fuzzy inputs[18]. Some of the most popular Mam-

dani defuzzification techniques are usually a variation of

the max criterion method. These include smallest of max-

ima (SOM), largest of maxima (LOM), and the mean of

maxima (MOM). These methods select the smallest, largest

and mean output value for inputs whose membership value

reaches maximum. MOM is one of the most popular meth-

ods, it calculates the final output “Z” by averaging the set

of output values that have the highest possibility degree

“M” using the formula given in (1)[19].

Z =
l∑

j=1

xj

l
, xj ∈ M. (1)

Two other commonly used defuzzification techniques are

the center of gravity (COG)/centroid and center of area
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(COA)/bisector method.

The COG/centroid method determines the crisp output

by calculating the center of gravity of the possibility dis-

tribution of the output. For continuous values, the output

“Z” is calculated using (2)[19].

Z =

∫
µ

μ(x)xdx

∫
µ

μ(x)dx
. (2)

The COA is similar to the COG method. However, it

calculates the position under the curve where the areas of

both sides are equal. The COA can be calculated using

(3)[19].

∫

Z

μ(x)dx =

∫

Z

μ(x)dx. (3)

Braae and Rutherford[20] presented a detailed analysis of

various defuzzification techniques which include COG and

MOM. They concluded that COG yields better results. For

this reason, the COG/centroid defuzzification technique is

used in this work.

The output membership function for the Mamdani sched-

uler is made of triangular membership functions, shown in

Fig. 10. It consists of 5 linguistic variables, namely: very

low (VL), low (L), medium (M), high (H) and very high

(VH).

Fig. 10 Mamdani output membership function

Sugeno FIS uses the weighted average to compute the

crisp output and thus the complex iteration process used

by Mamdani is bypassed. The Sugeno FIS does not have

an output membership function. The output for Sugeno

FIS is shown in Fig. 11 and it is a constant value. It con-

sists of five output points which are the same as the number

of membership functions for the Mamdani output (very low

(VL), low (L), medium (M), high (H) and very high (VH)).

The Sugeno FIS is a less computationally complex algo-

rithm than the Mamdani equivalent. The interpretability

and the expressive power of the Mamdani FIS is lost in

the Sugeno FIS because the consequent of the rules is not

fuzzy[19]. It means that the output will be a constant rather

than a fuzzy set when the rules are evaluated. Thus, the

impact of this on the system performance will be evaluated.

Fig. 11 Sugeno output membership function

5 Performance evaluation

The proposed fuzzy logic based packet scheduling al-

gorithms are evaluated using a network simulation model

called riverbed modeler and the measuring metrics are end-

to-end delay, throughput and PDR. The results are pre-

sented in this section.

5.1 Simulation environment and method-
ology

Riverbed modeler is the leading simulation tool used in

the academic circle for simulation of computer network and

relevant technologies. It is used for modeling and analysing

communication networks. It can model the performance of

a network with a high degree of accuracy.

This simulation, models a network of 20 randomly dis-

tributed mobile nodes within a 500 m× 500 m area. The

mobile nodes have wireless interfaces, which are configured

to the IEEE 802.11n standard. A shadowing propagation

model with path loss exponent (β) of 2.02 and a shadowing

deviation (α) of 6.5 is used according to previously carried

out outdoor experiment[21]. Each simulation is run for 600 s

and multiple runs were carried out with varying seed val-

ues and the collected data was then averaged. The seed is

used by the simulation random number generator, multi-

ple seed value will provide multiple instances of the traffic

generated.

Table 1 shows the simulation parameters used. CBR

and VBR traffic are generated and the performance of the

scheduling algorithms is analysed. All mobile nodes served

as a transmitter and receiver. The data payload is 1024

bytes[9]. The performance of the schedulers was evaluated

under various load conditions (30, 40, 50 and 60 pkts/s).

The random waypoint mobility model is used and the node

speed ranges from 0 to 20m/s with a pulse time of 4 s.

Table 1 Simulation parameters

Number of nodes 20

Area 500m×500m

Simulation time 600 s

Mobility model Random waypoint

Speed of the nodes 0–20m/s

Propagation model Shadowing model (β=2.02,α= 6.5)

Traffic type CBR & VBR

Channel bandwidth 12–54Mbps

Data payload 1024 bytes

MAC protocol IEEE 802.11n (buffer size=16MB)
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5.2 Performance evaluation of fuzzy
scheduler

The input variables were obtained from the network and

the fuzzy rules are evaluated based on these inputs. Each

evoked rule has a corresponding output membership func-

tion. This output membership function is then implicated,

aggregated and the crisp value (priority index) is calculated

from these aggregated curves by using a centroid defuzzifi-

cation technique. The Proto-C language of riverbed mod-

eler which implements the fuzzy system was verified using

the fuzzy logic tool box in Matlab.

5.3 Performance evaluation using riverbed
modeler

The output priority index of a packet is used to schedule

the packet. By scheduling the packets this way, packets in

highly congested queues are scheduled first. This differs

from the standard priority scheduler because the packet

priority index is based on individual packets rather than

a traffic flow. If the queue of a node is full, it will cause

an increase in the end-to-end delay and packet loss rate,

thus newly arriving packets are discarded and packets in

the queue that have exceeded the waiting threshold are

also discarded. The cause of the degradation of network

performance is not limited to the length of the queue. It

also relates to the data rate and SNR. When the SNR of

the receiving node is low, the network will suffer a higher

packet loss because of the poor wireless communication link

between nodes. The packet priority increases as the SNR

decreases in order to reduce the packet loss rate and thus

improve the end-to-end delay.

The final input is the data rate. At higher data rates,

the end-to-end delay of a packet is low and the PDR is sig-

nificantly higher. However, when the reverse is the case,

there will be a higher packet loss rate and an increase in

the end-to-end delay. Packets are given a higher priority

when the data rate is low. Packets present in a crowded

node will experience a high queue delay and higher packet

loss rate. This algorithm monitors these aforementioned

parameters and calculates an appropriate priority index in

order to optimise the network and improve the QoS perfor-

mance. When a packet reaches a node, its priority index

based on the network properties of that node is calculated

and attached to its header. Each node has three sub-queues

in order to reduce the effect of sorting on the overall net-

work performance. Arriving packets are en-queued in these

sub-queues based on their priority index. The first sub-

queue en-queues packets with priority index between 0 and

0.33. The second sub-queue en-queues packets with prior-

ity index greater than 0.33 but less than or equal to 0.66.

The third sub-queue en-queues packets with priority index

greater than 0.66 but less than or equal to 1. The net result

is that packets are sorted in the various sub-queues based

on their priority index (i.e., packets with the lowest prior-

ity index move to the head of the queue and are scheduled

first).

5.4 Performance analysis of fuzzy sched-
ulers

This work is an extension of [11], which proposes a Mam-

dani fuzzy based scheduler. In addition to the Mamdani, a

Sugeno fuzzy based scheduler is also proposed. The Sugeno

scheduler is faster than Manoj and [11] because it is less

computationally complex and therefore more appropriate

for real-time applications. The schedulers have varying de-

grees of complexity, hence the algorithms were run in Mi-

crosoft Visual Studio for 100 cycles. A timer is inserted at

the beginning and end of each cycle to measure the dura-

tion, and the average time was calculated.

The average time measured is equal to the additional

processing delay which both the algorithms will add to in-

dividual packet per hop. This is added as a constant value

to the formulae that calculate packet processing delay in

riverbed modeler.

The algorithms were optimised by measuring the number

of times each rule is used by CBR and VBR traffic within

the specified simulation parameters shown in Table 1. Rules

used 200 times or less are eliminated.

For CBR traffic, the result shows that only 10 of the 27

rules were used according to Table 2.

Table 2 CBR rule used count

Rules Count

Rule 1 57

Rule 2 0

Rule 3 0

Rule 4 202 551

Rule 5 24 989

Rule 6 186 714

Rule 7 0

Rule 8 0

Rule 9 0

Rule 10 0

Rule 11 0

Rule 12 0

Rule 13 271 724

Rule 14 31 477

Rule 15 310 278

Rule 16 0

Rule 17 0

Rule 18 0

Rule 19 0

Rule 20 0

Rule 21 0

Rule 22 1512

Rule 23 85

Rule 24 852

Rule 25 0

Rule 26 0

Rule 27 0

Total 1 030 239
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This was because CBR traffic consists of constant data

rate. The 17 unused rules were eliminated. Further opti-

misation is carried out with the 10 remaining rules. Two

rules are found to have been used less than 200 times (rule

1 and 23) and were also eliminated, reducing the total num-

ber of rules for the scheduler to 8. The performance of the

optimised scheduler with 8 rules is compared with the per-

formance of the scheduler with 10 rules. This is done by

classifying the test into four cases as shown in Table 3.

Table 3 Test case CBR

Cases Total rules

Case 1 Contains 10 rules

Case 2 Contains 9 rules−only rule 23 is removed

Case 3 Contains 9 rules−only rule 1 is removed

Case 4 Contains 8 rules−rules 1 and 23 are removed

Table 4 Rule optimisation results CBR

Cases Delay Throughput PDR

Case 1 33.60 111538.90 0.37

Case 2 33.60 111538.90 0.37

Case 3 33.60 111538.90 0.37

Case 4 33.60 111538.90 0.37

Table 5 VBR rule used Count

Rules Count

Rule 1 102 324

Rule 2 14 632

Rule 3 145 251

Rule 4 81 886

Rule 5 9 626

Rule 6 89 361

Rule 7 80 126

Rule 8 8 076

Rule 9 71 367

Rule 10 130 786

Rule 11 17 515

Rule 12 192 349

Rule 13 100 258

Rule 14 11 380

Rule 15 117 355

Rule 16 96 985

Rule 17 9 612

Rule 18 93 387

Rule 19 2 881

Rule 20 186

Rule 21 1 032

Rule 22 1 929

Rule 23 117

Rule 24 655

Rule 25 2 149

Rule 26 121

Rule 27 689

Total 1 382 035

Table 4 shows the average delay, throughput and PDR

for all test cases. According to Table 4, there is no perfor-

mance degradation for all the test cases as all the results

are the same. Hence, the final number of rules for the CBR

traffic is optimised from 27 to 8 without any performance

degradation.

A similar optimization technique used for CBR is applied

to VBR. All 27 rules were used by the VBR model, 3 of

those rules (rules 20, 23 and 26) were used less than 200

times in the course of the simulation as shown in Table 5.

The three aforementioned rules were eliminated. A se-

ries of simulations test were carried out to check the perfor-

mance degradation resulting from eliminating any or all of

these 3 rules. The simulation work is classified into seven

cases as shown in Table 6.

Table 7 shows the results for the average delay, through-

put and PDR for all test cases. The results showed no sig-

nificant changes in the performance. Thus, the fuzzy rule

for the VBR traffic is optimised from 27 to 24 by eliminating

all the rules that were used less than 200 times.

Table 6 Test case VBR

Cases Total rules

Case 1 Contains 27 rules

Case 2 Contains 26 rules – only rule 20 is removed

Case 3 Contains 26 rules – only rule 23 is removed

Case 4 Contains 26 rules – only rule 26 is removed

Case 5 Contains 24 rules – rules 20, 23 and 26 are removed

Case 6 Contains 25 rules – rules 20 and 23 are removed

Case 7 Contains 25 rules – rules 20 and 26 are removed

Table 7 Rule optimisation results VBR

Cases Delay Throughput PDR

Case 1 32.93515 82 462.04 0.276353

Case 2 33.10667 82 547.1 0.276452

Case 3 33.00937 82 479.36 0.276411

Case 4 32.93515 82 462.04 0.276353

Case 5 33.09063 82 553.96 0.276419

Case 6 32.93515 82 462.04 0.276353

Case 7 33.00937 82 479.36 0.276411

5.5 Performance analysis of CBR traffic

The service rate or capacity of the queue for the CBR

model is 30 pkts/s for all traffic loads. The average end-to-

end delay for CBR traffic for load 30 pkts/s and 40 pkts/s

are shown in Figs. 12 and 13, respectively. The proposed

schedulers (Mamdani and Sugeno) perform better than the

existing (Manoj). However, as shown in Fig. 12, the Sugeno

scheduler performs slightly better than the Mamdani sched-

uler. The performances of the Mamdani and Sugeno sched-

uler are very close according to Figs. 12 and 13.

The graph for the average end-to-end delay for 50 pkts/s

and 60 pkts/s behaves similarly to that of 30 pkts/s and
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40 pkts/s. Table 8 contains the values for the average end-

to-end delay for all traffic loads. The difference between the

Mamdani/Sugeno scheduler with the Manoj scheduler, as

well as the percentage improvement for the Mamdani and

Sugeno scheduler is also shown in Table 8.

Fig. 12 End-to-end delay for 30 pkts/s CBR

Fig. 13 End-to-end delay for 40 pkts/s CBR

Table 8 Average end-to-end delay CBR

Scheduler
Average end-to-end delay (s)

30 pkts/s 40 pkts/s 50 pkts/s 60 pkts/s

Manoj 69.43 86.11 99.75 109.00

Proposed Mamdani 35.92 41.11 46.54 49.96

Proposed Sugeno 32.03 41.36 42.04 49.98

%improvement Mamdani 48.26 52.26 53.35 54.16

%improvement Sugeno 53.87 51.97 57.86 54.15

According to Table 8, it can be noted that the pro-

posed Mamdani and Sugeno scheduler performed better

than the Manoj scheduler. For traffic load of 30 pkts/s and

50 pkts/s, the proposed Sugeno scheduler performed slightly

better than Mamdani scheduler, whilst the proposed Mam-

dani scheduler performed slightly better at 40 pkts/s and

60 pkts/s.

The throughput and packet delivery ratio for all traffic

loads behave similarly. Their performances are very close

because of the nature of the traffic being sent. The queuing

capacity is 30 pkts/s, thus the queue will forward packets

at its maximum capacity for CBR traffic because all pack-

ets are of similar size. The throughput is approximately

the same for all traffic loads as can be noticed from Figs. 14

and 15. According to Fig. 15, the throughput for the Sugeno

scheduler is slightly lower than that of the Manoj and pro-

posed Mamdani scheduler at the initial stage of the simu-

lation. This occurred between simulation time 0 to 80 s for

40 pkts/s. The throughput becomes stable at 80 s simula-

tion time.

The throughput for CBR traffic for all traffic loads are

shown in Table 9, the throughputs for all the three sched-

ulers are close. The negative sign shown in the table sig-

nifies Manoj scheduler performed better than the proposed

ones, but it is by a small margin. At 60 pkts/s load, the

proposed Mamdani scheduler slightly outperforms Manoj

scheduler by 0.509 %.

Fig. 14 Throughput for 30 pkts/s CBR

Fig. 15 Throughput for 40 pkts/s CBR

The service rate of the queue for all traffic loads is

30 pkts/s. CBR traffic has the same data rate. As a re-

sult, the queue will always forward packet at the maximum

capacity for all traffic loads thus maintaining approximately

the same throughput for all traffic loads.

Table 9 Throughput CBR

Scheduler
Throughput (bytes/s)

30 pkts/s 40 pkts/s 50 pkts/s 60 pkts/s

Manoj 112 011.8 112 368.2 112 297.2 110 832.9

Proposed Mamdani 110 225.4 112 095.8 112 097.5 111 397.3

Proposed Sugeno 111 505 111 638.8 111 306.8 110 612.3

%improvement Mamdani −1.595 −0.242 −0.178 0.509

%improvement Sugeno −0.452 −0.649 −0.882 −0.199

The PDR for 30 pkts/s and 40 pkts/s are shown in

Figs. 16 and 17, respectively. The performance of the PDR

for all schedulers is almost the same at each traffic load.



O. A. Egaji et al. / A Comparison of Mamdani and Sugeno Fuzzy Based Packet Scheduler for · · · 9

The PDR for all loads is summarised in Table 10. Accord-

ing to Table 10, the PDR decreases as the network load

increases. This is a bottleneck effect. The Mamdani and

Sugeno perform slightly better than Manoj.

Fig. 16 Packet delivery ratio for 30 pkts/s CBR

Fig. 17 Packet delivery ratio for 40 pkts/s CBR

Table 10 Packet delivery ratio CBR

Scheduler
Packet delivery ratio

30 pkts/s 40 pkts/s 50 pkts/s 60 pkts/s

Manoj 0.195 0.125 0.093 0.073

Proposed Mamdani 0.276 0.191 0.147 0.116

Proposed Sugeno 0.277 0.188 0.140 0.108

%improvement Mamdani 42.030 53.000 57.770 58.560

%improvement Sugeno 42.530 50.120 49.640 47.380

5.6 Performance analysis for VBR traffic

The service rate of the queue for VBR model is 30 pkts/s

for all traffic loads. The performance analysis was done

for the network under congested conditions. Hence, the

reason for the high queuing delays. The average end-to-end

delay for the traffic generation rate of 30 pkts/s is shown in

Fig. 18.

The proposed (Mamdani and Sugeno) schedulers per-

form better than the existing scheduler (Manoj). The per-

formance of the Mamdani scheduler in the first 0 – 30 s is

slightly higher than Manoj, whilst Sugeno scheduler is close

to Manoj between this simulation time. Thus, Manoj and

Sugeno perform better than Mamdani between simulation

time of 0 – 30 s. The performance of the Mamdani scheduler,

improves significantly as compared to Manoj during simula-

tion time of 30 – 600 s. The Sugeno scheduler also starts to

improve significantly as compared to Manoj between simu-

lation time 90 – 600 s. Sugeno also performs slightly better

than Mamdani between simulation time 120 – 600 s.

Fig. 18 End-to-end delay for 30 pkts/s VBR

The limited network resources cannot cope with the in-

tensity of packets arrivals at the queue, thus congestion

occurs. The average end-to-end delay increases linearly

with time as shown in Fig. 18. The behavior of the de-

lay graph for 40 pkts/s is shown in Fig. 19. It is similar to

that of 30 pkts/s in Fig. 18. The end-to-end delay graph

for 50 pkts/s and 60 pkts/s also shows a similar trait as in

Figs. 18 and 19. The values for the average end-to-end delay

for all traffic loads are shown in Table 11.

Fig. 19 End-to-end delay for 40 pkts/s VBR

Table 11 Average end-to-end delay VBR

Scheduler
Average end-to-end delay (s)

30 pkts/s 40 pkts/s 50 pkts/s 60 pkts/s

Manoj 47.04 60.50 69.14 76.41

Proposed Mamdani 32.94 34.29 40.03 49.78

Proposed Sugeno 28.25 28.20 28.23 32.96

%improvement Mamdani 29.98 43.33 42.10 34.85

%improvement Sugeno 39.94 53.39 59.16 56.87

According to Table 11, the proposed scheduler (Mam-

dani) performs 29.98 % better than Manoj for 30 pkts/s,

43.33 % better for 40 pkts/s, 42.10 % better for 50 pkts/s,

and 34.85 % better for 60 pkts/s. The performance of the al-

gorithm (Mamdani) improves as the network load increased

from 30–40–50 pkts/s but drops slightly at 60 pkts/s. The

proposed scheduler (Sugeno) also performs better than

Manoj scheduler with an average percentage improvement
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of 39.94 %, 53.39 %, 59.16 % and 56.87 % for 30 pkts/s,

40 pkts/s, 50 pkts/s and 60 pkts/s, respectively. It also

showed a better performance than the Mamdani scheduler

for all traffic loads. As the traffic load increases from 30–

40–50–60 pkts/s, the performance of the Sugeno scheduler

as compared to Manoj and Mamdani scheduler improves.

Thus, appropriately combining input features such as the

SNR, data rate and queue size, the proposed schedulers

scheduled packets better than Manoj. When a network is

congested, the gradient of the end-to-end delay graph gets

steeper as more packets arrive at the queue and the network

tends towards congestion.

Thus, the gradient for the end-to-end delay graph shows

the rate of increase of the network congestion. As the net-

work load increases, the gradient also increases. There-

fore, to avoid congestion or prevent a severe case of conges-

tion, the gradient of the end-to-end delay graph needs to

be prevented from increasing abruptly. The Manoj model

becomes congested more quickly as shown in Figs. 18 and

19. The end-to-end delay graph for the proposed fuzzy

schedulers (Mamdani and Sugeno) produced a lower gra-

dient than Manoj, this was because incoming packets to

the queue are given higher priority when the queue size is

high, the SNR is low and the data rate is also low. These are

the characteristics of the input variables when the network

tends towards congestion.

The gradient for the end-to-end delay graph shown in

Fig. 18 for the Mamdani scheduler is 20.02 % less than

Manoj, whilst that of the Sugeno is 28.96 % less than Manoj

for the same load. Thus, the network congestion is reduced

by 20.02 % and 28.96 % for the Mamdani and Sugeno re-

spectively. At an increased load of 40 pkts/s and 50 pkts/s,

the gradient for end-to-end delay for the Mamdani sched-

uler is 45.61 % and 40.61 % lower than Manoj respectively.

The performance slightly dropped to 33.92 % when the load

was increased to 60 pkts/s.

The gradients for the Sugeno scheduler at an increased

load of 40 pkts/s, 50 pkts/s and 60 pkts/s are 46.60 %,

52.47 % and 60.60 %. Thus, the gradient increases as the

load increases, showing that the performance of the Sugeno

scheduler improves as the load increases.

Fig. 20 shows an improvement in the throughput for the

proposed schedulers (Mamdani and Sugeno) for 30 pkts/s

and Fig. 21 shows that for 40 pkts/s.

The throughput for the proposed Mamdani and Sugeno

scheduler is almost the same at 30 pkts/s as shown in

Fig. 20. The performance of the throughput at 40 pkts/s

is similar for the proposed Mamdani and Sugeno scheduler

as shown in Fig. 21.

Table 12 shows the percentage improvement of the

throughput for the proposed schedulers (Mamdani and

Sugeno) as compared to Manoj scheduler for all loads.

The performance of the Mamdani scheduler improves

as the network load increases. There were increases of

41.47 %, 54.16 %, 57.89 % and 58.81 % for the throughput

of the proposed Mamdani scheduler for 30 pkts/s, 40 pkts/s,

50 pkts/s and 60 pkts/s, as compared to the Manoj. The

percentage increases in throughput for the proposed Sugeno

scheduler are 41.79 %, 50.17 %, 49.60 % and 48.23 % for

30 pkts/s, 40 pkts/s, 50 pkts/s and 60 pkts/s, respectively.

The throughput of the proposed Mamdani scheduler is

slightly higher than the throughput of the proposed Sugeno

scheduler as shown in Fig. 21. This is different from the

throughput performance of CBR traffic because of the vari-

ation in data rates of VBR traffic, thus the queue capacity

might not be used at the maximum network load for the

entire simulation duration. CBR traffic maximizes the use

of the available resources more than VBR traffic. Hence,

the scheduler increases the VBR throughput by maximiz-

ing the amount of traffic that can be forwarded from the

queue in a second to make the network more efficient and

also improves the network QoS performance.

Fig. 20 Throughput for 30 pkts/s VBR

Fig. 21 Throughput for 40 pkts/s VBR

Table 12. Throughput VBR

Scheduler
Throughput (byte/s)

30 pkts/s 40 pkts/s 50 pkts/s 60 pkts/s

Manoj 58 289.81 49 540.70 46 055.62 44 113.80

Proposed Mamdani 82 462.04 76 370.53 72 717.57 70 058.59

Proposed Sugeno 82 651.59 74 395.56 68 899.18 65 389.32

%improvement Mamdani 41.47 54.16 57.89 58.81

%improvement Sugeno 41.79 50.17 49.6 48.23

Fig. 22 shows an increase in the PDR for the proposed

schedulers (Mamdani and Sugeno) as compared to Manoj

for 30 pkts/s. The PDR for 40 pkts/s is shown in Fig. 23.

Table 13 shows that both proposed fuzzy schedulers perform

better, thus resulting in a higher PDR than Manoj.
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The percentage improvements of the PDR for the pro-

posed Mamdani scheduler as compared to Manoj are

42.03 %, 53.00 %, 57.77 % and 58.56 % for 30 pkts/s,

40 pkts/s, 50 pkts/s and 60 pkts/s, whilst the percentage im-

provement for the proposed Sugeno scheduler are 42.53 %,

50.12 %, 49.64 % and 47.38 % for 30 pkts/s, 40 pkts/s,

50 pkts/s and 60 pkts/s, respectively. The proposed sched-

uler delivered more traffic per second than the Manoj. The

PDR of the proposed Mamdani scheduler performs slightly

better than the proposed Sugeno scheduler. The PDR im-

provements are similar to that of the throughput.

Fig. 22 Packet delivery ratio for 30 pkts/s VBR

Fig. 23 Packet delivery ratio for 40 pkts/s VBR

Table 13 Packet delivery ratio VBR

Scheduler
Packet delivery ratio

30 pkts/s 40 pkts/s 50 pkts/s 60 pkts/s

Manoj 0.195 0.125 0.093 0.073

Proposed Mamdani 0.276 0.191 0.147 0.116

Proposed Sugeno 0.277 0.188 0.140 0.108

%improvement Mamdani 42.030 53.000 57.770 58.560

%improvement Sugeno 42.530 50.120 49.640 47.380

6 Conclusions

Two optimised fuzzy logic scheduling algorithms based

on the Mamdani and Sugeno are proposed for the MANET.

The performance of these schedulers was compared to an

existing fuzzy scheduler. Both schedulers consider three in-

puts (data rate, queue size, and SNR) as opposed to the

existing scheduler, which considered two inputs (data rate

and channel capacity). The inputs to the fuzzy system were

fuzzified, implicated, aggregated and defuzzified to obtain

the crisp value. The crisp value ranges from 0 to 1 and it

represents the packet priority index. Zero “0” is the highest

priority and one “1” the least priority. Each node consisted

of three sub-queues to reduce the effect of sorting on the

network performance. Individual packets are inserted in

each sub-queue and served based on their Priority Index.

The membership functions and the fuzzy rules were care-

fully designed. The number of rules has been optimised

without affecting the performance of the CBR and VBR

traffic.

The performance of the proposed scheduling algorithms

(Mamdani and Sugeno) was analysed for CBR and VBR

traffic. The measuring metric for performance analysis are

end-to-end delay, throughput and PDR.

The proposed schedulers perform better in terms of end-

to-end delay for CBR traffic, whilst the throughput and

PDR are all very similar. This is because of the nature of

CBR traffic, which consists of constant data rate over the

entire simulation duration. Thus, the maximum network

resource is utilized for all simulation time.

The proposed schedulers perform better than Manoj in

terms of end-to-end delay, throughput and PDR for VBR

traffic. The proposed Sugeno scheduler performs better

than the proposed Mamdani in terms of end-to-end delay,

whilst the throughput and PDR for all traffic loads showed

similar performance as of the proposed Mamdani scheduler.

Although the proposed Mamdani scheduling algorithm

is more computationally complex than Manoj, it compen-

sates for its complexity by optimally scheduling the network

better than Manoj.

According to the simulation results, there is no signif-

icant difference between the performance of the Mamdani

and Sugeno scheduler for VBR and CBR traffic, the Sugeno

scheduler will be the better choice for real-time applications

because of the simplicity of its design and it is less compu-

tationally complex.
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