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Abstract: A näıve solver is one approach that can be used to identify prospective solutions based on data on (or projected to be on) a

Blackboard Architecture′s blackboard. The näıve solver approach doesn′t implement heuristics or other techniques to determine what

solution paths to attempt first. Instead, it runs the blackboard forward (simulating what would occur if data were gradually added

to the blackboard at a faster-than-real time rate). The approach doesn′t guarantee that an optimal solution will be found and will

need to be run repetitively to create multiple solutions for comparison. This paper assesses the effect of pre-pruning the blackboard′s
facts and rules to remove those that are not relevant (e.g., facts that cannot be asserted, rules that cannot be triggered) or which

produce irrelevant facts and pruning actions that produce irrelevant facts (and/or trigger other similarly useless actions). It describes

the Blackboard implementation and its utility, explains the pruning process used and presents quantitative and qualitative assessment

of the utility of pruning to a näıve solver′s operations. This value is extrapolated to facilitate consideration of a more robust pruning

process which also removes low-value facts, actions and rules in addition to those being removed due to their uselessness.

Keywords: Blackboard Architecture, blackboard maintenance, control of heterogeneous craft, multi-craft control, multi-tier control.

1 Introduction

Numerous uses of the Blackboard Architecture[1] have

been proposed for a variety of applications. The black-

board approach extends the concept of an expert system

to actuate, instead of simply providing recommendations

to a human operator. While a blackboard system can be

utilized in forward-only mode, where new data is applied

and facts or actions are triggered from it, a more proac-

tive approach, for certain applications, is to steer the data

that is collected by the blackboard based on an identified

best-possible path[2, 3]. This path may not be able to be

perfectly followed: For example, if data that is collected is

different from what is predicted or if physical impediments

prevent collection, an alternate path may be needed. How-

ever, this approach can position the system to make the

best choices based on currently known information (and

update the path and thus the choices made as additional

information is added to the blackboard).

In order to identify this best path (based on the present

state), a solver must be run on the blackboard. Several dif-

ferent approaches to this can be taken. One approach which

closely mirrors the way the blackboard system operates in

forward-only mode, is a näıve solver. This solver asserts
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facts (triggering rules and actions) and continuously checks

to see if the desired outcome has been produced. The näıve

solver can be run multiple times to identify multiple solu-

tions for comparison. This approach may be particularly

well suited to a distributed blackboard system (where there

is no single repository of facts, actions and rules) as it will

not require every single fact, action and rule to have to be

transferred to be assessed. However, the data required may

still be significant (though comparatively less).

One way of potentially reducing the amount of time that

is required for any solver to run is to prune off unnecessary

data (to prevent it from having to be processed). This paper

considers the impact of pruning on the performance of the

näıve solver. It compares the time saved to the amount of

time consumed by pruning, evaluating the value provided

quantitatively. A qualitative evaluation of the approach′s
utility in a variety of conditions is also presented.

Expediency of blackboard operations is required for many

prospective applications. For example, it is critical if

a Blackboard architecture is used in the development of

new solutions for path planning for unmanned aerial[4],

ground[5, 6] and underwater vehicles[7]. Autonomous con-

trol of game agents[8] would also drive a need for timely

decision making. The evaluation conducted herein, thus,

supports assessment of the suitability of pruning best path

and näıve solvers for these applications.

2 Background

The work described herein draws on a significant history

of prior work related to the Blackboard Architecture, its

implementation and its uses, originating from Hayes-Roth′s
initial work[1] on refining the Hearsay II system[9]. First,
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an overview of the Blackboard Architecture will be pro-

vided, including a discussion of its previous uses. Then,

the use of pruning in systems implementing a Blackboard

Architecture will be discussed.

2.1 Blackboard Architecture

The Blackboard Architecture functions are similar to an

expert system (see [10, 11]) in that it is comprised of facts

(logical statements that can be asserted or not, and in some

implementations, asserted with a value assigned) and mech-

anisms for asserting the truth or falsity of those facts (i.e.,

actions and rules). Unlike an expert system, a blackboard

system also commands actions to actuate outcomes in its

environment. Under Hayes-Roth′s initial design[1], based

off the Hearsay II system[9], two blackboards were utilized:

one for domain problems (specific to the topic of the system)

and the other for control problems (how to effect goals).

However, subsequent implementations have used a variety

of configurations. Velthuijsen et al.[12] proposed a parallel

implementation while Ettabaa et al.[13−15] proposed various

forms of a distributed Blackboard Architecture. Rosenking

and Roth[16] demonstrated how systems can cooperate us-

ing the blackboard concept, while Dong et al.[17] showed

how an event-based blackboard system can be developed.

A variety of changes and enhancements have been made

to the base blackboard concept. Corkill et al.[18, 19] worked

to create a generic Blackboard-style architecture and its

implementation. Alexander-Craig[20] claimed to have rein-

terpreted the Blackboard Architecture by adding new task

capabilities, message handling and filtering capabilities,

among other things. Jiang et al.[21] created an adaptive

implementation for use by distributed agents, while Laasri

et al.[22] demonstrated reasoning ability in the time and hy-

pothetical domains. Rice et al.[23, 24] created a language for

Blackboard problem solving implementation, while Mentec

et al.[25−27] demonstrated its utility for real-world control

problems.

The utility of Blackboard systems have been demon-

strated across a wide variety of domains. Huang et al.[28]

demonstrated its utility in an intelligent tutoring system.

Campos et al.[29−35] demonstrated the use of Blackboard

for robotic control. Adhau et al.[36] demonstrated it effec-

tiveness for project scheduling.

2.2 Blackboard pruning

Among the earliest mentions of the concept of pruning in

an expert systems and blackboard context is work by Giu-

liano and Jones[37] who published a technical report dis-

cussing the value of utilizing humans to prune computer-

generated association lists in 1966. By 1977, the concept

of pruning had been considered for use in conjunction with

the Blackboard Architecture by Goodman and Reddy[38].

However, their paper provided only a suggestion of the

value of its use. In 1987, Craig[39] utilized pruning to re-

move aircraft that were not deemed to be impactful from a

Blackboard-based airspace monitoring system. This prun-

ing, however, was at the object (and not rule/fact/action)

level. It has also been suggested in the context of restricting

design choices[40], pruning decision trees[41] and removing

aspects of the solution space deemed inferior choices by an

evaluation process[42−46] . Ward and Novick[47] discussed

the problem of pruning away a desirable answer and Ou

et al.[48, 49] discussed prospective solutions to this problem,

via a configurable severity parameter and global best-value

consensus. The pruning concept has also been used in au-

tonomous control outside of Blackboard-based systems. As

one example, Rantanen and Juhola [50] used what they

termed “configuration deactivation” for a similar problem

of reducing the search space for path planning.

3 Best path and näıve solvers

The best path is taken to be the path that requires the

lowest cost (which is a combination of the computational

cost of running rules and the costs attributable to actions).

In most systems that operate in a real-world environment,

the action costs (e.g., the time and fuel used for moving

a craft and collecting data) will dwarf the computational

costs of rule activation. However, this may not always be

the case. Rules requiring particularly robust analysis may

take longer than actions which do not have a physical com-

ponent (e.g., triggering a message to be sent across a net-

work). Also, the level of concurrency possible may impact

this comparison as well.

The best path is identified based on predictions related

to certain elements. Facts that are asserted can obviously

be taken as given. However, the results of actions or rules

may be unpredictable (i.e., there would be little point to

collecting data which is already absolutely known, thus the

results of data collection can be projected based on a prior

knowledge and past experiences, but surprises could and

should occur). Thus, for the purposes of solving for the

best path, the outcomes of actions are predicted. A more

complex approach (a subject for prospective future work)

would be to evaluate multiple result permutations.

The näıve solver algorithm is depicted in Fig. 1. It begins

by selecting an invokable rule (one with all preconditions

satisfied) to run (if there is not one, the algorithm ends

with no solution found). The rule is then run, which may

or may not assert one or more facts and/or trigger one or

more actions. Each action that is triggered may trigger ad-

ditional actions (i.e., recursive chains of actions) and assert

one or more facts. Once all facts are asserted and all ac-

tions are run, the algorithm checks to see if the designated

final condition is reached. If not, the invokable rules are

identified and the process restarts with the selection of an

invokable rule to run.

4 Experimental design

A Blackboard-style system was implemented incorporat-

ing the näıve solver depicted in Fig. 1 and described in the

previous section. This implementation also incorporated

a pruning engine, which is described in Section 4.1 and
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Fig. 1 Näıve solver algorithm

depicted in Fig. 2. Following this, in Section 4.2, the exper-

imental setup and regime are described. Section 5 presents

the data that was collected through this process.

4.1 Pruning engine

The pruning engine that was developed operates itera-

tively. The engine, depicted in Fig. 2, begins by identifying

facts that don′t serve as rule conditions and facts that are

not currently asserted and which cannot be asserted (e.g.,

there is no rule or action that asserts them). A placeholder

value is then inserted into each rule which requires one of

these facts as a precondition and they are removed from the

list of facts to be asserted by rules and actions.

Rules that cannot be asserted now (e.g., those with the

placeholder values) as well as rules with empty trigger lists

are next identified and removed. Finally, actions that are

no longer in any triggered list (i.e., which cannot be in-

voked now) are now identified and deleted. If any change is

made during this iteration of the pruning engine, the pro-

cess restarts (as the changes made may allow other changes

to be made). If not, the engine ends.

4.2 Experimental setup and regime

To quantify the time required for the pruning algorithm

and to test and compare the performance of the näıve solver

using pruned and un-pruned data, 500 trials were run. Each

trial began with the creation of a random blackboard config-

uration. The beginning configuration included 1000 rules,

1000 facts and 1000 actions. For each fact, a random num-

ber of prerequisite facts (constrained by a maximum value

parameter) was determined and this number of facts were

randomly selected for use as prerequisites. For each fact and

action, a random number of triggered facts and/or actions

(constrained by a maximum value parameter) was deter-

mined. Whether a fact or action would be used was then

determined randomly for each slot. Finally, the applicable

fact or action was randomly selected. A parameter-based

number of facts were randomly selected to be initially as-

serted.

For the non-pruned trials, two steps were then performed.

First, an alternate solver was run on the data which is guar-

anteed to find the best path. This was performed to allow

the complexity of trials to be compared quantitatively. Sec-
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ond, the näıve solver was run on the blackboard. The re-

sults of the trial (presented in Section 5) were recorded and

the next trial commenced.

Fig. 2 Pruning engine algorithm

For the pruned trials, the process began by performing

the pruning of the blackboard. This process continued it-

eratively (as described in Section 3) until a run completed

with no change being made. The final numbers of facts,

rules and actions as well as the amount of time required were

recorded for each iteration. Next, the guaranteed-optimal

solver was run to allow comparison of the complexity of the

solution from run to run. Finally, the näıve solver was run

and the results were recorded.

It is important to note that some of the networks pro-

duced may not be solvable or that the näıve solver may fail

to solve networks in certain cases. The solver automatically

gives up after an amount of time that is significantly longer

than the time typically required to find a solution.

5 Data collected

This section presents the data collected during the ex-

perimentation discussed in Section 4. First, the non-pruned

näıve solver results are presented in Table 1. The first four

fields present the data (number of iterations, time to popu-

late, time to solve and the path length determined) for the

guaranteed-optimal solver. The remaining five fields char-

acterize the performance of the näıve solver. The find count

field indicates the numbers of loops of the näıve solver al-

gorithm that were run, the rules run and acts run fields

indicate the number of rules and actions invoked, respec-

tively. The time field indicates the total time consumed by

the näıve solver and the not found field indicates how many

of the 500 trials resulted in no solution being identified.

The data for the pruned näıve solver is divided into two

tables for ease of reading. Table 2 provides the data for

the pruner algorithm and Table 3 provides the data for the

solver. The pruner algorithm′s data (in Table 2) begins

with the amount of time that was required for the pruning

engine to run. The next three fields indicate the numbers of

facts, rules and actions, respectively, which were left when

the pruner completed.

In Table 3, the solver results begin with the data related

to the guaranteed-optimal solver (which is located in the

first four fields). The remaining five fields present the data

for the näıve solver. Note that the fields in Table 3 corre-

spond to the field in Table 1 with the same name. Thus,

the description of each field will not be repeated.

The point of presenting both the guaranteed solver and

näıve approaches is multi-faceted. First, it demonstrates

the impact of pruning on both. The guaranteed solver′s
time commitment for a non-preprocessed network is actu-

ally a combination of the preparation time (i.e., the second

column of Tables 1 and 3) and the solve time (third col-

umn). This is still less than the näıve solver–across both

conditions. However, it is notable that the pruning im-

proves the näıve solver′s performance significantly. This is

discussed in greater detail in the subsequent section.

The näıve approach is important, in its own right, in

several instances. First, the näıve approach is the typical

method used by forward-only Blackboard systems which
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Table 1 Non-pruned guaranteed optimal and näıve solver results (mean values from 500 runs)

Guaranteed optimal solver Näıve solver

Iter Time Solve time Path length Find count Rules run Acts run Time Not solved

7.9 1 197.5 23.4 8.9 33.8 28 793.6 38 039.5 5 680.3 14

Table 2 Pruned näıve solver results, pruner time and results (mean values from 500 runs)

Time Facts Rules Actions

507 906.2 685.6 938.9 667.7

Table 3 Pruned guaranteed optimal and näıve solver results (mean values from 500 runs)

Guaranteed optimal solver Näıve solver

Iter Time Solve time Path length Find count Rules run Acts run Time Not solved

9.6 1 317.4 20.8 11.6 14.0 12 877.8 17 747.8 2 366.0 6

look for other rules to assert once a new fact is asserted. Sec-

ond, even in a solving blackboard system (such as the one

discussed), the näıve approach serves a role in dealing with

dynamic data. Thus, the impact of the pruning on it may

be critical for systems that need to perform well during pe-

riods where an assumption is violated and an update of the

Blackboard network preparations for the guaranteed solver

has not yet been performed. Third, there are some network

configurations where the näıve solver may outperform the

guaranteed one. Characterization of areas of superior näıve

solver performance remains a subject for future research.

6 Analysis of data

The data presented in the previous section demonstrates

the clear value of the pruning process to the näıve solver.

While the performance of the guaranteed-optimal approach

does not change significantly (the number of iterations and

path length increase slightly, as the population time and the

solve time decreases by approximately 11%), the impact on

the näıve solver is more pronounced. The näıve solver now

only requires 41.3% of the number of iterations that it did

previously to generate a solution and it runs only 44.7% of

the rules and 46.7% of the actions of the non-pruned ap-

proach. The number of instances where a solution could

not be identified drops from 2.8% to 1.2%. Perhaps most

importantly, the amount of time required decreases to only

41.7% of the non-pruned approach.

The pruner, however, is computationally intensive to run,

requiring an average of 507 906.2 ticks. This is, of course,

much more than the average savings per solution generated

(of 3 315.4 ticks). Thus, to justify the cost of the pruning,

at least an average of 153.2 uses of the solver must be run

for each pruning. The initial pruning, under the random

model presented is (of course) the most expensive and this

may be true for many applications. Practically, this means

that the benefit of this first expensive pruning may be en-

joyed across multiple iterations or re-pruning and solving

(with the re-pruning runs taking significantly less time due

to having to do less work).

To demonstrate the lower level of cost that may be en-

joyed by subsequent prunings, the amount of time required

for the first three iterations of the pruner was collected

across five trials. In each of these trials, the third iteration

did not produce any additional results (though this would

not always be the case). This is presented in Table 4. From

this, it is clear that low-work prunings are less expensive

(requiring approximately one-half of the time of the initial

pruning).

Table 4 Comparative cost of pruning iterations

Iteration 1 Iteration 2 Iteration 3

Ticks 332 487 170 356.8 170 268.4

Percent 49.4% 25.3% 25.3%

7 Qualitative analysis

The actual benefit produced by pruning is, of course, ap-

plication dependent. So is the cost of the pruning process.

These two are, logically, related as more benefit is received

via the removal of more items from the blackboard (which

also costs more time). The initial configuration of the node

network may also reduce (or increase) the number of prun-

ing iterations required. Pruning may also be stopped before

the point that was used for this work (a point at which no

further changes occur) as part of a cost/benefit assessment

of the projected value of continued pruning.

In addition to the comparison of the time savings per-

formed in Section 6, the value of moving work must also be

considered. Pruning is an activity that can be conducted

on an as-resources-are-available basis, while the benefit can

be enjoyed (potentially) during times where performance is

critical, such as decision making for a cyberphysical sys-

tem. The comparative value of the two types of processing

time consumed should also be taken into account as part

of the analysis process. This relative value is (of course)

application-specific and must be considered in the context

of a prospective use of the Blackboard architecture.

The impact of change on the blackboard bears considera-

tion in this context. The projection capability of the solving
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blackboard approach is enabled by a network of potential

facts and their relevance (indicated by rules/actions). For

example, if the blackboard held data about a land survey

grid, facts that could be asserted might include the pres-

ence of various types of objects of interest. Some of these

facts may have rules which they satisfy. The projection

routine either assumes that all possible facts are true (the

simple approach) or projects (from prior knowledge, etc.)

the likelihood of a fact being true. Thus, the importance of

collecting data to allow the assertion or refutation of a fact

can be determined based on its impact on the rest of the

network. If a projection turns out to be false, immediate

decision making is required. A pre-pruned blackboard can

aid in the speed of this decision making.

8 Conclusions and future work

This paper has discussed a näıve solver algorithm for the

Blackboard architecture and considered the effect of prun-

ing the blackboard, using a presented pruning algorithm,

on the performance of the näıve solver. The pruning ap-

proach utilized removed only completely unneeded items.

However, the performance differential would be similar for

an algorithm that removed a similar percentage of unlikely-

to-be-needed (or other heuristically determined set of rules,

etc.). The value of the pruning was demonstrated, showing

that the pruned blackboard could be solved in less than half

of the time of the non-pruned blackboard: it required less

than half of the solver iterations, rule executions and action

executions. The value of pruned solving was compared to

the cost of pruning, demonstrating that approximately 153

uses of the pruned network would be required to cost-justify

the pruning solely on this metric. The notion of reducing re-

pruning cost was discussed (allowing this initial cost to be

spread over extended operations with a significantly lower

cost level being incurred for subsequent re-prunings). Also,

the value of shifting work from periods that are performance

critical to periods where the processing capabilities are un-

derutilized was discussed.

Future work will involve continued refinement of the

quantification of the value of pruning. This will include

assessment of whether an incomplete pruning may maxi-

mize the cost-benefit equation. The value of pruning across

multiple different network configurations is also a topic for

future work.
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