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Abstract    The  information  society  depends  increasingly  on
risk  assessment  and  management  systems  as  means  to
adequately  protect  its  key  information  assets.  The  availability
of these systems is now vital for the protection and evolution of
companies. However, several factors have led to an increasing
need for more accurate risk analysis approaches. These are: the
speed at which technologies evolve, their global impact and the
growing  requirement  for  companies  to  collaborate.  Risk
analysis  processes  must  consequently  adapt  to  these  new
circumstances and new technological paradigms. The objective
of this paper is, therefore, to present the results of an exhaustive
analysis of the techniques and methods offered by the scientific
community  with  the  aim of  identifying their  main weaknesses
and providing a new risk assessment and management process.
This  analysis  was  carried  out  using  the  systematic  review
protocol and found that these proposals do not fully meet these
new needs. The paper also presents a summary of MARISMA,
the risk  analysis  and management  framework designed by our
research group. The basis of our framework is the main existing
risk  standards  and  proposals,  and  it  seeks  to  address  the
weaknesses  found  in  these  proposals.  MARISMA  is  in  a
process  of  continuous  improvement,  as  is  being  applied  by
customers  in  several  European  and  American  countries.  It
consists of a risk data management module, a methodology for
its systematic application and a tool that automates the process.

Keywords    information  security  management, security
system, security risk assessment and management

 1    Introduction
Cyber  security  is  a  real  and  increasingly  critical  need  in  a
digitised  society  in  which  the  number  of  threats  and  their
impacts  are  constantly  growing  [1,2]  and  which  requires
information  systems  that  are  adequately  protected  [3,4].

Security management and threat mitigation within information
systems  have,  therefore,  implicitly  become  a  fundamental
aspect  for  citizens  (to  preserve  their  privacy),  for  enterprises
(to  protect  digital  assets  and  transactions)  and  for  states  (to
protect  their  critical  infrastructures  and  ensure  the  continuity
of government and government services, etc.) [5−7].

More  specifically,  companies  in  the  present-day  globalised
and  competitive  business  environment  are  increasingly
dependent  on  their  information  systems,  since  they  have
proved to be a factor of great importance as regards increasing
competitiveness  [8,9].  Companies  are  consequently  now
aware that the information and processes that support systems
and networks are their most important assets [10,11], and that
these assets are subject to a wide variety of risks, which may
critically  affect  the  company [12−14].  It  is,  therefore,  crucial
for companies to implement security controls that allow them
to  discover  and  control  the  risks  to  which  they  may  be
subjected [15,16]. But the implementation of these controls is
not  sufficient,  and  systems  with  which  to  manage  security
over  time  are  required  that  will  make  it  possible  to  react
quickly  to  new  risks,  vulnerabilities,  threats,  etc.[17].
However,  the  security  systems  of  most  companies  (and
especially  small  and  medium-sized  enterprises  -  SMEs)  have
been  developed  without  adequate  guidelines,  without
documentation, with insufficient resources [18,19] and with a
low  security  culture  [10,20].  Moreover,  the  security  tools  on
the  market  help  to  solve  part  of  the  security  problems,  but
often  do  not  address  the  problem  in  a  comprehensive  and
integrated manner [21].

Reality has,  therefore,  shown that  for companies to be able
to  use  information  and  communication  technologies  with
guarantees,  it  is  necessary  to  have  guides,  metrics  and  tools
that  will  allow  them  to  identify  their  security  level  and  any
vulnerabilities  not  yet  covered  [22].  However,  the  level  of
successful  implementation  of  these  security  systems  is
currently very low. This problem is particularly accentuated in
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the case of SMEs, which have the additional limitation of not
having  sufficient  human  and  economic  resources  for  proper
management  [23].  It  is  consequently  necessary  to  implement
mechanisms  that  will  allow  companies  to  be  able  to
understand  their  cyber  security,  and  in  particular,  the  risks
associated  with  it.  Moreover,  these  mechanisms  must  be
sufficiently  simple  to  be  adaptable  to  all  types  of  companies
[24].

The concept of security management emerged as a solution
to  these  problems  [25,26]  in  an  attempt  to  improve  the
information  security  of  companies.  This  was  done  by
employing  an  approach  based  on  correct  risk  management
[27−30], since risk management is an essential process in any
business  management  model,  and  all  the  activities  of  a
company  involve  risks  [31].  An  effective  risk  assessment,
therefore,  helps  the  top  management  of  an  organisation  to
make  optimal  decisions  and  avoid  losses  [32,33].  It  is
consequently necessary to select and implement safeguards in
order to ascertain, prevent, impede, reduce or control the risks
identified [34].

The  classic  risk  analysis  models  did  not,  however,
frequently consider some the new characteristics that appeared
as  the  result  of  technological  evolution  [35].  But  it  is  now
necessary to consider the risks that may appear because of the
relationship  that  the  company  has  with  its  environment,  its
circumstances  and  with  other  companies.  These  other
companies  may  be  technological  partners,  third  parties  in  a
service  provided  by  the  company  or  co-participants  in  multi-
company projects [36]. The treatment of these hierarchical and
associative  risks  also  acquires  special  relevance  with  the
emergence  of  new  scenarios,  such  as  Cloud  Computing
[37,38], the Internet of Things (IoT) [39,40], Big Data [41] or
Cyber-Physical  Systems  (CPS)  [42,43]  associated  with
Industry  4.0,  all  of  which  have  drastically  altered  the
perception  of  the  infrastructure  of  Information  Systems.  This
rapid  transition  to  new  technologies  means  that,  from  a
security  perspective,  unknown  risks  and  vulnerabilities  may
emerge  as  a  result  of  this  relocation  of  Information  Systems,
with  the  consequent  deterioration  of  a  large  part  of  the
effectiveness of traditional protection mechanisms [44,45].

It should also be noted that risk analysis is a costly process,
and current approaches are not designed to repeat the process
every time a  change is  made.  This  means that  companies  are
not aware of their real risks at all times, but rather have a static
image  of  the  risks  they  had  months  or  even  years  ago.  This
detracts  from  the  value  of  the  analysis  and  its  use  by  third
parties.  It  is,  therefore,  important  to  develop  specific
methodologies that make it possible to maintain the results of
risk  analysis  without  increasing  costs  [46,47],  i.e.,  dynamic
risk  analysis  methodologies  that  evolve  on  the  basis  of
security events (incidents) and that can be adapted to any type
of company, regardless of its size and sector [48].

The  need  for  this  feature  has  been  stated  by  several
researchers, who have highlighted the importance of dynamic
risk systems [49]. This is owing to the fact that the application
of  risk  analysis  and  management  processes  is  a  common
practice in the field of information systems, since it allows the
timely  planning  of  preventive  actions  against  risks.  This  is

done  in  the  short,  medium  or  long  term,  but  a  considerable
potential to facilitate real-time decision making in the face of
security  events  or  incidents  is  currently  untapped  [50,51].
Moreover,  risk  is  not  fixed  in  time,  and  dynamism  is,
therefore, required in its treatment [50].

This paper presents the result of a systematic review of the
existing literature on research in the field of risk analysis and
management.

The  key  contributions  of  this  paper  are  summarised  as
follows:

● A systematic review carried out in order to identify the
main  weaknesses  of  the  existing  risk  analysis  and
management  models  with  respect  to  the  new  market
needs. This systematic review was performed using the
guidelines  for  systematic  reviews  proposed  by
Kitchenham.  These  are  based  on  directives  developed
for  medical  research  [52,53],  and  were  subsequently
adapted for use by a team of researchers in the field of
information systems [54,55].

●  A  summary  of  the  MARISMA  framework  built,  after
observing  the  main  weaknesses  found  in  the  proposals
analysed,  and  which  attempts  to  solve  these
shortcomings  by  employing  a  methodological  and
technological perspective.

The  remainder  of  the  paper  is  structured  as  follows:
Section 2 shows the research question defined, while Section 3
provides an explanation of the review method, which is based
on the research protocol. It is here that the search strategy and
study  selection  is  defined.  Section  4  shows  the  data  to  be
extracted  and  presented  in  the  summary  of  relevant  studies,
and  Section  5  presents  the  results  of  the  review  and  an
analysis of the results obtained. The framework that has been
developed and that seeks to provide a solution to the problems
identified  above  is  presented  in  Section  6.  Finally,  the  last
section shows a description of the main conclusions obtained.

 2    Review planning
In this section, the research question is formulated. It focuses
on  the  area  of  interest  of  the  work  and  defines  both  the
problem to be addressed and its main characteristics.

 2.1    Scope of the research question
The expected outcome of this review is to gain knowledge on
existing proposals for associative and hierarchical risk analysis
that  are  oriented  towards  SMEs  (low-cost  generation)  and
dynamic aspects. They will subsequently be analysed in order
to discover what aspects they share and how they differ, and to
identify research needs.

The  research  question  defined  for  this  paper  is,  therefore,
the following:
 

 
The  keywords  and  related  concepts  that  were  used  to

formulate this question and during the execution of the review
are the following:
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The  existing  proposals  on  risk  analysis  models  and
methodologies  have,  therefore,  been  sought.  Emphasis  was
placed  on  those  oriented  towards  dealing  with  associative
risks,  hierarchical  risks,  dynamic  assessment  and/or  oriented
towards  SMEs.  The  most  important  were  extracted  and
subsequently  analysed  and  compared.  The  population
analysed comprised the publications present in the repositories
of the data sources selected that  were related to the objective
of this review.

 3    Review method
The  review  method  was  based  on  the  research  protocol.  At
this  stage,  we  defined:  the  search  strategy,  the  sources  that
would  be  used  to  identify  the  primary  studies,  any  potential
restrictions,  the  inclusion  and  exclusion  criteria,  the  criteria
used to assess the quality of the primary studies, and the way
in  which  the  data  from  the  studies  would  be  extracted  and
synthesized.

 3.1    Sources selection
The  objective  of  this  phase  was  to  select  the  sources  that
would be used to search for primary studies.

The  criteria  employed  to  select  the  search  sources  made  it
possible to consult documents on the Internet or in the digital
library  appertaining  to  the  University  of  Castilla-La  Mancha.
This  repository  contains  electronic  books,  in  addition  to
providing  access  to  the  following  digital  libraries:  ACM,
IEEE,  Elsevier,  Springer,  Taylor&Francis  and  Wiley  Online
Library,  among  others.  Access  is  also  provided  to  search
engines that allow advanced queries and search by keywords,
in  addition  to  publishers,  books,  journals  and  conferences
recommended by experts in the field.

The  search  for  primary  studies  was  conducted  using  web
search  engines,  electronic  databases  and  manual  searches,
such  as  searches  in  a  specific  journal/conference/book/publi-
cation or in research publications recommended by experts in
the field.
 

 

 3.2    Studies selection
Having defined the sources, it is now necessary to describe the
process  and  criteria  employed  during  the  execution  of  this
review in order to select and evaluate the studies.

First,  the  selected  keywords  were  combined  with “AND”
and “OR” connectors to obtain the search string shown above:

The first step in the study selection procedure was to adapt
the search string to the source search engine and run the query,
limiting  the  search  to  papers  published  in  the  last  11  years
(2011−2022). Inclusion and exclusion criteria should be based
on  the  research  question.  The  inclusion  criterion  acts  on  the
results  obtained  when  running  the  search  on  the  source,  thus
making  it  possible  to  carry  out  an  initial  selection  of  papers
considered  in  the  context  of  the  review  as  candidates  to
become primary studies.  The main inclusion criterion was an
analysis of the title, keywords and abstract of each document.
This made it possible to see how these words were related and
why  the  study  was  selected.  This  criterion  located  and
eliminated most of the results obtained that did not contribute
to risk analysis in the field of information systems.

The  exclusion  criterion  acted  on  the  subset  of  relevant
studies  obtained  and  made  it  possible  to  obtain  the  set  of
primary studies.  In this  phase,  we focused mainly on reading
and  analysing  the  summary  of  the  document  and  its
conclusions.  In  some  cases,  it  was  necessary  to  study  the
document  in  greater  depth  and  carry  out  a  more  detailed
reading of other parts of it. This allowed us to carry out a more
detailed  analysis  of  what  each  study  was  about,  consider  the
actual relationship it had with the objectives pursued and, if it
was truly relevant to the review, select it as a primary study.

 3.3    Execution of the selection
At this point,  the search was executed in each of the selected
sources  in  order  to  obtain  an  initial  list  of  studies  for
subsequent evaluation by applying all of the specified criteria.

The  study  selection  procedures  were  applied  to  all  the
papers obtained. The execution of the query initially yielded a
total of 6,635 results for the period 2011−2022, from which 30
studies  corresponding  exactly  to  all  the  previously  defined
inclusion and exclusion criteria were eventually selected.

In order to structure the results of the selection process, the
studies  were  grouped  by  initiative.  Four  specific  categories
and a  generic  category  that  included the  remaining  proposals
were created:

●  Process:  Set  of  activities  planned  in  successive  phases
with the aim of achieving a given objective.

●  Framework:  Layered  structure,  whose  function  is  to
support or guide the construction of a risk management
framework, encompassing a set  of functions within the
system, along with the relationships between them.

●  Model:  Specific  artefact  that  provides  a  representation
of  a  complex  system  in  order  to  facilitate  its
understanding.

● Methodology: Set of procedures and techniques that are
applied  in  an  orderly  and  systematic  manner  in  the
resolution  of  a  problem,  in  our  case,  in  order  to  carry
out a correct risk management in an organisation. They
integrate the concepts of Process and Model.
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●  Others:  Proposals  that  do  not  completely  fit  into  the
previous  typologies,  but  that  contain  interesting
concepts for research.

The different proposals selected are studied in the following
section  in  order  to  extract  their  main  contributions  and  adapt
them to the desired characteristics.

 4    Information collection
The information obtained from the studies  had to  contain the
techniques,  methods,  processes,  measures,  strategies  or  any
type  of  initiative  with  which  to  adapt  the  analysis,
management  or  evaluation  of  risks  to  a  scope  feasible  for
SMEs, or to manage associative or hierarchical risks.

The  reporting  forms  defined  for  this  systematic  review
contained  the  identification  of  the  study,  the  study
methodology or model, the study results, the study issues, and
general impressions of the study.

The  following  is  a  brief  review  of  each  of  the  selected
studies  shown  in  the  previous  section,  according  to  the
information extracted by employing the information forms.

 4.1    Processes
 4.1.1    Process 1 (P11)): A hybrid information security risk
assessment procedure considering interdependences between
controls [56].
The  authors  propose  a  hybrid  procedure  with  which  to
evaluate  information  security  risk  levels  in  the  face  of
different  security  controls.  The  procedure  is  composed  of
different  phases:  i)  The  DEMATEL  (Decision  Making  Trial
and Evaluation Laboratory) method is applied in order to build
the  interrelationships  between  security  control  areas,  and  ii)
the Analytic Network Process (ANP) method is used to obtain
the  risk  ratings,  thus  allowing  interdependence  and  feedback
between security control families to be detected.

In this approach, the authors focus on three security control
areas  of  ISO/IEC  27001  and  their  corresponding  control
families in order to formulate the risk assessment criteria. The
proposed  risk  assessment  procedure  is  organised  in  the
following steps: i) System characterisation; ii) Identification of
threats  and  vulnerabilities;  iii)  Risk  assessment;  iv)  Impact
analysis;  v)  Risk  determination,  and  vi)  Control
recommendations.

The  proposed  procedure  is  not  very  flexible  and  is
fundamentally theoretical. It is applied to a practical case, but
is, therefore, complex to apply and evaluate, and does not take
into account associative and hierarchical factors.

 4.1.2    Process 2 (P2): A fuzzy logic-based system for risk
analysis and evaluation within enterprise collaborations [57].
The  authors  propose  a  fuzzy  logic-based  system  for  risk
analysis  and  assessment,  focusing  on  the  identification  and
management  of  risks  in  network-based  enterprise
collaborations.  Risk  factors  are  identified  with  respect  to  the
four stages of a collaboration life cycle: pre-creation, creation,
operation  and  termination,  and  the  development  of  a  fuzzy
logic-based  algorithm  for  collaboration  risk  assessment  in

order  to  evaluate  these  perceived  risk  factors.  Each  risk  is
described by a risk probability and a risk impact.

The  authors  have  built  a  prototype  web  service,  the
Collaboration  Risk  Evaluator  (CRE),  which  they  have
validated using real use cases.

However,  they  do  not  consider  aspects  that  facilitate  their
applicability to all types of companies and sectors, nor do they
have mechanisms that allow the reuse of knowledge.

 4.1.3    Process 3 (P3): A software defined network
information security risk assessment based on pythagorean
fuzzy sets [58].
The  authors  propose  an  information  systems  risk  assessment
process  based  on  the  construction  of  a  model  using  the
Software  Defined  Network  (SDN).  Their  objective  is,
therefore, to define a mechanism with which to determine the
information  risk  associated  with  SDN  or  based  on  SDN
architecture, taking into account uncertainty. To this end, they
intend  to  develop  a  multi-criteria  decision-making  method
(MCDM)  composed  of  a  Fuzzy  Decision  Making  and
Evaluation  Laboratory  method  in  order  to  determine  the
influences  between  SDN  properties  and  vulnerabilities.  They
propose to do this by implementing a Pythagorean Analytical
Hierarchical  Process  to  evaluate  the  priority  of  the  severity
weights  of  SDN  properties,  along  with  their  vulnerabilities.
This  process,  by  its  very  nature,  allows associative  factors  to
be  taken  into  account  when  performing  the  risk  assessment
using fuzzy techniques.

However,  this  is  a  fundamentally  theoretical  study,  whose
results are not contrasted by applying the proposal in complex
practical cases.

 4.1.4    Process 4 (P4): An integrated approach to risk
assessment for special line shunting via fuzzy theory [59].
The authors present a risk assessment process based on fuzzy
techniques  with  the  main  objective  of  obtaining  reliable  risk
values  in  environments  subject  to  environmental  factors  that
tend to obtain incomplete risk results or involve high levels of
uncertainty.

Although  the  study  is  specifically  applied  to  the  field  of
railways,  its  concepts  could  easily  be  extrapolated  to  the  IT
field, in which uncertainty is also a key factor in risk analysis
processes. The importance of reducing uncertainty in order to
obtain  reliable  results  is,  therefore,  emphasised,  as  are  other
very  interesting  concepts,  such  as  the  use  of  both  qualitative
and  quantitative  techniques.  The  study  also  stresses  the  need
to  take  into  account  hierarchical  relationships  and  defines  a
case study in order to apply this process.

However,  this  is  a  fundamentally  theoretical  study,  whose
results are not contrasted by applying the proposal in complex
practical cases.

 4.2    Frameworks
 4.2.1    Framework 1 (F1): A new comprehensive framework
for enterprise information security risk management [60].
The  authors  present  a  comprehensive  framework  for
information  system  risk  management,  with  the  objective  of

4 Front. Comput. Sci., 2024, 18(3): 183808

1) This kind of abbreviations will be employed for the sake of the legibility of the table.



enabling  the  effective  establishment  of  a  secure  environment
and  focusing  on  the  framework  for  electronic  transactions  in
enterprises.

The  framework  has  two  structural  and  two  procedural
dimensions.  The  structural  dimensions  include  scope  and
evaluation  criteria,  while  the  procedural  dimensions  include
process and evaluation tools.

The  structural  scope  of  the  framework  is  based  on  the
STOPE  (Strategy,  Technology,  Organization,  People,
Environment)  view,  while  the  management  process  is
associated  with  the  cyclical  phases  of  the  well-known  six
sigma DMAIC (Define, Measure, Analyse, Improve, Control).

This is a theoretical study, whose results are not contrasted
by applying the methodology in practical cases.

 4.2.2    Framework 2 (F2): Knowledge-based risk
management framework for information technology project
[61].
The  authors  submit  a  conceptual  framework  denominated  as
Knowledge-Based  Risk  Management  (KBRM)  that  employs
Knowledge  Management  (KM)  processes  to  improve  the
effectiveness of risk management and increase the probability
of success in information technology projects.

The authors consequently consider that KM processes have
become a  strategic  resource  for  organisations  and can have a
great  influence  on  reducing  risks  in  them.  The  following
activities are defined: 1) Knowledge-based risk identification;
2)  Knowledge-based  risk  capture;  3)  Knowledge-based  risk
sharing; 4) Knowledge-based risk assessment; 5) Knowledge-
based risk education.

This is a theoretical study, whose results are not contrasted
by applying the methodology in practical cases.

 4.2.3    Framework 3 (F3): A conceptual framework of info-
structure for information security risk assessment (ISRA) [62].
The  authors  present  a  new  conceptual  framework  whose
objective  is  to  structure  the  information  required  for  the
enterprise  to  select,  understand  and  undertake  the  risk
management methodology that may be most appropriate for it.

The  objective  of  the  Information  Systems  Risk  Analysis
(ISRA)  info-structure  is,  therefore,  to  help  organisations  to
obtain an overview of the process flow and gather information
on  the  requirements  that  must  be  met  before  the  risk
assessment  can  be  carried  out  successfully.  This  information
structure  can  be  used  by  organisations  to  complete  all
necessary  planning  and  to  select  appropriate  methods  with
which to undertake the risk analysis.

It is a theoretical study, whose results are not contrasted by
applying  the  methodology  in  practical  cases.  Furthermore,  it
takes into account only the major risk analysis methodologies,
which are  difficult  to  apply in  SMEs,  although it  stresses  the
importance  of  the  fact  that  the  methodology  chosen  must  be
dynamic and take into account relational aspects.

 4.2.4    Framework 4 (F4): Dynamic risk management: a
contemporary approach to process safety management [63].
The  authors  propose  a  framework  for  dynamic  risk
management,  the  cornerstone  of  which  is  a  dynamic  risk
assessment  process  based  on  a  Plan-Do-Check-Act  (PDCA)

strategy. This, therefore, allows the definition of an initial risk
assessment,  after  which  a  PDCA  cycle  of  continuous
assessment begins.

The proposed framework is still at a very early stage, but the
most  interesting  aspect  of  this  proposal  is  the  growing
importance of the concept of dynamism within risk assessment
processes.

This is a theoretical study, whose results are not contrasted
by applying the proposal in practical cases.

 4.2.5    Framework 5 (F5): Towards an efficient risk
assessment in software projects–Fuzzy reinforcement
paradigm [64].
The authors propose an approach based on fuzzy techniques as
a  basis  for  the  future  development  of  a  risk  assessment
framework  with  which  to  manage  uncertainty  and  efficiently
assess risks in the field of software project development. This
will  make  it  possible  to  guide  a  decision-making  process
throughout the project life cycle.

This is a theoretical study, whose results are not contrasted
by applying the proposal in practical cases.

 4.2.6    Framework 6 (F6): Information Security Risk
Assessment: A Method Comparison [21].
The  authors  propose  a  framework  denominated  as  CURF
(Core  Unified  Risk  Framework)  whose  objective  is  to
compare information systems risk assessment methods.

The proposal is interesting because it states the need for this
framework to be dynamic, thus allowing it to adapt to the new
characteristics and tasks of the methods reviewed. In addition,
the  criteria  employed  in  order  to  compare  risk  analysis
methods include the key factors that they should be adapted to
cloud  computing  and  take  into  account  the  reuse  of
knowledge.

However,  other  than  the  comparative  method,  no  new
proposal  by  which  to  adapt  to  new  needs  in  risk  analysis
processes is provided.

 4.2.7    Framework 7 (F7): A new fuzzy methodology-based
structured framework for RAM and risk analysis [65].
The authors propose a framework with which to conduct risk
analysis  whose processes  are  based on FMEA (Failure  Mode
and  Effect  Analysis)  techniques,  and  particularly  rule-based
approaches and fuzzy techniques.

The  main  objective  is  to  use  these  techniques  to  reduce
arbitrariness,  and  thus  uncertainty,  in  risk  analysis.  A  Fuzzy
Lambda-Tau (FLT) approach is accordingly used to calculate
the  Reliability,  Availability  and  Maintainability  (RAM)
parameters of the system.

The  study  focuses  on  the  scope  of  a  chemical  processing
plant,  although  it  is  sufficiently  generic  to  be  adapted  to  any
type  of  Information  System.  Whatever  the  case  may  be,  it
reinforces  the  growing  importance  of  specific  risk  analysis
processes for critical infrastructures.

This is a theoretical study, whose results are not contrasted
by applying the proposal in practical cases.

 4.2.8    Framework 8 (F8): LiSRA: Lightweight security risk
assessment for decision support in information security [66].
The  authors  present  a  risk  assessment  framework  with  the
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main  objective  of  guiding  security  decision-making  in  all
types of  organisations,  specifically with a  view to adapting it
to the needs of SMEs.

They  also  highlight  the  importance  of  evaluating  security
actions  by  taking  into  account  existing  security  activities,  in
addition  to  considering  the  dependencies  between  other
activities  or  elements  that  may  affect  security  depending  on
the  context  of  the  company.  The  importance  of  associative
relationships is, therefore, emphasised, as is the importance of
obtaining  initial  assessments  quickly  and  easily  through  the
use of qualitative techniques.

The  study  also  highlights  the  importance  of  having
mechanisms with which to take advantage of knowledge from
previous implementations.

However,  this  is  a  theoretical  study,  whose  results  are  not
contrasted by applying the proposal in practical cases.

 4.2.9    Framework 9 (F9): BPRIM: An integrated framework
for business process management and risk management [67].
The  authors  present  a  comprehensive  framework  called
BPRIM  (Business  Process-Risk  Integrated  Method)  with  the
main  objective  of  integrating  risk  management  and  business
process  management.  The  contribution  is  very  interesting,
since  one  of  the  main  objectives  of  safety  governance  is  to
ensure that safety management processes are perfectly aligned
with an organisation’s business objectives.

To this end, a life cycle is designed on the basis of coupling
the  stages  of  the  life  cycles  of  both  BPM  (Business  Process
Management) and ERM (Enterprise Risk Management). There
are also a risk metamodel, which has been defined at a generic
level,  thus  allowing  it  to  be  adapted  to  different  areas,  and  a
semi-formal graphic modelling language. The framework also
has  a  support  tool,  although  it  is  specific  only  to  process
modelling,  with no support  for the risk version.  In its  current
version it is, therefore, closer to business process management
than to risk management.

The  framework  has  been  tested  in  some  practical  cases
related to the healthcare sector,  although its  effectiveness has
not yet been analysed in other sectors.

 4.3    Models
 4.3.1    Model 1 (MO1): An information systems security risk
assessment model under uncertain environment [68].
The  authors  propose  a  model  for  risk  assessment  in
information security systems based on the theory of evidence
(a  generalisation  of  the  Bayesian  theory  of  subjective
probability).  In  so  doing,  they  assume  that,  since  there  is  a
great  deal  of  uncertainty  in  the  information  security  systems
(ISS) risk assessment process, the management of uncertainty
is of great importance for the effectiveness of risk assessment.

The  model  provides  a  new  way  in  which  to  define  BBAs
(Basic  Belief  Assignment)  using  fuzzy  measures,  with  the
objective of addressing the evidence of uncertainty in ISS risk
assessment. The model also provides a method with which to
check  the  consistency  of  evidence,  which  can  reduce  the
uncertainty arising from conflicts between evidence predicted
by experts.

Uncertainty  management  can  be  very  interesting  when
applying  the  results  of  the  model  to  Cloud  computing

environments.  The  model  is  contrasted  with  a  practical  case
study, but it  is very generic and is not supported by any kind
of software tool.

 4.3.2    Model 2 (MO2): A VIKOR technique based on
DEMATEL and ANP for information security risk control
assessment [69].
The  authors  propose  an  information  security  risk  assessment
model.  The  proposed  model  is  an  MCDM  model  that
combines  VIKOR  (VIseKriterijumskaOptimizacija  I
KompromisnoResenje-  Multicriteria  Optimization  and
Compromise  Solution),  DEMATEL  and  ANP  in  order  to
resolve  conflicts  among  conflicting  criteria  that  may  show
dependency and feedback to each other.

The proposed model has four phases: 1) risk assessment, 2)
risk  remediation,  3)  risk  monitoring  and  review,  and  4)  risk
management  improvement.  The  process  has  been  developed
using  a  PDCA  strategy,  defining  a  continuous  cycle  of
assessment,  treatment,  risk  monitoring  and  safety
improvement.

The authors define a case study in order to apply and refine
this model, but it  is very generic and is not supported by any
kind of software tool.

 4.3.3    Model 3 (MO3): A security risk analysis model for
information systems: Causal relationships of risk factors and
vulnerability propagation analysis [70].
The  authors  present  a  security  risk  analysis  model  with  the
objective  of  identifying  the  causal  relationships  between  risk
factors  and  analysing  the  complexity  and  uncertainty  of  the
propagation  of  vulnerabilities.  It  is  based  on  the  fact  that  the
security  risks  in  information  systems  are  caused  by  various
interrelated  internal  and  external  factors.  A  security
vulnerability  could,  therefore,  also  propagate  and  escalate
through  the  causal  chains  of  risk  factors  via  different
pathways.

The  authors  develop  a  Bayesian  network  in  order  to
simultaneously  define  risk  factors  and  their  causal
relationships  on  the  basis  of  knowledge  obtained  from
observed cases and domain experts.

This is a theoretical study, whose results are not contrasted
by applying the proposal in practical cases.

The  use  of  Bayesian  networks  as  a  technique  for
information systems risk assessment and analysis is also used
in the work of Wang et al. “Research the information security
risk  assessment  technique  based  on  Bayesian  network” [71],
in which an architecture for the use of this type of network in
risk analysis processes is defined, although principally from a
theoretical point of view.

 4.3.4    Model 4 (MO4): A situation awareness model for
information security risk management [72].
The  authors  propose  a  Risk  Analysis  Model  for  Information
Awareness  of  the  Situation  (SA-ISRM)  in  order  to
complement  the  information  security  risk  management
process.  Its  objective  is  to  alleviate  the  deficiencies  in  the
practice of information security risk assessment that inevitably
lead to poor decision making and inadequate or inappropriate
security strategies.
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The  proposed  model,  therefore,  seeks  to  address  these
deficiencies  through  the  collection,  analysis  and
communication  of  information  related  to  the  risks  of  the
company as a whole. The model has been refined by means of
a  case  study  in  the  U.S.  national  security  intelligence
enterprise.

However,  the authors do not consider aspects that facilitate
applicability  to  all  types  of  companies  and  sectors,  nor  are
there mechanisms that allow the reuse of knowledge.

 4.3.5    Model 5 (MO5): An efficient security data-driven
approach for implementing risk assessment [26].
The  author  proposes  a  risk  management  model  oriented
towards  the  processes  that  make  up  an  organisation’s  data
lifecycle (creation,  editing,  visualization,  processing,  transfer,
storage),  and  its  adaptation  to  the  asset  layers  (logical,
physical  and  human)  through  a  series  of  predefined  patterns.
To  this  end,  a  pyramid  of  the  security  needs  of  various
organisations  is  defined,  with  each  pyramid  being  a
hierarchical  multilayer,  including  security  concerns,  related
business  processes,  security  data  extracted,  assets  involved,
risks  identified  and  the  optimal  combination  of  security
controls.

The author defines a simple comparative case study in order
to apply this model, but it is very generic and is not supported
by any kind of software tool.

 4.3.6    Model 6 (MO6): Improving information security risk
analysis by including threat-occurrence predictive models
[73].
The  authors  present  a  risk  assessment  model  with  the  main
objective  of  obtaining  a  more  realistic  risk  estimate,  which
would  lead  to  results  closer  to  reality  when  making  security
decisions,  and  greater  efficiency  when  selecting  the  most
appropriate controls in each improvement cycle. This increase
in  efficiency  is  based  on  a  predictive  model  that  allows  the
calculation  of  risk  by  replacing  historical  threat  frequencies
with  probabilities  of  future  threats,  taking  into  account  the
current  vulnerabilities  of  an  information  system.  The
relevance  of  dynamic  adaptation,  in  this  case  through  the
predictive  model  designed  using  a  logistic  regression
approach, to the real conditions and to the changes that occur
in the context of the organisation, is very interesting.

Furthermore,  the  importance  of  adapting  the  models  to  all
types  of  companies,  especially  SMEs,  is  highlighted.  The
authors  define  a  case  study  in  order  to  apply  and  refine  this
model.

However,  they  do  not  consider  aspects  that  facilitate
dynamic adaptation, nor do they have mechanisms that allow
the reuse of knowledge.

 4.3.7    Model 7 (MO7): Data breach management: an
integrated risk model [74].
The  authors  propose  a  risk  assessment  model  focused  on  the
security  of  the  data  in  an  organisation,  with  the  objective  of
managing  security  incidents  and  learning  about  data  breach
management in dynamic security environments.

The  paper  highlights  the  importance  of  a  holistic  approach
to  risk  but  focuses  its  application  specifically  on  data  breach

risks  and  related  management.  It  also  stresses  the  need  to
apply  heuristic  techniques  in  order  to  adapt  to  the  dynamic
capabilities  of  the  organisation  itself,  its  technological
architecture and changes in the context.

The  study  also  stresses  the  need  to  take  into  account
hierarchical relationships and defines a case study in order to
apply this process.

This is a theoretical study, whose results are not contrasted
by applying the proposal in practical cases.

 4.3.8    Model 8 (MO8): Risk management for cyber-
infrastructure protection: A bi-objective integer programming
approach [75].
The authors propose a stochastic-deterministic risk assessment
model  whose  objective  is  to  select  a  set  of  security  controls
from each review and improvement cycle in order to optimise
the  residual  risk  according  to  a  given  organisational  budget.
The technical part of decision-making is, therefore, integrated
with  the  economic  part  by  starting  from  a  frequent  practical
scenario,  such  as  the  limitation  of  the  budget  available  for
security aspects.

The  authors  propose  a  dual  stochastic  and  deterministic
approach  with  which  to  take  uncertainty  into  account  for
effective risk reduction and aim to facilitate decision- making
in safety issues. The application of the model is focused on an
IT-based  supply  chain,  but  the  way  in  which  it  is  defined
would allow it to be applied to other areas.

This is a theoretical study, whose results are not contrasted
by applying the proposal in practical cases.

 4.3.9    Model 9 (MO9): A Configurable Dependency Model
of a SCADA System for Goal-Oriented Risk Assessment [76].
The  authors  propose  a  goal-oriented  risk  analysis  model
specifically  intended  for  ICS  (Industrial  Control  Systems).
More  specifically,  the  model  focuses  on  identifying  and
dynamically  assessing  the  risks  associated  with  the  multiple
dependencies  between  the  different  technical  and  non-
technical sub-elements that may be involved in the security of
SCADA (Supervisory Control and Data Acquisition) devices.

The proposal, therefore, highlights the importance of having
dynamic and adaptive models that allow the assessment of risk
by  taking  into  account  the  specific  dependencies  existing  in
the particular  context  of  each system,  in  addition to  allowing
adaptation  to  changing  circumstances.  It  also  stresses  the
importance of implementing risk analysis processes adapted to
specific  sectors  or  technologies,  in  this  case  highlighting  the
need for ICS and the increasingly used IoT technologies. The
authors  also present  a  case study focusing on a water  control
system.

Although  the  need  for  adaptation  is  highlighted,  the
dependencies  between  elements  must  be  reconfigured
manually,  and domain experts  are required for proper tuning.
Moreover,  it  is  difficult  to  extrapolate  to  systems  other  than
purely Operational Technologies environments.

 4.4    Methodologies
 4.4.1    Methodology 1 (ME1): Risk analysis in information
systems: A fuzzification of the MAGERIT methodology [77].
The  authors  present  an  extension  of  the  MAGERIT
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methodology  based  on  fuzzy  computational  models  with  the
objective  of  reducing  the  degree  of  uncertainty  in  the
measurement techniques of traditional methodologies.

They  consequently  present  a  scale  of  linguistic  terms  with
which  to  represent  the  measurement  values,  their
dependencies and frequencies and the degradation of assets in
information systems environments.

These techniques are applied by also taking into account the
fact that the relationship among IS assets can be both internal
and  dependent  on  third  parties,  which  supports  the  need  to
work  with  associative  factors  for  risk  assessment  and
management.

This is a theoretical study, whose results are not contrasted
by applying the proposal in practical cases.

 4.4.2    Methodology 2 (ME2): Risk analysis using FMEA:
Fuzzy similarity value and possibility theory based approach
[78].
The  authors  propose  a  methodology  that  incorporates  FMEA
techniques,  particularly  rule-based  approaches  and  fuzzy
techniques, into risk analysis processes.

The  main  objective  is  to  use  these  techniques  to  reduce
arbitrariness,  and  thus  uncertainty,  in  risk  analysis  by
integrating  concepts  of  similarity  of  measurement  values  of
fuzzy numbers and possibility theories.

This  is  a  theoretical  study  whose  results  are  not  contrasted
by applying the proposal in practical cases.

 4.4.3    Methodology 3 (ME3): Functional quantitative
security risk analysis (QSRA) to assist in protecting critical
process infrastructure [79].
The  authors  propose  a  quantitative  security  risk  assessment
methodology  oriented  towards  critical  infrastructures.  They
start  from  a  concurrent  threat  and  vulnerability  assessment
approach and introduce a Bow Tie risk model mapped onto a
Bayesian  network  model  that  allows  different  logical
assumptions.  Finally,  risk/vulnerability  probabilities  are
integrated with potential loss values in order to quantify risk.

The importance of risk analysis processes adapted to critical
infrastructures  by  following  a “Bow  Tie” model  is  also
presented  by  Abdo  et  al.  in “A  safety/security  risk  analysis
approach  of  industrial  control  systems:  A  cyber  bowtie  -
combining  new  version  of  attack  tree  with  bowtie  analysis”
[80].

Although  both  starting  points  are  focused  on  chemical
facilities  (in  order  to  prepare  real  case  studies),  the
methodologies can be adapted to any critical infrastructure by
configuring  and  customising  their  elements,  although  expert
knowledge is necessary in order to carry this out.

The authors have defined a case study in order to apply and
refine  this  methodology,  but  it  is  very  generic  and  is  not
supported by any kind of software tool.

 4.4.4    Methodology 4 (ME4): A risk assessment
methodology for the Internet of Things [81].
The  authors  propose  a  risk  analysis  and  management
methodology  that  is  applicable  to  IoT  environments.  The
proposed  method  (which  is  both  qualitative  and  quantitative)
is based on the construction of an attack tree adapted to each
scenario  and  on  a  criterion  denominated  as  an  exploitability

value.  The  evaluation  of  this  value  is  initially  obtained  in  a
qualitative  manner  by  considering  the  levels  of  difficulty  of
performing  an  attack  against  the  system.  These  qualitative
levels are then translated into concrete quantitative values. The
overall  exploitability  value  of  the  system  is  eventually
calculated  on  the  basis  of  a  graph  showing  the  dependency
among the vulnerabilities identified.

The  proposed  procedure  is  essentially  theoretical.  It  is
applied in a practical case, but it is too global, and the authors
do  not  provide  many  details  of  the  processes  carried  out  to
obtain  the  results.  Moreover,  it  requires  a  high  degree  of
expert  knowledge  for  its  maintenance  and  focuses  mainly  on
the risk of attack on physical components, thus making it  too
specific.

 4.4.5    Methodology5 (ME5): A dynamic simulation approach
to support the evaluation of cyber risks and security
investments in SMEs [82].
The authors propose a methodology whose objective is cyber
risk  assessment,  and  which  is  oriented  towards  SMEs.  They
define  a  series  of  indicators  and  dynamic  metrics  oriented
towards  supporting  decision  making  in  cyber  security
investments, while being simple to apply in small companies.
They  additionally  address  the  need  to  adapt  to  a  dynamic
organisational complexity and, therefore, to assess cyber risks
and related dynamics over time.

The  authors  also  provide  a  tool  called  SMECRA  (SME
Cyber Risk Assessment) with which to support the application
of  the  proposed  methodology.  This  methodology  is  focused
mainly on the simulation of  risk scenarios  from an economic
point of view but does not support global risk management.

 4.4.6    Methodology 6 (ME6): A fuzzy based model proposal
on risk analysis for human-robot interactive systems[83].
The authors propose a specific risk analysis methodology with
which  to  adapt  to  a  new  operational  paradigm,  such  as  the
growing  interdependence  between  humans  and  robots  in  any
kind of technological field.

The  paper,  therefore,  highlights  the  importance  of  having
specific  risk  analysis  processes  for  changing  and  often
unpredictable  environments  such  as  human-robot  interactive
systems (HMI – Human-Machine Interfaces), in which a high
degree  of  uncertainty  and  sometimes  potentially  dangerous
situations  for  operators  must  be  considered.  A  methodology
for risk analysis based on fuzzy set theory and MCDM using
z-numbers, which can take into account the uncertainty of the
data, is consequently presented.

However, it is a fundamentally theoretical study, which has
not been tested in practical cases and which has no supporting
tools  for  its  application.  Moreover,  mechanisms  for
knowledge  re-use  are  not  taken  into  account  and  the
methodology  can  be  difficult  to  apply  without  considerable
expert knowledge.

 4.5    Others
 4.5.1    Others 1 (O1): A new formula of information security
risk analysis that takes risk improvement factor into account
[84].
The  author  proposes  a  qualitative  approach  for  the
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organisations’ information  security  risk  analysis  processes,
taking  into  account  the  factor  of  progressive  improvement  to
risk levels.

He also proposes that the results of this new formula can be
considered as an important factor in decision making. This is a
theoretical study, whose results are not contrasted by applying
the proposal in practical cases.

 4.5.2    Others 2 (O2): Munodawafa, F. et al. “Security risk
assessment within hybrid data centers: A case study of delay
sensitive applications” [85].
The  authors  present  a  discursive  study  on  the  need  for  risk
analysis  and  management  processes  in  the  specific  field  of
data  centres.  No  specific  mechanism  is  proposed  or  defined,
but relevant concepts, such as the need for the risks to which
not  only  physical  but  also  virtual  servers  are  subjected  to  be
included  in  the  security  of  these  data  centres,  are  mentioned.
This  new  scenario  ties  in  with  the  new  needs  in  the  area  of
cloud computing, with the need for the coexistence of classic
physical systems with virtual systems, and with the associative
risks derived from virtualisation.

The  study  presents  an  initial  selection  of  risks  and
vulnerabilities  focused  on  data  centres,  including  some
specific to virtual servers. A case study specifically focused on
the  evaluation  of  availability  aspects  on  a  Voice  over  IP
(VoIP)  service  is  also  presented,  although  it  is  still  very
sketchy and not very detailed.

 5    Analysis of results
The  results  of  the  systematic  review  are  shown  in Table 1,
which summarises the number of studies by initiative:

As  illustrated  in Table 1,  the  scientific  community  is
producing  many  ongoing  research  projects  concerning  new
frameworks,  processes,  models  and  methodologies.  These
attempt  to  facilitate  risk  management,  assessment  and/or
analysis. They take into account factors such as the flexibility
or simplicity of their application (which are necessary for their
application to any type of company, regardless of the size), or
consider  the  importance  of  managing  hierarchical  and
associative risks, which is essential for, i.e., Cloud Computing
or IoT.

Table 2 shows  an  analysis  of  the  different  proposals
selected,  considering  their  main  contributions  and
characteristics,  which  are  aligned  with  the  objectives  of  the
systematic  review.  Each  of  the  aspects  analysed  is  described
below:

● Scope: Scope of application of the proposal with a view
to  its  application  in  an  information  system.  It  can  be

global (applicable to the information system as a whole)
or applicable only to a specific aspect.

●  Technique/Base  Model:  Indicates  the  main  scientific
techniques,  disciplines  or  methods  used  as  a  basis  for
the proposal.

●  Main  contributions:  Most  significant  contributions  of
the proposal aligned with the object of this research.

As Table 2 shows,  after  the  analysis  it  was  concluded  that
each  of  the  selected  initiatives,  while  not  completely  solving
the  problem  identified,  deals  with  very  interesting  aspects
related  to  the  requirements  of  risk  analysis  in  information
systems. These are features that can be used as a basis for new
methodologies  /  processes  /  frameworks  /  techniques,  or  as
extensions  to  existing  ones.  They  can,  in  particular,  be
employed  as  a  reference  for  the  development  of  a
methodology that includes all the desired characteristics.

Table 3 shows  a  comparison  of  the  different  proposals
analysed, considering a specific set of criteria that researchers
have  identified  as  desirable  for  the  performance  of  a  correct
risk analysis. It is considered that the aspects assessed can be
fully,  partially  or  not  addressed  by  the  model.  Each  of  the
aspects analysed is described below:

●  AC  —  Need  for  Adaptive  Catalogues:  information
security  has  become  an  essential  element  for
organisations,  but  the  existence  of  numerous  different
types of risk assessment methods, standards, guidelines
and  specifications  makes  it  daunting  for  organisations
to confront the task of determining the most appropriate
method  to  meet  their  needs  [39].  One  of  the  problems
related  to  risk  analysis  recently  identified  by  the
scientific community is, therefore, the need for adaptive
catalogues  that  would  allow  greater  flexibility  in  risk
analysis [81,86].

●  HA — Hierarchy  and  Associativity:  The  need  for  risk
analyses  to  be  able  to  contemplate  associative  and
hierarchical  structures  is  emphasised.  The  treatment  of
these associative types  of  risks  also takes  on particular
relevance with the emergence of Cloud computing. This
is  because  the  rapid  transition  to  the  Cloud  has  meant
that, from a security perspective, a number of unknown
risks and vulnerabilities have appeared [87−89].

●  RKL  —  Reuse  Knowledge  and  Learning:  Another
group of  researchers  highlight  the  importance  of  being
able  to  reuse  the  knowledge  acquired  during  previous
risk  analyses.  This  will  allow  the  system  to  learn  to
perform a  better  risk  analysis  [90]  and  to  use  decision
support techniques [73,91,92].

●  DY  —  Dynamic  and  Evolutionary:  It  is  important  to
consider  that  risk  analysis  is  a  costly  process,  and  that
current  methodologies  were  not  designed  to  repeat  the
process every time a modification is made. The need for
this  feature  is  stated  by  several  researchers,  for  whom
risk analysis studies generally provide a static picture of
the  state  of  the  site,  while  the  system  is  constantly
evolving or degrading, signifying that it is important to
be able to have dynamic risk systems [49].

●  CC  —  Collaborative  Capability:  Another  fundamental

   
Table 1    Results by initiative

Initiative type Studies # Initiatives
Process 4 P1, P2, P.3, P.4
Framework 9 F1, F2, F3, F4, F5, F6, F7, F8, F9

Model 9 MO1, MO2, MO3, MO4, MO5, MO6,
MO7, MO8, MO9

Methodology 6 ME1, ME2, ME3, ME4, ME5, ME6
Others 2 O1, O2
Total 30 −
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aspect  is  that  of  taking  into  account  the  concept  of
collaborative  risk,  i.e.,  enabling  several  companies  to
align  their  risk  systems  in  order  to  manage  risks  more
efficiently [93,94].

●  AE  —  Valuation  of  Elements:  Some  researchers  have
placed the focus of the problem of current risk analysis
methodologies  on  the  lack  of  quantitative  valuation
mechanisms  for  the  different  elements  associated  with

risk  [95],  which  do  not  allow  costs  to  be  calculated
correctly [96].

● DM — Dynamic Metrics: Another group of researchers
has focused their studies on the need for methodologies
with  which  to  advance  in  the  development  and
automation  of  dynamic  risk  metrics  [97],  highlighting
the  need  for  current  risk  analysis  systems  to  have
adequate metrics [98].

   
Table 2    Main contributions of the selected proposals

Type Initiat. Scope Technique Main contributions

Process

P1 Limited ISO27001 DEMATEL, ANP −Interrelationships between risks according to control areas

P2 Networks Fuzzy techniques −Risks associated with networked business collaborations
−Prototyping and application in real cases

P3 Software defined networks
(SDN) Fuzzy techniques, DEMATEL −Reduction of the degree of uncertainty

−Associative risk management

P4 Railways Fuzzy techniques −Reduction in the degree of uncertainty
−Hierarchical factors for risk probability and impact assessment

Framework

F1 Electronic transactions STOPE, DMAIC −Risks associated with networked business collaborations

F2 IT projects KM −Application of knowledge management techniques to risk
analysis

F3 Global − −Structuring of information prior to risk analysis
−Knowledge reuse

F4 Global − −Dynamic risk assessment
F5 Software development Fuzzy techniques −Reduction in the degree of uncertainty

F6 Global − −Knowledge reuse
−Importance of Dynamic Risk and Cloud Environments

F7 Critical Infrastructure FMEA −Reduction inf the degree of uncertainty

F8 Global Logic trees
−Decision-making processes
−Knowledge reuse
−Targeting SMEs & Associative risk management

F9 Business processes − −Integration of BPM with risk management
−Risk metamodel

Model

MO1 Global Theory of evidence
Fuzzy measures

−Management of uncertainty in results
−Consistency evidence
−Case study

MO2 Global VIKOR, DEMATEL, ANP −Interdependence and feedback of risk criteria
−PDCA risk assessment process

MO3 Global Bayesian Networks −Weakness propagation uncertainty analysis

MO4 Global −
−Decision-making processes
−Improved processes with which to analyse risk information
−Case study

MO5 Data −
−Use of risk patterns
−Associative risk management
−Case study

MO6 Global Logistic regression models
−Predictive techniques
−Dynamic risk assessment
−Focus on SMEs

MO7 Data Heuristic techniques −Dynamic risk assessment
−Importance of the environment and third parties in risk

MO8 Supply chains Stochastic & Deterministic
techniques

−Mixed application of stochastic and deterministic techniques
−Reduction in the degree of uncertainty
−Decision-making processes

MO9 ICS Mind Maps
−Dynamic risk assessment
−Associative risk management
−Case study

Methodology

ME1 Global Fuzzy techniques −Reduction in the degree of uncertainty
−Importance of the environment and third parties in risk

ME2 Global FMEA −Reduction of uncertainty

ME3 Critical Infrastructure Bow Tie Models, Bayesian Networks−Concurrent analysis of risks and vulnerabilities
−Case study

ME4 IoT − −Exploitability value of vulnerabilities.
−Degrees of vulnerability

ME5 Financial −
−Adaptation to dynamic scenarios
−Focus on SMEs
−Prototyping and application in real cases

ME6 I4.0 - HMI VIKOR, DEMATEL, ANP
Fuzzy techniques

−Reduction in the degree of uncertainty
−Importance of the environment in risk

Others
O1 Global − −Progressive improvement of risk levels

O2 Data Centre − −Risk analysis in virtualisation
−Risks in data centres outside but part of the IS
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●  LLS  —  Low  Level  of  Subjectivity:  Other  researchers
highlight  the  problem  of  the  number  of  subjective
aspects  that  must  be  defined  when  generating  a  risk
analysis.  This  means  that  the  results  are  limited  to
internal  use  by  the  company  but  cannot  be  taken  into
account  by  third  parties  interested  in  objective  and
replicable  results  regardless  of  the  consultant  who
performs them [99,100].

●  SLC  —  Simplicity  and  Low  Cost:  Another  problem
highlighted  by  researchers  is  the  high  complexity  of
many  current  risk  analysis  methodologies,  making
simplicity  and  practical  orientation  of  risk  analysis
critical for companies [101,102], and particularly SMEs
[103−106].

●  TS  —  Supported  by  Tools:  Some  researchers  and
institutions  such  as  NATO  emphasise  that  one  of  the
fundamental points in risk analysis methodologies is to
be  able  to  rely  on  tools  that  support  it,  allow  the
automation  of  tasks  and  facilitate  compliance  with  the
methodologies [60,107].

Two new characteristics have been added to these desirable
characteristics.  These  were  obtained  by  applying  the  action
research  method  to  real  cases  on  the  basis  of  the  authors’
experience of real companies’ needs. Specifically:

● GS — Scope of application (Global Scope): whether the
model is applied globally to the security of a company's
information  systems,  or  only  to  a  subset  of  them.  It  is

desirable for its scope of application to be global.
● PC — Practical Cases: The model should be developed

and  refined  on  the  basis  of  practical  cases.  This  is
necessary in order to reinforce its real applicability.

It  is  considered  that  each  of  these  aspects  can  be  totally
fulfilled  (Yes),  partially  fulfilled  (Part)  or  not  taken  into
account by the model (No).

As Table 3 shows,  very  few  papers  describe  complex  case
studies  that  show  the  possibility  of  applying  the  proposed
model or methodology in practice, and the benefits that could
be attained from doing so.  Moreover,  although some of them
attempt  to  develop  dynamic  low-cost  processes,  they  have  a
high  level  of  complexity  as  regards  their  implementation.  It
will  be  noted  that  none  of  the  proposals  studied  has  all  the
characteristics  required  for  them  to  be  implemented  in  any
type of company, regardless of its characteristics and size.

The  analysis  of Table 3,  therefore,  makes  it  possible  to
conclude the following:

●  AC  —  Adaptive  Catalogues:  Practically  no  proposal
orients  part  of  its  operation  towards  the  existence  of
element  catalogues  that  can  vary  over  time  without
altering the methodology.

●  HA  —  Hierarchy  and  Associativity:  None  of  the
proposals  fully  takes  into  account  the  concepts  of
hierarchy and associativity among risk analyses, leaving
aside  fundamental  concepts  such  as  shared  assets  or
dependencies  among  different  risk  analyses.  However,

   
Table 3    Comparison of the selected proposals

Type Initiative AC HA RKL DY CC AE DM LLS SLC TS GS PC

Process

P1 No Part. No No No Part. No No No No No No
P2 No Part. No No No Part. No No No Yes No Yes
P3 No Part. No No No Part. No Part. No No No Part.
P4 No Part. No No No Part. No Part. No No No No

Framework

F1 No Part. No No No No No No No No No No
F2 No No Yes No No No No No No No No No
F3 No Part. Yes No No No No No No No Yes No
F4 No No Part. No No No No Part. No No Yes No
F5 No No No No No Part. No Part. No No No No
F6 No Part. Yes Part. No No No No No No Yes No
F7 No No No No No Part. No Part. No No Yes No
F8 No Part. Yes No No Part. No No Yes Yes Yes No
F9 Part. No No No No No No No No Part. Yes Part.

Model

MO1 No Part. No Part. No Part. No Part. No No Yes Yes
MO2 No No Part. No No Part. No No No No Yes Yes
MO3 No Part. No No No Part. No Part. No No Yes No
MO4 No Part. Part. No No No No No No No Yes Yes
MO5 Part. Part. No No No Part. No No No No No Part.
MO6 No No No Part. No No No Part. Part. No Yes Yes
MO7 No Part. No Part. No No No No No No No No
MO8 No No No Part. No Part. No No No No No No
MO9 Part. Yes No Yes No Part. No No No No No Yes

Methodology

ME1 No Part. No Part. No Part. No Part. No No Yes No
ME2 No Part. No No No Part. No Part. No No Yes No
ME3 No No No No No No No No No No No Yes
ME4 No No No No No Part. No No No No No Yes
ME5 No No. No Yes No Part. Yes No Yes Yes No Yes
ME6 No Parc. No No No No No Yes No No No No

Others O1 No No Yes No No Part. No No No No Yes No
O2 No Part. No Part. No No No No No No No Part.
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many have already begun to consider that this aspect is
fundamental.

●  RKL  —  Knowledge  Reuse  and  Learning:  Only  a  few
proposals  highlight  the  need  to  be  able  to  reuse
knowledge for future implementations. But few of them
implement adequate processes for knowledge reuse, and
especially for learning from experience.

●  DY  —  Dynamic  and  evolutionary:  Some  proposals
highlight  the  need  for  risk  analysis  to  be  dynamic,  but
without  providing  complete  solutions  with  which  to
make the system dynamic. The remaining proposals do
not consider this characteristic.

●  CC  —  Collaborative  Capacity:  None  of  the  proposals
studied considers the concept of collaborative networks
among  companies  as  a  solution  by  which  to  better
protect companies from external threats.

●  AE  —  Valuation  of  Elements:  Not  all  the  proposals
contemplate  the  valuation  of  elements  as  part  of  this,
i.e., taking into account aspects such as the quantitative
value  of  assets,  impacts,  etc.  However,  quite  a  few  of
them do analyse some of these aspects.

●  DM  —  Dynamic  Metrics:  Although  many  of  the
proposals include formulas with which to calculate risk,
none of them consider the possibility of these formulas
being  dynamic,  i.e.,  that  they  could  be  sufficiently
versatile  to  calculate  risk  in  different  ways  from  the
basic elements of the risk analysis.

● LLS — Low Level  of  Subjectivity:  With regard to  the
development  of  additional  mechanisms  with  which  to
reduce  the  level  of  subjectivity,  some  proposals  have
made  efforts  in  this  direction,  albeit  at  a  conceptual
level.

●  SLC  —  Simplicity  and  Low  Cost:  The  orientation
towards  simple  methodologies  and  models  that  can  be
applied by SMEs has barely been taken into account as
a  differentiating  factor  in  the  proposals  studied,
signifying  that  no  real  mechanisms  have  been
developed that would allow these proposals to be really
useful for SMEs.

●  TS  —  Supported  by  Tools:  Some  proposals  have
already  identified  the  need  to  be  supported  by  tools  in
order  to  automate  part  of  their  processes.  Other
proposals have developed partial tools that support part
of the process.

●  GS — Scope  of  application:  Although some proposals
are  already  oriented  towards  their  application  in  the
scope  of  an  Information  System  as  a  whole,  there  are
still  many  that  are  focused  on  specific  areas.  This
signifies  that  they  should  be  complemented  with  other
mechanisms  in  order  to  achieve  a  risk  analysis  with  a
complete scope.

● PC — Practical Cases: Most of the proposals contemp-
late  risk  analysis  from  a  theoretical  point  of  view,
without  establishing  concrete  risk-management  mecha-
nisms based on practical cases.

 6    The MARISMA framework
The shortcomings identified during the systematic review have

been used as the basis on which to propose the development of
a  framework  called  MARISMA  (Methodology  for  the
Analysis of Risks on Information Systems, using Meta-pattern
and  Adaptability).  This  framework  consists  of  the  four
elements  shown  in Fig. 1,  i.e.,  a  structure  denominated  as  a
meta-pattern, a set of processes, a knowledge base and a tool
that supports the aforementioned elements:

●  The  first  two  elements  form  the  core  of  the
methodology:  i)  The  first  of  these  elements  is  a
structure  denominated  as  a  meta-pattern  (number  1  in
Fig. 1),  whose  objective  is  to  support  the  different
information  models  of  the  methodology,  and  which
contains  the  elements  required  in  order  to  be  able  to
perform a risk analysis and its subsequent management.
This  meta-pattern  is  made  up  of  three  base  elements,
denominated  as  Control-Asset-Threat  (CAT)  (see
Fig. 2),  and  two  matrices  connecting  these  elements.
The  meta-pattern  is  a  common  structure  for  all  the
patterns  (normative  schemes  in  which  to  perform  the
risk  analysis)  that  are  applied  in  the  methodology.  ii)
The second element is the set of processes of which the
methodology  is  composed  (number  2  in Fig. 1)  and
comprises  three  processes  that  deal  with  the  risk
analysis  and  management  life  cycle  (see Fig. 3),  since
they  make  the  system  dynamic,  thus  allowing  it  to
evolve over time. These three processes are: i) the RPG
(Risk  Pattern  Generator)  Process  ,  whose  objective  is
the  Generation  of  patterns  for  risk  analysis,  including
their  relationships  and  the  knowledge  acquired  in  the
different  implementations;  ii)  the  RAMG  (Risk

 

 
Fig. 1    MARISMA methodology

 

 

 
Fig. 2    CAT meta-pattern
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Analysis  and  Management  Generator)  Process,  which
deals  with  the  Generation  of  risk  analysis  and
management  through  the  instantiation  of  the  most
appropriate  pattern.  It  also  allows  the  definition  of
dynamic metrics with which to value assets and the risk
calculation  formula  itself,  thus  making  it  possible  to
solve the problems of AE - Valuation of Elements and
DM  -  Dynamic  Metrics,  and  iii)  the  DRM  (Dynamic
Risk  Management)  Process,  which  deals  with  the
dynamic maintenance of risk analysis through the use of
the matrices that interconnect the different artefacts, and
that allow the system to recalculate the risk as security
incidents  occur,  the  defined  metrics  fail,  or  the  expert
systems generate suggestions.

●  This  framework  also  has  a  third  element.  This  is  a
knowledge  base  of  patterns  (number  3  in Fig. 1)  that
allows the maintenance of different normative patterns,
along  with  the  knowledge  acquired  from  their
instantiation in the different risk analyses.

● Finally, the fourth element is the tool (number 4 Fig. 1)
that supports the entire methodology, allowing its use to
be automated (see Fig. 4).

● Each of the elements in the framework was created with
the  objective  of  solving  one  or  more  of  the  problems
identified throughout the systematic review:

● The  use  of  the  Meta-pattern  makes  it  possible  to  solve
the problem of having “AC - Adaptive Catalogues”, by
providing a knowledge base with different patterns that
can evolve, and in which controls have been included as
an integrated element.  Most  existing methodologies  do
not,  however,  consider  controls  or  safeguards  until  the
risk  management  phase,  considering  it  an  independent
element  of  assets,  threats  and  vulnerabilities,  and  thus
complicating  the  development  and  monitoring  of  risk
analysis.

●  Furthermore,  the  ability  to  learn  from  these  patterns,
along with the concept of legacy, which is implemented
through the use of inter-pattern relationships, both make
it  possible  to  fulfil  the  need  for “RKL  -  Reuse  of
Knowledge  and  Learning”,  since  this  structure  allows
this  knowledge  to  be  stored  and  the  patterns  to  evolve
over time.

●  The “DY  -  Dynamic  and  evolutionary” problem  is
solved by using the three processes of the methodology.
These processes exchange information in order to make
the  system  learn  and  evolve:  i)  The  generation  of  an
event  in  the  DRM  process  causes:  ii)  The  instance
associated with the event to evolve by changing aspects
such  as  the  level  of  coverage  of  a  control,  or  the
probability of occurrence of a threat associated with the
RAMG  process;  and  iii)  Changes  in  the  pattern
associated  with  the  instance  that  was  created  by  the
RPG  process,  thus  allowing  it  to  readjust  the
relationships  between  its  elements,  and  to  readjust
elements  associated  with  the  temporary  external  risk,
thereby helping to create a global security shield among
the  companies  that  use  that  pattern;  iv)  Furthermore,
when  a  pattern  undergoes  changes  as  a  result  of  the
learning of the instances, these also evolve by means of
the  legacy  principle,  and  the  acquired  knowledge  is

 

 
Fig. 3    Overview in SPEM of the processes in the methodology

 

 

 
Fig. 4    Example of audits tree of eMARISMA tool
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transmitted, and v) The changes that produce evolution
in  the  patterns  are  eventually  transmitted  to  all  the
instances  in  order  to  help  them  to  improve,  thus
producing an evolution in them.

● The problem of “LLS - Low Level of Subjectivity” has
been solved by implementing different methods: on the
one hand, in the RAMG process we perform a pre-audit
with  a  higher  level  of  accuracy  that  reduces  the  initial
level  of  ambiguity,  and  on  the  other,  in  the  DRM
process  we  have  implemented  an  expert  system  of
suggestions that learns from the events in order to make
the system tend towards reality as security events occur.

●  The “CC  -  Collaborative  Capacity” problem  is  solved
through the use of pattern legacy, along with the ability
to  acquire  and  share  the  information  obtained  in  the
DRM  process  among  the  different  instances  of  a
pattern, or its ascendants-descendants.

● In order to automate all the tasks and take advantage of
the  learning  and  dynamism  capabilities,  the
eMARISMA tool has been implemented, thus providing
a  solution  to  the  problems  of “SLC  -  Simplicity  and
Low Cost” and “TS - Supported by Tools”.

●  The  tool  also  makes  it  possible  to  support  the
knowledge  base,  allowing  specialised  patterns  to  be
obtained  for  different  application  scopes.  This,
therefore,  provides  a  solution  to  the  problem  of “GS  -
Scope of application”, in addition to having a wide base
of  practical  cases  that  allow  the  system  to  learn  and
evolve  in  the  face  of  changing  circumstances  and
technologies.  A  solution  to  the  problem  of “PC  -
Practical Cases” is, therefore, provided.

The MARISMA framework originated as the main result of
several  PhD  theses  of  members  of  our  research  team.  It  has
been developed using an iterative and incremental process and
is  directly  applied  to  customers  of  our  spin-offs.  We  are
specifically applying MARISMA in order to carry out the risk
analysis  and  management  of  dozens  of  companies  in  Spain,
Colombia, Ecuador, and Argentina and from different sectors,
such  as  government,  critical  infrastructures,  hydrocarbons,
chemical,  and  naval.  This  has  allowed  us  to  evaluate  and
improve each component of the risk analysis and management
framework.  The  eMARISMA  tool  is  based  on  cloud
computing  and  was  developed  using  an  open  architecture
based on Java technology under Grails. Its security layers are
based on Spring Security and ACL (Access Control List) and
its  relational  schema  is  supported  by  MySQL.  It  is  divided
into two independent parts (see Fig. 5). On the one hand, there
is  the  pattern  generator,  which  functions  as  a  pattern
repository and a  knowledge repository.  On the other,  there is
the risk and event analysis manager, which can be located on
different  servers,  and  which  communicates  with  the  pattern
module  in  order  to  instantiate  patterns  and  send  new
knowledge to it.

 7    Conclusions
This  paper  presents  a  systematic  review  of  the  different
processes,  frameworks,  models  and  methodologies  for  risk
analysis  and  management,  with  the  aim  of  determining  their
main  shortcomings  with  respect  to  the  current  technological
state of the art.

As  a  result  of  this  review,  it  has  been  possible  to  establish
the importance of the management and analysis of information
systems  security  risks  in  the  performance  and  sustainable
evolution of companies. This is a basic requirement in order to
achieve  the  organisational  mission  and objectives  in  a  highly
competitive environment.

A large  number  of  processes,  frameworks  and methods  for
risk  management  have  been  analysed  in  detail.  It  was
consequently possible to discover that the need for their use in
order  to  effectively  protect  a  company’s  assets  is  being
increasingly  recognised  and  considered  by  organisations.
However,  as  demonstrated,  despite  their  value,  they  do  not
fully cover the current needs of companies, which is hindering
the  development  of  proper  security  management  within
organisations.  Ten  shortcomings  or  weaknesses  were
identified  during  the  systematic  review,  and these  need  to  be
reinforced  in  order  to  make  these  systems  more  effective.
These  shortcomings  have  been  addressed  through  the
development  of  a  specific  framework  for  risk  analysis  and
management  denominated  as  MARISMA.  This  has,  through
the use of different techniques and artefacts,  made it  possible
to provide a total or partial solution to these shortcomings.

As  future  work,  we  intend  to  continue  evolving  the
framework in order to further optimise the solutions to each of
the  shortcomings  identified.  This  will  be  done  by  employing
the  knowledge  base  that  is  being  obtained  using  current
implementations,  which  will  be  achieved  through  the  use  of
artificial intelligence techniques.

 

 
Fig. 5    Diagram of eMARISMA architecture
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