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Abstract

The key contribution of this work is to develop transmittadaeceiver algorithms in discrete-time for turbo-
coded offset QPSK signals. The proposed synchronizatiehdatection techniques perform effectively at an
SNR per bit close to 1.5 dB, in the presence of a frequencybfis large as 30 % of the symbol-rate and a
clock offset of 25 ppm (parts per million). Due to the use ofsgmpling and matched filtering and a feedforward
approach, the acquisition time for clock recovery is jusia@do the length of the preamble. The carrier recovery
algorithm does not exhibit any phase ambiguity, alleviatine need for differentially encoding the data at the
transmitter. The proposed techniques are well suited feerdie-time implementation.

Index Terms

Offset QPSK (quadrature phase shift keying), frequencgetffclock offset, synchronization, matched filter-
ing, additive white Gaussian noise (AWGN).

I. INTRODUCTION

Geosynchronous satellites provide line-of-sight comrmoations with the ground stations. Such communica-
tion links offer distortionless transmission, with the ypipairment being AWGN. Whereas transmit power
is not so much of an issue at the ground station, it is a prectmummodity on-board the satellite. With the
growing demand for satellite broadcast services, it hasibecnecessary for the end users to receive signals
directly from the satellite. This calls for a vastly reducgze and cost of the receiving equipment at the ground
station (which is usually the users premises or the handeeétsuperior modulation, coding and synchronization
techniques. With the discovery of turbo codes, the aforé¢imead scenario has become a reality.

In order to further improve the performance and bring dowa tbst of the receivers, we propose offset
QPSK as the modulation technique, which allows the use ofepafficient non-linear amplifiers and data-
aided synchronization algorithms which have a faster aifijpnm time than the non-data-aided counterparts
proposed in[[1]. We also use the upsampled version of thehwdtiilter as an interpolator[2], enabling the

implementation of a feedforward timing acquisition methtidt is faster than the feedback approach discussed
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in [1]. Though there are other interpolation techniques [&] for timing acquisition, we believe that they are
well suited for feedback methods.

Before we proceed, a brief review of the literature on caraied timing synchronization is in order. An
improved phase lock loop that operates effectively at nmadia low SNR is proposed iri_[5]. A data-aided
carrier recovery loop for duobinary encoded offset QPSKii@m in [6]. A tutorial on carrier and timing
synchronization is given in [7]. Joint carrier recovery atgialization of digitally modulated signals is discussed
in [8], [9]. A data-aided carrier recovery algorithm for iesating phase and frequency offsets is discussed in
[10], [11] and also in([[12],[[13] for digital land mobile ramliand satellite communication. Detection of bursty
QPSK signals at low SNR is described in][14]. A digital modem dffset-QPSK is dealt with iri_[15]. Carrier
synchronization for trellis-coded signals is givenlinl[18]digital PLL for QPSK signals is described in [17]
and an all-digital implementation of carrier synchroniaatfor digital radio systems is proposed in_[18]. A
comparison of different carrier recovery techniques isenéed in[[19]. A carrier recovery algorithm faf-ary
QAM with a capability to track large frequency offsets isalissed in[[20]. A non-data-aided carrier recovery
method for modified 128-QAM is proposed in [21].

Timing recovery can be broadly classified into synchronous asynchronous methods. In the synchronous
methods, the local clock at the receiver is regenerated tr@rincoming signal. Such techniques are imple-
mented in hardware and are usually employed in analog mof#2hsin the asynchronous approach, the local
clock at the receiver is free running, due to which the rafithe receiver sampling frequency to the incoming
symbol-rate is not an integer. If this ratio were to be angetgequal to say)/), then timing acquisition alone
would have sufficed — we could recover the symbols from thecheat filter output every//t* sample. Let us
denote the sampling epochag modulo\/. However, in practical situations the transmitter and inegeclocks
are asynchronous (their frequencies are not exactly icEhtitherefore the above mentioned ratio is not an
integer. Hence timing needs to be acquired and trackediétgisplained in the next para and in section 11I-C).
In the present context, the word “timing” implies knowing &vhto recover the symbols from the matched
filter output. In the asynchronous methods of timing recgvsignal processing techniques are used which are
suitable for software implementation [23]-[25].

The transmit and receive clocks are usually specified'@$lz, +0 parts per million (ppm). This implies
that the actual frequency of the transmit and receive cldieksin the rangef (1 + 6 x 10~%) Hz. The worst
case frequency difference #2F,6 x 10~% Hz. For ease of understanding, we could assume that thertitans
clock is exact £y Hz) and the receive clock 8, Hz, +£26 ppm. Let us now assume that the transmitted signal
is sampled using the exact clock (with frequerigyHz) and10° samples are obtained over a period of time.
If the same transmitted signal is sampled using the recdaek ¢having an accuracy of26 ppm) over the
same time interval, we would obtaiio® + 2§ samples. For example, & = 0.5, then we would obtain one
sample more or less ovan® samples, which further implies that the sampling epoch daliange by one
sample over 0% samples (the new sampling epoch would(be, 4 1) modulo/).

More recently, iterative timing recovery is proposed.in][Z&he Cramér-Rao bound for non-data-aided timing
recovery for linearly modulated signals with no ISI is presel in [27].

This paper is organized as follows. Sectloh Il discussessttstem model. In Sectidn ]Il we discuss the

receiver algorithms. The performance results are discuiss8ectior IV. Finally, in Section V we present our



conclusions.

Il. SYSTEM MODEL

Preamble Data Postamble
L, Ly L,

Fig. 1. The burst structure.

We assume that the data to be transmitted is organized imgoshior frames). The burst consists of a known
preamble of lengthL,, (QPSK) symbols, followed by turbo-coded data of lendth symbols and a known

postamble of length., symbols. Thus, the total length of the frame is
L=1Ly,+ Lyg+ L,. (1)

The L; QPSK symbols are obtained by passing an uncoded bit stresouagth a ratet/2 turbo code. The

generator matrix of each of the constituent encoders isngdye[28]:

1+D2+D3+D4

The received signal can be written as:

r(t) = VAT R{3(t)el BT an el oy, t) @3)

wheref{-} denotes the real-part/T is the baud-ratef.. is the nominal carrier frequency F' is the frequency
offset (which can be positive or negativé),is the carrier phase and, (¢) is additive white Gaussian noise with
two-sided power spectral densify,/2 (watts/Hz). The terns(¢t) (we use tilde to denote complex quantities)

in @) is the complex envelope of the offset QPSK signal angivisn by:

5(t) = si(t) +isq(?)
L—-1
= Z Sk, 1p(t — kT — «)
k=0
L—-1
+3 D Skopt —kT —T/2—a) 4)
k=0

where Sy, 1 € £1 and S, ¢ € £1 are the in-phase and quadrature components of the QPSK syamdbp(t)
is the impulse response of the transmit filter, which is agslito have the root-raised cosine spectrum with
40% roll-off. The variable«a denotes the random timing phase which is assumed to be oyfalistributed
n [0, T'). Observe thap(t) extends over-co < ¢ < co. However in practice, it can be delayed and truncated
to obtain a causal and finite impulse response, with neddigittersymbol-interference (ISI) at the matched
filter output. The task of the receiver is to estimate the QR8Kbols such that the error-rate is close to the
theoretical limit.

Since we deal with discrete-time signals in this paper, tlsé sk is to convert(t) in (3) into a discrete-time
signal. This is accomplished by passin@) through a bandpass filter (BPF) followed by bandpass samplin

For convenience of subsequent analysis, we assume an iB€ah8ving unit energy with a gain qf'7/4 in



the passband extending oviéf. — 1/7, F. + 1/T] Hz. This ensures that the noise power at the BPF output
is No/2. Assuming a sampling frequency 6t = 1/T, the bandpass sampling requirements can be stated as

follows [29]:

am(F—1T)
F -
AT < (ks nye ©)

wherek is a positive integer. We assume that the conditionlin @}atisfied with an equality so that = 4/T
or equivalentlyT /Ts = 4. Therefore, the symbols can be delayedmy2 = 2 samples in discrete-time. We
further assume that

27 F,
Fs

=kn+7/2=m/2mod 27 (6)
if kis even. Thus the output of the analog-to-digital (A/D) center after bandpass sampling can be written as
r(nT,) =R {E(nTS)ej [(”/2+w°)"+9°]} + w(nTs) (7)

where

$(nTs) = 5()|e=nr,

= s1(nT5) +jsq(nTs)

w(nTs) = w(t)l=nz,

wo = 27AF/F; (8)

wherew(t) is noise at the BPF output. Note thatnTy) denotes samples white Gaussian noise with variance

No/2. The simulation model of the transmitter and its input akesttated in FigureEl2 arid 3.

cos(2m(Fe + AF)nTs + 6o)

S1,I,n
p(nTs — a)

S1,Q,n
p(nTs —T/2 — )

—sin(27(Fe + AF)nTs + 60p)

Fig. 2. Simulation model of the transmitter.

Having assumed thaf /T = 4, it is now necessary to find out what is the maximum frequerftsebthat
can be tolerated. WitH0% roll-off, the bandwidth of the complex baseband signal.is/(27') = 0.7/T. The

spectrum of the discrete-time sampled signal is shown imrelg, when the frequency-offs&tF' = 0. Here

w = 7w/2-21x0.7/(TF;)=0.157

wo m/24 27 x 0.7/(TFy) = 0.85m = 7 — wy. 9)
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Fig. 3. Symbol sequence input to the transmitter. HEf§s = M = 4.

w=2nwF/Fs
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Fig. 4. The spectrum of the discrete-time sampled signdi Wif" = 0.

In order to avoid aliasing of the spectrum, we require
27AF/F,| < w
= |wo| < wi. (10)
Substituting forw; from (@) and usindl’/Ts = 4, we obtain
|AF| <0.3/T (11)

which is less than or equal to 30% of the symbol-rate. Havirgified the maximum frequency offset used in
this work, we next discuss the procedure for simulating tloekcoffset.

Assume that(¢) in (@) is sampled at a rate of
F! = Fy(14+25 x107%). (12)

The corresponding sampling period is:

T/ =1/F =T,(1F25 x 107 2 T, +c. (13)

Then
r(nT.) =R {E(nTg)ej [QW(FCJFAF)"T&G"]} + w1 (nT?). (14)

Define
—6
g — g AF F (Fe + AF)25 < 1076 .
F
Then

S

r(nT.) =R {E(nTé)ej [(”/2“’3)"”“}} + w1 (nT}). (16)



Thus, one of the effects of having an error in the samplingdency is to introduce an additional frequency

offset equal to:

F.+ AF)25 x 10~
27r(°+ }6><0

Henceforth, we assume thais| < w; to avoid aliasing (see alsb7(10)). We now study the effect’obn the

radians (17)

complex baseband signa(-) in (18).

We have
L—-1
§(nTl) = Z Sk, ip(nT. — kT — «)
k=0
L—-1
+§ Y Skop(nT — kT —T/2—a) (18)
k=0

Let the impulse response of the transmit filter extend ¢¥eN] samples, at a sampling rate Bf = 4/T. Let
nTs — kT = T} (19)

wherei is an integer. Usind (13)[.(18) can be rewritten as:

L1
s(nTl) = Z Sk, ip(nTs + ne — kT — «)
k=0
L—1
+3 Y Sk.op(nTs + ne — kT — T/2 — a)
k=0

N
= ZP(iTs +mne —a)Sm_iy/ar
i=0

N

+j Zp(iTs+n€7T/2ia)S(n—i)/4,Q (20)
1=0

where it is understood tha,,_;)/4, ;r and S(,,—;) 4, ¢ are non-zero every’” value ofn, all other values are
zero (see Figurgl 3).

The above equation suggests that the complex basebandi sigstabe generated using time-varying transmit
filter coefficients[[30]. Note that i€ = 0, the transmit filter would be time-invariant, sinaeis a constant for a
given burst. Clearly, it doesn’t make sense to allosto grow without bound. In fact, it needs to be periodically
“normalized”. How this is done, is shown in Figurk 5, for geatang the in-phase part of the complex baseband
[30]. The sequence;, 1, is illustrated in FiguréI3. The procedure for generating qoadrature part of the
complex baseband is similar. Note that the signdh77) obtained from Figur€]5(b) is approximately equal
to that obtained in parts (c) and (d), as long as the first aedldbt transmit filter coefficients contribute
insignificantly to the energy of the overall transmit filtdhis can be ensured by having a large enodgh
The simulation model for the transmitter is similar to Figl@ with T replaced byI.. SinceT. ~ Ts, we
continue to assume that the samplesudhT’) are uncorrelated with zero mean and variangg’2. The next

step is to discuss the receiver.

I1l. RECEIVER

Let ws andw; denote the “coarse” and the “fine” estimates of the frequafisgt respectively, corresponding

to the sampling frequency df/T. The receiver in Figurel6 operates in the following steps:



(@) Timen =0

s1, 1,0
L ° ° °
p(—a) p(NTs — a)
(b) Time n.
S1, Iv n
> s1, I, n—1 ° ° ° s1, I, n—N
p(ne — a) p(NTs + ne — &)
(©) Time n. ne > Ts. Sete’ = ne — T
Shift the contents of the tapped delay line one place to tjg.ri
81,[,7L+1> s, I, n . ° e |81, I,n+1—N
p(e — a) p(NTs +€ — a)
(d) Time n. ne < —Ts. Sete’ = ne + Ts

Shift the contents of the tapped delay line one place to tfe le

Sl’l’n_1> s1, I, n—2 ° . o [s1,I,n—1—-N

p(e — a) p(NTs +€ — a)

Fig. 5. lllustrating the process of generating(n7%) (a) Timen = 0. (b) Time n. (c) Adjustments at timex whenne > Ts. (d)

Adjustments at timex whenne < —Ts.

1) Demodulate:(nT7) with w3 = &y = 0 in Figure[6 and detect the start of frame using the “diffaedht
correlation method. Store the samplésaT) corresponding to a frame. Index the first incoming sample
as 0, the next sample as 1 and so on. Obtain a coarse estimgte wéquency offset and denote it as
Ws3.

2) Demodulate the stored values:@fiT.) usingw/2 + ws. Estimate the start of frame for the second time
using the differential correlation method.

3) Obtain the maximum likelihood estimate of the residuafjtrency offset which is equal toy = w3 —ws.
Denote this estimate as;.

4) Demodulate the stored values«(l7,) usingn/2 + ws + ;. Estimate the start of frame for the third
time using the correlation method. Estimate the symbol @uog#, 0, and the variance of additive noise.

5) Detect the data using the turbo decoder. Track the timirdy Garrier phase resulting due to the clock



2co8(n(m/2+ @3 +05) | i, Est.

and ~i6ar)
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Fig. 6. The discrete-time receiver which up-samples thalloscillator output by a factor of and then performs matched filtering at a

sampling frequencys .

offset and residual frequency offset given by — & respectively.
Before we proceed to elaborate on the above steps, let usntmkhe operation of up-sampling and matched
filtering [31].

A. Up-Sampling and Matched Filtering

For ease of exposition, we assume that 0 (77 = 7). The samples of the transmitted pulse is shown in
Figure[T(a) by solid impulses (Kronecker delta functione WAssume that(t — ) spans ovedV + 1(= 13)
(0 <n < N ) samples and the sampling frequenicy’s is such that it satisfies the Nyquist criterion for no
aliasing of the spectrum qgi(¢). The corresponding discrete-time matched filter is showfigure[T(b) by
solid impulses. The matched filter output can be obtainedguttie frequency-domain approach. LB{F')
denote the Fourier transform oft), assumed to be bandlimited t&'| < B. Then the discrete-time Fourier

transform ofp(nTs — «) is obtained as follows:

plt—a) = g(t)

G
P(F)e~i?7Fe _B<F<B
0 otherwise

(21)
Therefore

p(nTs —a) = g(nTy)
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Fig. 7. (a) The received pulsg(t — o)) and its samples taken &t/Ts = 2. a = Ts/4. (b) Filter matched to the received pulse
p(6T —t — o) and its samples taken @t/Ts = 2. (c) Filter matched t@(t) (in this case i (6T —t) = p(t) itself) sampled at a higher
frequencyT'/Ts1 = 4. Observe that one set of samples (shown by solid impulses@spond to the samples of the matched filter in part
(b), for o = T /4.

G(F)/T. 0<|F|<B 2
0

B<|F|<F,/2
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Whereég(F) denotes a periodic function of frequency, thatlis| [29]

Gp(F) = Go(F +kE) = 7= Y G(F —iF) (23)

Now, whenp(nTs — «) is convolved withp(NTs — o — nTy), the peak occurs at= NTy, independent ofv.
Note thatp(NTs — « — nT;) represents the discrete-time causal matched filtepfo?s — ). The peak value
is equal toR,,(0)/T [29], whereR,,(t) is the continuous-time autocorrelation ft). In practice however
since the receiver does not knaw it is not possible to obtain the exact matched filter as iruf@gi(b). The
solution lies in sampling(NT, —t) at a higher frequency (say;; = 1/7s;) compared ta /T, as illustrated
in Figure[7(c).

Let us denotd’s/T,; = I which is referred to as the interpolation factor. Consttbetup-sampled sequence

from the incoming signap(nTs — «) as follows:

g(nTs/I) forn=ml
g1(nTs1) = L/ ) _ (24)
0 otherwise

whereg(nTs;) is defined in[(2R). The discrete-time Fourier transform (DYBf g, (nTs1) is [32]:

Let us define a new frequency variablé = F'I with respect to the new sampling frequengy;. Now, if

p(NTs —t) is sampled at a raté; the DTFT of the resulting sequence is:

p(NTs —nTq) = g2(nTs1) = G o(F1) (26)
where
G, 2(F1)
PJSFQ eI PINT. < |Fy| < B
= sl
0 B < |Fi| < Fs /2.
(27)
The convolution ofg; (nTs1) with g2(nTs;) can be written as [29]:
g1 (NTsl) *92(nTsl)
1 B - 2
e ML
TsTlesl Fi=—B
% ej27rF1(nT517a7NIT51) dFl (28)
Clearly if « = ngTs1, whereng is an integer, the above convolution becomes
R,,((n—ng— NI)T;
g1(nTs1) * g2(nTs1) = 21 0 JTo1) (29)

T
with a peak value equal t®,,(0)/T,, occurring at(ng + NI)Ts. Whena is not an integer multiple of
Ts1, R,p(0) occurs in between two consecutive samples and we can get wothe peak by increasinf

Henceforth, we assume that the first symbol in the frame scattime« + NIT; and R,,(0)/Ts = 1. If
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the clock offsetd = 0 then the subsequent symbols can be extracted from the ndafittee output at times

(no+ NINTs1 + kT /2 = (ng + NI)Ts1 + 2kITs; where we have used the fact that

T T T
= . 2% =4l 30
Tsl Ts Tsl ( )

If § # 0, then the sampling instants at the MF output varies with tand needs to be tracked. This aspect

will be taken up in subsectidn IIIIC. However, the matchetéfilcoefficients are obtained #&t; and not at
F!,, since in practice’; is not known at the receiver.

The derivation of the signal at the input and the output ofrtteched filter in the presence of a frequency
offset and clock offset is too involved. We are only inteeglsin the signal at the output of the sampler. This

will be taken up in the next subsection.

B. Timing and Carrier Acquisition using the Preamble
This section is an elaboration of the first four steps listeddctior 1l). Recall that in the first step, the start
of frame and a coarse estimate of the frequency offset isiredita The demodulation is done using a local

oscillator frequency ofr/2 radians. Let
to=a+ NITy ~a+ NIT!,. (31)

We proceed by making a key observation that at the right mstahe T-spaced sampler output can be
approximated as (sincB,,(0)/Ts = 1):

T (to + kT) ~ B(KT)ed @sME+00) L 5 (tg + kT) (32)
for 0 <k < L —1 where
B(KT) = Sk, 1+ i, q (33)

where Sy, ; is defined in[(#) andy, ¢ denotes the intersymbol interference (ISl) in the quadeatum. Note

that, v« ¢ is a function of the past, current and future quadrature s¥snés given by (see Figuié 8):

2L1s1—1

Y@= D SkiLisi-1-5.Qhj (34)

j=0
where Lig; denotes the span aR,,(¢) (in symbol durations) on the either side &%,,(0) and h; denotes
coefficients of the filter having a raised-cosine frequerasponse. In the simulationg;s; was taken to be 3.

The termd(-) in (32) denotes samples of zero-mean Gaussian noise witlt@uélation [[29]
(1/2)E [01(KT) 05 (KT — mT)] = Nodx (mT) (35)

wheredk (-) is the Kronecker delta function. The approximation[inl (32lile to the presence of ISI, besides
noise. Asws andJ tend to zero, and whety is an integer multiple of’s;, the ISI approaches zero, and the

approximation becomes an equality.

Define
fin(n, k) = &1(nTH)56*(kT)
Lp—Lisi—1
h(nTh) = Y. fEi(n+iMI )
1=0

X fin(n + (i+1)MI, i +1). (36)
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Sk, 1 (current in-phase symbol)

| "j”‘—: f TS o
Rpp<t+5T/z>/oT; _ m /\ m A N /\ Ryp(t — 5T/2)/Ts
S REREiTivivivin
LIV
INLV.VIV.VA

6 5 -4 -3 2 -1 0 1 2 3 4 5 6
t/)T

Fig. 8. Procedure for obtaining;. Signal in the quadrature arm (&/7Ts) >, Sk, @ Rpp(t — kT — T'/2). From the dots at timé = 0
we gethg = 0.041, hy = —0.147, ho = 0.612, hg = 0.612, hy = —0.147 and hs = 0.041.

Since the preamble ang(t) are known;y;, ¢ and henced(kT') can be precomputed and stored at the receiver
for 0 < k < L, — Lgr using [38) and[(34).
The start of frame is detected using the following rule: dethat value oh 7", which maximizegg(nT.,)>.

Mathematically, this can be stated asl[31],/[33]./[34]:
(1 (m T * = max |G (nT)[” (37)

Note thatn,T7, is an estimate ot in the first attempt. The result of applying the detectiorerin (37) is
depicted in Figur€l9(a) and (d) for preamble lengths.gf= 250 and L,, = 500 respectively. Assuming that

d =0, to =T}, and in the absence of noise we have

' Lp—Lisi—1 R R 9
B(mTh) =1 S BET)A(G + 1)T) (38)
1=0
therefore
w3 = (1/M) arg [71(n1T,)] radians (39)

We refer to [[3V) and (39) as the “differential” correlatiomtimod of estimating the start of frame and frequency
offset.
In practice, the start of frame could be detected by comptttie following ratio for thei*” frame:

N5
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(c) Correlation, L), = 250. (f) Correlation, L, = 500.
Rmin = 39.83, Ravg = 55.63 Rpmin = 65.26, Ravg = 78.4
Fig. 9. Frame detection at 1 dB SNR for preamble lengthd. o= 250 and L,, = 500.

where< - > denotes the time-average. In the simulations, the timeageewas computed over 2048 samples
(spaced af’;), which includes the peak value. It is convenient to defiyg, and R,,in, Which are the average
and minimum values oRR; over several frames. In Figufé B,,;, and R,,, were computed over0® frames.
We could also define a threshold slightly less thanp,,. A frame could be declared as “detected’Hf exceeds

the threshold.



NORMALIZED VARIANCE OF TIMING ERROR AT AN SNRPER BIT OF1 DB FORLp =250 AND @ = = 0.

NORMALIZED VARIANCE OF TIMING ERROR AT AN SNRPER BIT OF1 DB FORL;, = 500 AND av = § = 0.

TAB

LE |

_ (a) . _ (b) _ (c)
Differential correlation| Differential correlation
1st attempt 2nd attempt Correlatio
Normalized _3 _3 _3
variance 9.7 x 10 2.7 x 10 1.5 x 10
Maximum
error 8 3 3
(samples)

TABLE Il

@ B ©
Differential correlation| Differential correlation
1st attempt 2nd attempt Correlatio
Normalized _3 _3 _4
Variance 4.3 x 10 1.3 x 10 6 x 10
Maximum
error 5 2 1
(samples)

The timing and frequency offset estimates obtained fron) é8W [39) are not very accurate whes is
large, e.g0.157 radians. This is clear from column (a) in Tablé§T] Ill fby, = 250 and[l,[IV for L, = 500.
The main reason is due to the approximation[inl (32), whicls getter asvs gets smaller. This is why we
need to estimate the timing and frequency offset for the reg:¢ione.

The normalized (with respect t@") variance of the timing error in the first attempt of the diffetial

TABLE IlI

RMS AND MAXIMUM FREQUENCY OFFSET ESTIMATION ERROR IN RADIANS ATAN SNRPER BIT OF1 DB FOR L, = 250.

RMS AND MAXIMUM FREQUENCY OFFSET ESTIMATION ERROR IN RADIANS ATAN SNRPER BIT OF1 DB FOR L, = 500.

(a) (b) (© (d)
Differential correlation| Differential correlation
1st attempt 2nd attempt ML step 1 ML step 2
RMS 0.0286 0.01255 5.91 x 10~4 1.52 x 1074
Max 0.127 0.0565 2.6 x 1073 6.75 x 10—+
TABLE IV

(a) (b) (¢ (d)
Differential correlation| Differential correlation
1st attempt 2nd attempt ML step 1 ML step 2
RMS 0.0255 8.8 x 1073 5.9 x 104 5.3 x 1075
Max 0.087 0.0429 2.8 x 1073 2.5 x 10~4
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<<7"1TS}, t0>2> . (41)

The average was computed ovéP frames. The maximum timing error in samples is given by

correlation method is given by

[ TY, — tol (42)
T4
which is taken oveil0° frames. Observe that it is necessary to&et 0 anda equal to an integer multiple of
T!, (seel(2DP)) to computé_(B1) arfd{42). In the simulatiensjas set to zero, for computing{41) andl(42). The
root mean square (rms) error in the frequency offset eséirimathe first attempt of the differential correlation

method is given by:
< (ws —@3)2 > (43)

with the average computed oved® frames. Similarly, the maximum error in the frequency dffsgtimate for

the first attempt is:
max |ws — Ws| (44)

The second attempt is initiated by first demodulatifgT?) using the local oscillator frequency ag2 + ws.
The resultant frequency offsetds; = ws —&3. Let us denote the matched filter outputia$n?, ). The effect
of applying [37) and[(39) again with, (nT",) replaced byzs(nT%,), is given in column (b) of Table§ [ ]Il
for L, = 250 and[l, [V for L, = 500. While there is a significant improvement in the timing estie) the
accuracy of the frequency offset estimate is still inadéguBor example, in Table_lV witlL, = 500, the
second attempt yields a root mean square (RMS) error equaBte 10~2 radians. WithT /T, = M = 4, the
phase change over 10 symbol9is088 x 4 x 10 = 0.352 radians, which is too fast for a phase tracking loop.
This motivates us to use the maximum likelihood (ML) methdastimatingw.

Assume that in the second attempt the outcomelof (37) wittn7?,,) replaced byz,(nT},), is naTY.;.
Observe thati»,T?, is the second estimate &f. Then (see alsd (82))

Fo(noT!) + kT) = B(kT)ed @rME+00) 4 5o (no T/ + kT). (45)

The ML rule for estimating the frequency offset can be statedollows: setvy = w; if w; maximizes

Lp—List _
> Ea(noTly + kT)F* (kT )e 1w Mk (46)
k=0

where
Wi = Wmnin T Wy
Wmin < Wi < Wmax
Wmin = w3 —0.2
Wmax = w3+0.2 47)

wherew, = 4 x 107° radians, denotes the resolution. Observe that the FFT tdmenosed in[(46), since the

search is only over a narrow portion of the digital spectranthie rangdws — 0.2, &5 + 0.2]. The reason for
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choosing 0.2 radians can be traced to the maximum estimation in column (a) of TableTll, which is equal

to 0.127 radians ovel0® frames. The maximum estimation error oué?f frames was found (from simulations)

to be 0.091 radians. Thus we find that increase in the numb&awfes by two orders of magnitude, results
in only a marginal increase in the maximum estimation efriance we expect the probability of estimation
error exceeding 0.2 radians, to be very small. We now disthessomplexity of the ML approach.

For obtaining a resolution af, = 4 x 10~° radians, the search interval of 0.4 radians must be dividex i
10* frequency bins. The complexity of the DFT is of the orderl6fL,,. With L, = 250 and L,, = 500, this
translates t@®.5 x 10% and5 x 10% operations respectively. We now propose a two-step apprmaceduce the
complexity. In the first step, we divide 0.4 radians ir#e frequency bins and the length of the DFT is taken
to be L, < L,. The resolution of the first step is thast/B; radians. Letuy, 1 denote the estimate afy in
the first step of the ML approach. In the second step, the séaterval is taken as

0.4

aboutwyr, 1, to ensure that the maximum estimation error lies withindgearch interval. This is evident from
column (c) of Table§Tll an@ 1V for the parameters given[in)(é@low. The search interval il_(#8) is divided
into B, frequency bins and the length of the DFTIis — L1, as given in[(46). The complexity of the two-step

approach is of the order af; B; + L,B>. In the simulations, we have taken

Ly = 100
B = 800
By = 200 (49)
so that the final resolution is equal to
16 x 04 _ 4 10~° radians (50)
BBy

which is identical to the single stage ML approach. With= 250 and L,, = 500, this translates td.3 x 10°
and1.8 x 10> operations respectively, which is more than an order of ritade reduction in complexity. This
is shown in Tablé" V. We emphasize that, B; and B, have not been optimized to minimize the complexity.
In fact, we can even have more than two steps for reducingahglexity. This could be a subject for future
research. In any case, let; denote the estimate aofy in the second step.

The received samplegnT?) are demodulated again using the local oscillator frequeaewl torr /2 + s +
@¢. From column (d) of TablETNl we find that the RMS estimationoerfor the ML method isl.52 x 10~ for
L, = 250. The average phase change over the preamiilé2s< 10~%x 250 x 4 = 0.152 radians. Similarly, from
column (d) of TablgIV, we obtain the average phase changetbeepreamble a5.3 x 107° x 500 x 4 = 0.106
radians. These results imply that the phase can be condittele constant over the duration of the preamble,
thereby facilitating the use of the correlation method fstireating the start of frame for the third time. This
feature (phase being constant over a large number of syjnaisis enables the use of narrowband lowpass
filters in the phase tracking loop, to average out the effe€taoise. The symbol amplitude and the noise
variance estimates (which is required for turbo decodimg)the by-products of the correlation method. These

issues are discussed next.
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TABLE V
COMPARISON OF THE COMPLEXITY OF THE SINGLESTEP AND TWO-STEPML METHOD OF ESTIMATINGw . IN BOTH CASES THE

FINAL RESOLUTION ISws = 4 X 10~% RADIANS.

ML ML
L, single step two-step
104Lyp L1By + LpB2
250 2.5 x 109 1.3 x 10°
500 5 x 106 1.8 x 10°

Let z3(nT7,) denote the samples at the matched filter output after deratiolulby 7/2 + &3 + &f. Define
~ ~ 2
fis(n, k) = da(nTl)F (T)/ |BT)|
Lp—List

Js(nTly) = Y fis(n+iMI, ). (51)
=0
The correlation method for estimating the start of frame lsarstated as:
g3 (naTi)|” = max  [ga(nT)|” (52)
wherensT?, is the third estimate of,. Observe that
Ts(nsTl + kT) = B(kT)el (r=on)ME+00) o 5o (naT! + kT)

~ B(kT)el% + o3(nsT. +kT) for0<k<L,—1 (53)

since the phase change ovey symbols due to the residual frequency offset,— ws, can be neglected and

03(-) denotes the noise term which has the property [29]:
(1/2)E [63(nT!y + kT)05(nT.y + kT — mT)] = Nodx (mT). (54)

Assuming that = 0, wy = wy andty = n3T.;, and in the absence of noise we have

Ly—List
BasTh) = o S [aen)|/ [pen)|
=0
= % (L, —List+1). (55)
Therefore
0o = arg[fs(naT!y)] - (56)

The symbol amplitude (in our case is unity) is estimated as:

R 1 A
A:7%{~ T *J"U}. 57
[ — s(nsTy e (57)
The noise variance is estimated as follows:
Lp—List

. 1 ~ —jbo i\’
P ST 2 (R kD S A)

+ (% {fg(nngl KT + T/2)e™ @o} S0 — A)2 . (58)
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Note that

‘%3(n3Ts/1 +ET+T/2) = (W.1+iS.0) ol (Wr=@p) (Mk+M/2)+60) | 3 (n3TS’1 + kT +T/2)

Q

BT +T/2)e% + t3(ngT!, + kT +T/2) for0<k<L,—-1 (59)

where~;, ; denotes the ISI in the in-phase arm. The mean and variandeecdrnplitude and noise variance
estimates are discussed in the appendix.

This completes the acquisition of the carrier frequencayisyl timing and estimation of the symbol amplitude,
carrier phase and noise variance using the preamble. In dkt subsection, we discuss the algorithms for

decision directed tracking of the carrier phase and timalgng with data detection.

C. Decision Directed Tracking of the Timing and Carrier Phase

©) nTy,

(b) nTs1

@ kKT/2

0 10 20 30 40 50 60 70 80 90 100

Fig. 10. (a) Offset QPSK symbols occur at times /2. (b) Samples taken at an interval 8f; = 7'/4. Observe that the in-phase and
quadrature symbols are obtained at times 0 and 2-mod 4 taghec(c) Samples taken at an interval 8{; = 0.87%1. The receiver
does not knowI”,;, and it assumes that its sampling period/is = T'/4, that is, 4 samples per symbol. However, now the 1st in-phase
symbol is obtained at time 0-mod 4, the 1st quadrature syrmabtime 2-mod 4, the 2nd in-phase symbol at time 1-mod 4 andnso o
Therefore, the sampling instant changes mod-4. In any case, that the symbols are obtained at times approximatalale £7'/2,
independent of the sampling interval.

Based on[(13), the sampling interval at the matched filtepuwiuis:
T, =1/F, =T (1525 x 1076 2 Ty +¢. (60)
Since
nT! =nTs + ne (61)
a sample is gained or lost (in other words, the sampling imsthanges) at the matched filter output when
ne > Tq

=n > 109/(25) samples (62)

The term “sampling instant” refers to the time when a symbBaleicovered at the matched filter output. This

is illustrated in Figuré_10(c) fo&’ = —0.27,;. In a more realistic situation whede= 25 ppm, we get

n > 20000 samples= 20000/(MI) symbols= 1250 symbols (63)
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for M = I = 4. Thus, a sample is gained or lost (the sampling instant-mbdhdnges) every 1250 symbols
(recall that there are nominally/ I samples per symbol at the matched filter output). Since tbamble length
is only L, = 250 or L, = 500, there is no change in the sampling instant during the préantherefore,
there is no need to track the timing during the preamble. I&itgj there is no need to track the carrier phase
during the preamble, since the residual frequency oftsgt- w; is small enough, such that the carrier phase
can be considered to be nearly constant (refer to columnf(@ldedTIl,[1V and [53),[(59)). However, the data
portion Ly is much larger tharL, (in our case ten times), hence both timing and carrier nedeettracked.
This is the subject of this subsection.

Let

tl = t() —+ LpT ~ ngTsl —+ LPT ~ ngTsll + LpT (64)

wheret, is defined in[(3l1) andi377, is defined in[(BR). Then, the first (in-phase) data symbol imiakd at

time ¢,. Let
Wy = Wf — Wy. (65)
The output of the sampler can be expressed as:
I3(to + kT/2) = B(kT/2)e O K172 4 Ga(tg + kT/2)  for0 <k <2(L,+ Lg) — 1 (66)

where it is understood that the in-phase and quadratureaigrabe detected whéhnis even and odd respectively

and
0(kT/2) = w.MEk/2+ 6, for0 <k <2(L,+ Lq) — 1. (67)

The data-aided phase tracking loop operates at symbo(#ate2!) as follows [31]:

Z(ty+1T) = &3t +1T) (B(LpT + lT))* / ’B(LPT +1T) ’
Zavg(t1 H1T) = peZavg(tr + (1 = 1)T) + (1 — pc)2(ts +1T)
O(IT) = arglZag(ts +1T)]  for —Ligr+1 <1< Lg—1 (68)

where(-) is the estimate ofi(-). The parametep, was taken to be 0.97 fdk, = 250 and 0.98 forL,, = 500.
Note thatd(IT) in (€8) is computed in the rangé, 2x), hence there is no phase ambiguity.
Observe that,.(-) in (€8) is computed recursively. Its initial value is set ®ra at the beginning of the

preamble. During the preamble, it is recursively computeslyabol-rate as follows:

Hto +1T) = F5(to +1T) (B(zT))* / }B(mf
zavg(t() + ZT) = pczavg(t() + (l — 1)T) + (1 — pc)é(to + lT) foro0<i< Lp — List

O(IT) = arg|Zave(T)] for I =L, — Ligr. (69)

After the preamblez,..(-) is used in[(EB).
Finally, the QPSK symbols at time= [ + Lig; are estimated as follows (note tr‘[ﬁ(t-) in (€8) is a function

of Lis; — 1 future symbols, as given in_(B4) and Figlule 8, hence we asshaighese symbols have already
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been estimated):

Si1 = sgn {?R {jg(tl + Z‘T)eﬂ'é(lT)H
Siq = segn {% {5:3(1?1 +iT +T/2)e™ é(lT)H for0<i<Ly—1 (70)

wheresgn [-] denotes the signum function.

Similarly the algorithm which tracks the timing, operatésymbol-rate, and is initiated during the preamble.
This algorithm tracks the autocorrelation pe#k,,(0), which may lie in-between consecutive samples®f; .
We denote the sampling instant for obtaining the in-phase gfaa symbol ad7" (see Figuré_10(c)). Define
for0<I<L,-1

w(IT +iTy) = R {ig(to FIT 40T e 90} Si;  for—2<i<2 (71)

wherei = 0 denotes the “middle” sample (the correct sampling instant) 0 denotes the “early” samples and

i > 0 denotes the “late” samples. Compute oK [ < L, — 1
Uaeg (1T +0T!}) = prttayg((1 — DT +iT!) + (1 — p)u(IT +4T2,)  for —2<i<2.  (72)
The initial value ofu,,s(-) is set to zero. FoL, <! < L, + Ls — 1 we have
w(IT +iT'}) = R {5;3@0 ST+ iTs’l)e_jé((l_LISI)T)} Si;  for—2<i<2 (73)

WhereS‘l_rl obtained from[(7D). Note that the averaging[inl(72) is donesthice the effects of noise and ISI.

Uavg (IT — 2T7,) o« o o Uavg (IT + 277, )

Fig. 11. The array elements are labeleg,; (I + i¢T7,) —2 <1 < 2.

As mentioned earlier, timing is not tracked during the prbkmit is only acquired. Tracking is done during
the data part as given below. We assume that the values,gflT' + iT,) are stored in an array as shown in
Figure[11.

1) For the current sampling instant!T’, for L, <1 < L, + Ly — 1, find the maximum ofuay, (1T + ¢T7};)
for -1 < <1 (not -2 < i < 2), since we expect the sampling instant to change by only angpke
at a time.

2) If wayg(IT +4T7,) is maximum, set =4, for -1 <: <1

3) Obtain the quadrature symbol at tii€ + MIT., /2 ~ T + T'/2 (after M 1/2 samples)

4) Do the following:

a) If ¢ =1, left-shift the contents of the array by one place and il (1T + 277,) = 0.
b) Else ifc = —1, right-shift the contents of the array by one place andahité w.y, ({7 —277;) = 0.

5) The next in-phase symbol is obtained at titie+ MIT., + ¢T., ~ (k+ 1)T (after M1 + ¢ samples)

6) Resetc =0 and go back to step (1) with=1+1

Finally, the noisy symbols are obtained from](70) with thensim function removed, and fed to the BCJR

algorithm [29] for turbo decoding. The details of the BCJIRjaaithm will not be discussed here. Having
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presented the various receiver algorithms, it becomesssapgto discuss the receiver complexity. This is done

in the next subsection.

D. Receiver Complexity

We begin by discussing the complexity of demodulation antched filtering. Recall that this operation has
to be done thrice. However the first two times, demodulatieeds to be done only over the preamble. During
the third attempt, demodulation needs to be done over themiske and the data. The length of the matched
filter is 97 samples (taken at a sampling frequencygf), the interpolation factod = 4 and the number of
samples per symbol at the input of the receiver is nominally= 4. Hence the number of samples per symbol
at the matched filter output is nominally I = 16. For obtaining each complex output sam#&/4) x 2 ~ 48
real multiplications and 48 real additions are requireder€fore for obtaining all the samples corresponding
to the preamble48 x 3 x L,M I real multiplications and the same number of real additiaesraquired for
the three demodulation steps. During the third step, theptexity of demodulating the data 8 x Ly x 5
real multiplications and the same number of additions,esimily five samples per symbol are computed (see
subsectiof TI-C). We assume that the sine and cosine dpesadre performed using a table lookup. Next, we
look into the complexity of the differential correlation thed.

For computingu, in (38), one complex multiplication is involved. Therefpfer computingg; (nTs1) in
(36), approximatel L,, complex multiplications and.,, complex additions are involved. Note that until a burst
is detected, the only operations performed by the receikedamodulation and differential correlation. The
correlation method, used to detect the start of frame fottiird time requires.,, complex multiplications and
the same number of complex additions. The complexity of thervethod of frequency offset estimation has

been discussed in subsectlonTll-B. The complexity of tudecoding can be found in [29].
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Fig. 12. BER performance fok, = 250.
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Fig. 13. BER performance fok, = 500.

IV. SIMULATION RESULTS

In the simulationsp(t) was taken to be the pulse having the root-raised cosinerspeatith a roll-off of
0.4 and truncated t& + 1 = 25 samples. The paramet&y/T; = M = 4 samples per symbol and interpolation
factor I = 4. FurtherL, = 250, 500, Ly = 10* and L, = 12 QPSK symbols. Simulations were carried out
over 10° frames (total of10° data bits). The frequency offset; = 0.157 (refer to the sentence aftdr {17)).
We assume that is uniformly distributed in[0, T") in the BER simulations. The clock error in the transmitter

and receiver i$ = 25 ppm, so that the resulting offset 2 = 50 ppm. The SNR per bit is defined as [29]:
Ey/No = 101logy, (|Sk|*/(2N0)) - (74)

Finally, the BER results are presented in Figdres 12[and 13 fo= 250 and L,, = 500 respectively. For
L, = 250, p. = 0.97 and p, = 0.995 were found to be optimum. Similarly fok, = 500, p. = 0.98 and
p+ = 0.995 were found to be optimum. The performance loss at a BER)of is about 1.5 dB forl,, = 250.
However, the performance loss is only about 0.5 dBigr= 500, for the same BER. Fok, = 500 the BER

is less thanl0~? for an SNR per bit of 3 dB. Hence there is no error floor.

V. CONCLUSIONS ANDFUTURE WORK

In this work, we have presented discrete-time algorithmissfmchronization and detection of bursty offset
QPSK signals. These algorithms can be readily implemented BDSP processor. The simulation parameters
chosen in this paper may not be optimum in the sense of regiubi@a computational complexity without
compromising the BER performance. We have also shown vialations that the acquisition time for a burst

is equal to the preamble length. Future work could be in thectibn of receiver design for fading channels.



APPENDIX
A. Mean and Variance of the Amplitude and Noise Variance Estimates

Assuming that, = n3Ts1, 6y = 6y in (57), the mean and variance dfis

E [A} - A=1
. 2 1 s _ —i00 3
E [(A—l) ] = TIai” kzzo W%{v3(n3Tsl+kT)e 3 (kT)}
No brclise

_ 2 - 2
(Lp = List +1)* =5 ‘ﬂ(kT)‘
where we have made use 6f154) and the following relatibnk [29

5() 2 vs () +ivsol)

Elvs, 1(nTs1)vs, o(mTs1)] = 0 for all m andn.

24

(75)

(76)

The rms error in the estimate of is the square root of the variance computed[in (75). The #ieat and

simulated rms error in the amplitude estimate is shown inel&

TABLE VI
THE RMS ERROR IN THE AMPLITUDE ESTIMATES AT ANSNRPER BIT OF1 DB.

Ly Theoretical Simulated
250 0.04724 0.04723
500 0.033237 0.033231

Assuming thaty = n3T.1, 6y = 6y and A = A = 1 in (58), the mean value of? is

Lp—List
A 1 v 7.0 2
B = Gprmrn & FlO{mnda e s

+ (S {Bs(neToa + KT +T/2)e7%} 51, 0)’

= Ny (77)
where
Sir=5io=1 (78)
In order to find out the variance of the estimate/af define:
Ve = R{3(nsTe1 +kT)e 1%} S, for0<k<L,— Lig
Ykt Ly— Ligi+1 S{o3(nsTor + kT +T/2)e 1%} S, g for0<k <L, — Lig
Ly 2(Lp — List + 1). (79)
Then
g 1 Li—1 ,
o' =1 > Wi (80)

k=0



Note thaty, and; are uncorrelated, and being Gaussian, are also indepertkmte

Ny for k=1
0 fork #i.

E [ri] =

The variance of the estimate of; is given by:

| L 2
sfo-m] = x|(7 50t m)
k=0
Li1—1L;—-1

= > > El(®R - No) (vF - No)]

k=0 =0
L,—-1

- 72 elei-w]

The normalized variance of the estimate/d§ can be defined as:

L ls2 2] _ 2No
FOE[(U —NO)}_ o

25

(81)

(82)

(83)

The normalized rms error in the estimate/d§ is the square root of the normalized variance computeldih (83

The theoretical and simulated rms error in the noise vaeastimate is shown in Tahle VII.

TABLE VI

THE NORMALIZED RMS ERROR IN THE NOISE VARIANCE ESTIMATES AT ANSNRPER BIT OF1 DB.

Ly Theoretical Simulated
250 0.05659 0.0566385
500 0.039937 0.039868

B. The BCJR Algorithm [29]

The turbo decoder is shown in Figure] 14. Assuming a codeeafat¢3 and a framesize of,, the output of

the demultiplexer is:

Tol,m = Sbl,m + Wsi,m
Tel,m = Scl,m + Wel, m
Te2,m ScQ,m + We2, m

Tv2,m = T2, 7(n) = Tbl,n = T'b1,7—1(m) for 0 < m,n<L—1

(84)
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L J »| Decoder 1
g Fi gy F1p—
F, s FQ’ k= (extrinsic info)
(a priori) Y
From
» Demux -1
channel m &
Fy w0 Fo,m(i)—
T (extrinsic info) By, w0 F1 (i) -
(a priori)
[\ | Decoder 2 |

Y

Fig. 14. The turbo decoder.

wherewy:, m, Wei,m and w2 ,, are samples of zero-mean AWGN with variancg. Note that all quantities

in (B4) are real-valued. Define

T
rl:[ﬁﬂ,o .eo Tp1,L—1 Tel,0 .- Tc1,L71} . (85)

In the above equationy,, ; andr.q,; respectively denote the received samples correspondititgetancoded

symbol and the parity symbol emanating from the first encoaketime k. Similarly

ry = { Tv2,0 --- TH2,L—1 Te2,0 --- Te2,L-1 } . (86)
The BCJR algorithm for turbo decoding has the following comgnts:
1) The forward recursion
2) The backward recursion
3) The computation of the extrinsic information and the fiaglosteriori probabilities.

Let . denote the number of states in the encoder trellis. £gtdenote the set of states that diverge from

staten. For example
Z0 =10, 3} (87)
implies that states 0 and 3 can be reached from state 0. 8imlkt ¢,, denote the set of states that converge
to staten. Let «; ,, denote the forward SOP at timig0 < i < L — 2) at staten (0 <n <. —1).
Then the forward SOP for decoder 1 can be recursively cordpagefollows (forward recursion):

!
Ay = D QimVsys iomon V1 par i m,n P (Sbi m.n)
meEEn

1 for0<n<¥ -1

Qo n

S —1
Qit1,n = O/iJrl,n/ (Z a;Jrl,n) (88)
n=0

where

P(Spiimn) =4 T Dok (89)
Ey oo 0if Spimn=-—1
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denotes the priori probability of the systematic bit corresponding to the $itian from statem to staten, at
decoder 1 at timé obtained from the"? decoder at timé after deinterleaving (that is,= 7—!(I) for some
0<I<L-1,1+#1%)and

('rbl,i - Sb,m,n)2
Y1,sys,i,m,n — €XP |— 20_3)
(rcl,i - Sc, m,n)2
Y1, par,i,m,n — €XP |— 202 . (90)
w

The termsS;, ,,,,» € £1 andS. ., € £1 denote the uncoded symbol and the parity symbol respegtikiat
are associated with the transition from staieto staten. The normalization step in the last equation [of] (88)
is done to prevent numerical instabilitieés [35].

Similarly, let ; ,, denote the backward SOP at timé¢l < i < L — 1) at staten (0 < n <. —1). Then
the recursion for the backward SOP (backward recursiongebder 1 can be written as:

/
Bi,n = § ﬁi-l—l,m’yl,sys,i,n, m’yl,par,i,n,mP (Sb7 i,n,m)
meDy,

1 for0<n< ¥ -1

S —1
B (Z ﬁ{-,n> : (91)
n=0

Once again, the normalization step in the last equatiob &f ¥ done to prevent numerical instabilities.

BL,n

Bi, n

Let p*(n) denote the state that is reached from statwhen the input symbol is-1. Similarly let p~(n)

denote the state that can be reached from statéhen the input symbol is-1. Then

-1

Gl,norm,k-i— = Z Ak, nV1, par, k, n, p*(n)ﬁk-i—l,p*(n)
n=0
S —1

Gl, norm, k— = Z Xk, nY1, par, k,n, p~ (n)/BkJrl7 p—(n)- (92)
n=0

Now
Fl, k+ Gl, norm, kJr/(Gl, norm, k+ + Gl, norm, kf)
Fl,k— = Gl,norm,k—/(Gl,norm,k-‘r + Gl,norm,k—)- (93)

Equations[(88)[(30)[{91). (92) arld {93) constitute the MA&ursions for the first decoder. The MAP recursions
for the second decoder are similar.
After several iterations, the final decision regarding M information bit obtained at the output of thé

decoder is computed as:

S —1
P (Sbl7 k= +1|I‘1) = Z Ok, nV1, par, k, n, pt(n) V1, sys, k, n, p+(n)F127 k+ ﬂkJrl, pt(n)
n=0
o1,k — 1)2
= P g+ Fo ptexp *%
20,
F—1
P (Sbl,k = —1|I’1) = Z ak,n’)/l,par,k,n,p*(n)’)/l,sys,k,n,p*(n)FQ,k— 6k+1,p*(n)
n=0

(94)

1 2
= F1g—Fo p—exp <(”)1’€7+))

2
2 Ow
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where againf, ;. and F» ,_ denote thea priori probabilities obtained at the output of ta&? decoder (after

deinterleaving) in the previous iteration.

We have so far discussed the BCJR algorithm for a t@8encoder. In the case of a rat¢2 encoder, the

following changes need to be incorporated in the BCJR dlgoriwe assume that ; is not transmitted for

i =2k andc,, ; is not transmitted fog = 2k + 1):

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

El

[20]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

2
exp [_(Tcl,z's;c,m,n) :| f0r222]{;—|—1
Y1, par,i,m,n 20’w
1 for i = 2k
2
exp |: (Tc2,z — SQc,m,n) :| for i = 9%k
72,par,i,m,n = 20’w (95)
1 for i = 2k + 1.
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