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Abstract

Automatic segmentation of the liver from CT images is a very challenging

task because the shape of the liver in the abdominal cavity varies from per-

son to person and it also often fits closely with other organs.In recent years,

with the continuous development of deep learning and the proposal of CNN,

the neural network-based segmentation models have shown good performance

in the field of image segmentation.Among the many network models, U-Net

stands out in the task of medical image segmentation.In this paper, we pro-

pose a segmentation network MSAA-Net combining multi-scale features and

an improved attention-aware U-Net.We extracted features of different scales

on a single feature layer and performed attention perception in the channel

dimension.We demonstrate that this architecture improves the performance of

U-Net while significantly reducing computational costs.To address the prob-

lem that U-Net’s skip connection is difficult to optimize for merging objects

of different sizes, we designed a multi-scale attention gate structure (MAG),

which allows the model to automatically learn to focus on targets of different

sizes. In addition, MAG can be extended to all structures which contain skip

connections, such as U-Net and FCN variants.Our structure was evaluated on

the 3Dircadb dataset, and the method obtained a 98.29% Dice coefficient for

the liver segmentation task, with a model parametric number only equivalent

to 38.4% of Attention U-Net. The experimental results show that MSAA-Net

achieves the highest segmentation accuracy while saving arithmetic power.

1
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1 Introduction

According to the Global Burden of Cancer Status Report (GLOBOCAN), liver cancer

is one of the most common cancers, and its incidence and mortality rates are increas-

ing worldwide[1].Computed tomography (CT) is one of the main tools currently used

to detect liver cancer.Segmenting areas of the liver from high-resolution CT images

of the abdomen is the first step in treating liver cancer, but this task is too dependent

on the experience of the physician and is very energy consuming.With the continu-

ous development of computer technology, the automatic detection and segmentation

of liver has become an important research direction in the field of medical image seg-

mentation.Different structures in CT images have the characteristics of uneven gray

scale and similar gray scale, which makes the task of accurately segmenting the liver

area from the image of multiple organs combined together is challenging.

The methods of liver CT image segmentation can be divided into three cat-

egories: manual segmentation, semi-automatic segmentation, and fully automatic

self-segmentation[2].Manual segmentation relies entirely on the experience of spe-

cialists and physicians.There are dozens to hundreds of CT images of a patient, all of

which need to be manually outlined, which is a tedious and very energy-consuming

task, and the segmentation results are affected by the subjective experience of the

doctor.Semi-automatic segmentation methods rely on less manual effort, but still

require manual annotation of some regions, such as region growth and graph cut

methods. Fully automatic segmentation methods can segment the liver without man-

ual intervention at all, which is a significant labor saving, and thus fully automatic

segmentation methods have become the primary choice for liver image segmentation

work.The fully automatic segmentation method of liver based on deep learning is

the most hotly researched segmentation method at present.The most commonly used

neural network models in the field of medical image segmentation are some variants

of U-Net [3] and FCN [4].For example, Cicek et al [5] proposed a 3D U-Net net-

work that could be used for automatic segmentation of the liver, and they extended

the architecture of the U-Net to replace all 2D operations by corresponding 3D oper-

ations.Also, they labeled only some of the slices in the volume to be segmented to

train the model and used it for the segmentation task of the whole volume.Fang et

al [6] extracted a U-Net network with multi-scale information combination for liver

image segmentation, they used a pyramid structure for feature extraction at different

scales, performed equal depth convolution (EDC) on the pyramid feature extrac-

tion network to analyze the output, and later combined the analyzed output with

multi-scale input information to mitigate the semantic divide of U-Net skip connec-

tions.Christ et al [7] proposed a cascaded fully convolutional neural network (CFCN)

for automatic segmentation of liver CT and MRI, which uses two FCNs for liver and

tumor segmentation, respectively, with tumor training based on liver segmentation,
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and this approach was experimentally shown to increase the effectiveness of tumor

segmentation.

Skip connections allow the combination of low-level semantic information from

the encoding path and high-level semantics from the decoding path, and many mod-

els achieve multi-scale feature fusion in this way.Researchers often use multi-level

CNNs to cascade the extracted features when the task region appears to be widely

different in shape and size.Although these variants including the encoder-decoder

structure have the most advanced performance, this approach will lead to an increase

in the amount of calculation and redundancy of model parameters.For example, most

of the variants with U-Net based on a single feature layer will repeatedly extract

semantic information at similar scales. As the network structure deepens, the train-

ing difficulty of the model increases. To address these problems, we introduce the

bottleneck Res2Net[8] to enhance the multiscale capability of U-Net and reduce the

number of parameters of the model, and use the The SE[9] module is used to enhance

the network learning capability. In addition, We also design a multi-scale attentional

gate structure (MAG) to increase the weight of target regions while suppressing

background regions.

The contributions of this study are as follows:

• We propose a MSAA-Net based on U-Net, which combines the attention mecha-

nism and a more granular level multi-scale feature fusion.
• We design an attention gate (MAG) combining multi-scale feature fusion, spatial

attention mechanism, and channel attention mechanism to optimize skip connec-

tion. MAG can increase the weight of target regions while suppressing irrelevant

background regions.MAG can theoretically be used in other structures with skip

connections.
• We apply the SE-block to all modules, which improves the learning capability of

the network.
• We conducted extensive comparison experiments on the 3Dircadb dataset, and the

results show that MSAA-Net achieves the best performance on the segmentation

task of the liver with a much reduced number of parameters compared to similar

attention networks.

2 Related Work

In this section, we review the results of fully automated segmentation of medical

images based on fully convolutional neural networks in recent years.

With the continuous updating and development of hardware technology, deep

learning algorithms have flooded into the medical imaging field, and many excellent

algorithms based on deep Many excellent algorithms based on deep learning have

been proposed and continuously improved.In the past few years, deep learning algo-

rithms based on convolutional neural networks (CNNs) have been widely used in

image processing due to their powerful nonlinear feature extraction and data process-

ing capabilities.Alex et al. [10] designed and trained a large deep convolutional neural

network, Alexnet, which won the first place in the ILSVRC-2012 competition, scor-

ing much higher than the second place, which created a great impact to the academic
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community at that time.Karen et al. [11] explored the relationship between depth and

performance of convolutional neural networks and successfully constructed a 16- to

19-layer convolutional network (VGGNet) by stacking small convolutional kernels

and maximum pooling operations several times.They found that the effect of two

convolutional superpositions of size 3 is equivalent to a convolutional operation of

size 5, and the effect of three convolutional superpositions of size 3 is equivalent

to a convolutional operation of size 7.VGGNet is a landmark innovation in image

processing and is still used by many advanced models to extract image features

until now.GoogLeNet [12] was proposed in 2014 by Szegedy et al. They argued that

improving the performance of the network requires increasing the depth and width of

the network, but this results in large computational effort and overfitting problems.

To solve these problems, GoogLeNet transforms convolution and full connectivity

into sparse connectivity and improves the computational performance with dense

matrices.Long et al. [4] defined a skip structured network (FCN), which combines

deep and shallow semantic information to produce accurate and detailed segmenta-

tion. This structure implements end-to-end segmentation, where an input image of

a certain size will result in a segmentation map of the same size. Ronneberger et al

.[3] proposed an FCN-based U-Net architecture for encoder-to-decoder mapping via

skip connections between feature maps of the same size. This network structure is

the most classical in the field of biomedical images and many excellent models use

it as a backbone network.Milletari et al.[13] proposed V-Net by extending the U-Net

structure to 3D volumes, and they used random nonlinear variations and histogram

matching to extend the data.The experiments demonstrate the good performance of

V-Net in medical image processing and greatly reduce the computing time.Wang et

al. [14] proposed the No-local U-Net, which reduces the downsampling multiplier

of the U-Net, changes the skip connection, and reduces the model parameters. In

addition, They embedded a global aggregation module at the bottom of the U-Net to

achieve global information fusion of advanced features.With the continuous develop-

ment of image segmentation models, researchers have found that for the problem of

different attention to important and non-important regions of an image, adding atten-

tion mechanisms to the model of semantic segmentation can improve the network

performance very well.Oktay et al. [15] proposed Attention U-Net by combining the

attention mechanism with U-Net for the first time and applied it to the segmenta-

tion task of the pancreas.Attention U-Net adds an attention gate (AG) at each skip

connection of the U-Net network. The AG is the union of the next layer of the skip

connection (a higher level feature layer) and the encoder feature layer of the cur-

rent layer, and after partial mathematical operation makes these two layers interact

to generate a weight matrix, which is multiplied by a single pixel of the current fea-

ture layer before the skip connection, and the individual pixel weights of each feature

layer are trained after back propagation, thus achieving different weights for different

regions of the image.Zhou et al [16] proposed a model UNet++ based on the struc-

ture of U-Net integrated according to different depths of U-Net.UNet++ can learn

the best depth for the current task through u-net networks with different depths.They

improved skip connectivity by interconnecting multiple feature layers at the same

scale, which coincides with the dense connectivity structure.
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Although attentional mechanisms have been widely used in medical image pro-

cessing, few models combine different kinds of attention mechanisms.U-Net uses

skip connections to fuse multi-scale information, but this structure has the disadvan-

tage of generating semantic conflicts.In addition, researchers have designed models

with progressively more complex structures and larger numbers of parameters in

order to pursue segmentation accuracy, while work on optimizing and streamlining

network models is less common.

Fig. 1 The proposed MSAA-Net for fine segmentation of the liver. The input is a 512 × 512 three-

channel image, and the number of channels is converted to 64 by 3 × 3 convolution, which is output to

the Res2Net+SE module, and the final segmentation result map is output by the encoder and decoder.It is

important to note that all feature extraction is done by the Res2Net+SE module and the skip connections

are optimized using MAG.

(a) A feature layer (b) Bottleneck block (c) Res2Net module

Fig. 2 (a) is a feature extraction layer of the conventional U-Net, consisting of two 3 × 3 convolutions

followed by batch normalization (BN ) and RELU activation. (b) and(c)can be used to replace (a).
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Fig. 3 Details of the MSAA-Net encoder layer 3 are shown. After two feature extractions, the size of

the feature map is 128×128 and the number of channels is 256. The Res2Net module obtains multi-scale

information and then recalibrates the channels through the SE module to output feature maps with the same

specifications.

3 Methodology

This chapter describes in detail the architecture of MSAA-Net.The MSAA-Net is

based on the U-Net backbone architecture using the Res2Net bottleneck module and

the SE module for multi-scale information fusion and feature recalibration of individ-

ual feature layers.This structure improves the learning efficiency of the network and

reduces the model parameters.In addition, we improve skip connections using MAG,

which integrates the attention mechanism in the channel dimension and the attention

mechanism in the spatial dimension.

3.1 MSAA-Net

The U-shaped architecture has been widely used in medical image processing tasks,

and its skip-connected structure, which incorporates shallow information and high-

level features, has good stability.The structure of MSAA-Net is shown in Figure

1.MSAA-Net can be divided into encoding stage and decoding stage.In the encoder,

MSAA-Net uses five feature layers to extract image feature information, but unlike
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U-Net where two 3×3 convolutions are repeatedly applied to each layer, MSAA-Net

uses the bottleneck structure of Res2Net and the SE module to extract the semantic

information of each layer as shown in Figure 3.When one layer of feature extraction

is completed, MSAA-Net will use max-pooling with a step size of 2 to compress

the feature map and increase the number of channels with a 1 × 1 convolution, and

the next layer will continue to extract semantic information in the same way.Similar

to the encoder, the decoder uses the same Res2Net+SE feature extraction approach,

but the MSAA-Net is optimized using multiscale attention gates in the skip connec-

tions.MAG can effectively mitigate semantic conflicts in skip connections, allowing

the network to focus on regions of interest and suppress irrelevant background

regions.MSAA-Net acquires a 512×512 three-channel image as input and outputs a

segmented image of the same size.With the SE module and MAG, MSAA-Net has a

more accurate segmentation effect.

Table 1 shows the detailed structure of the proposed MSAA-Net, which includes

the layering of the network, the structure of each layer, the activation function,

the size of the convolution kernel, the size of the feature map, and the number of

channels.

3.2 Res2Net

The bottleneck structure shown in Figure 2(b) is the underlying structure of many

advanced network models[17].Res2Net improves on the bottleneck module, replac-

ing a set of 3×3 filters with multiple sets of smaller 3×3 filters and a connection

similar to the residual learning framework is made. This allows Res2Net to retain the

similar functionality of the bottleneck module while gaining enhanced multi-scale

feature fusion capabilities.

Figure 2(c) shows the detailed structure of the Res2Net module. After the 1×1

convolution operation, the Res2Net module divides equally the obtained feature map

by number of channels,each partitioned subset is denoted by xi,i ϵ {1, 2, ..., s},s

denotes the number of blocks. Each xi has the same size and the same number of

channels. All xi except x1 need to go through different 3× 3 convolution operations.

Using Ki to denote the i-th set of convolution operations, and yi denotes the output of

the corresponding xi. yi (i > 2) is calculated from ki(xi + y(i−1)).yi and the output

out can be expressed as:

yi =







xi i = 1
Ki (xi) i = 2
Ki (xi + yi−1) 2 < i ≤ s

(1)

out =

s
∑

i=1

yi (2)

Here
∑

represents the cumulative stitching operation of all chunks for the channel

dimension.

Note that the feature maps processed by K(i+1) () are obtained by stitching

Ki(xi) and x(i+1), so they have a larger sense of receptive field, the output result
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Table 1 Details of operations performed, settings of layers in each encoding and decoding stage of the

proposed network.

Stages Encoder Path
Output

Shape
Decoder Path

Output

Shape

Input
512× 512

×3
Conv2d

(1× 1)
512× 512

×2

1

[Conv2d
(3× 3)+

BN +ReLU ]×2
Res2Net[64,

scaling=4]

+BN +ReLU

SE[
avgpool(64)
+Linear(64,

4) +ReLU

+Linear(4, 64)
+Sigmoid]

512× 512
×64

[Conv2d
(1× 1)+

BN +ReLU ]×2
Res2Net[64,

scaling=4]

+BN +ReLU

SE[
avgpool(64)
+Linear(64,

4) +ReLU

+Linear(4, 64)
+Sigmoid]

512× 512
×64

2

Conv2d
(1× 1)

Res2Net[128,

scaling=4]

+BN +ReLU

SE[
avgpool(128)
+Linear(128,

8) +ReLU

+Linear(8, 128)
+Sigmoid]

256× 256
×128

Conv2d
(1× 1)

Res2Net[128,

scaling=4]

+BN +ReLU

SE[
avgpool(128)
+Linear(128,

8) +ReLU

+Linear(8, 128)
+Sigmoid]

256× 256
×128

3

Conv2d
(1× 1)

Res2Net[256,

scaling=4]

+BN +ReLU

SE[
avgpool(256)
+Linear(256,

16) +ReLU

+Linear(16, 256)
+Sigmoid]

128× 128
×256

Conv2d
(1× 1)

Res2Net[256,

scaling=4]

+BN +ReLU

SE[
avgpool(256)
+Linear(256,

16) +ReLU

+Linear(16, 256)
+Sigmoid]

128× 128
×256

out contains scale information of different sizes. This splitting and then multi-scale

fusion process is beneficial to extract global and local information.
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Stages Encoder Path
Output

Shape
Decoder Path

Output

Shape

4

Conv2d
(1× 1)

Res2Net[512,

scaling=4]

+BN +ReLU

SE[
avgpool(512)
+Linear(512,

32) +ReLU

+Linear(32, 512)
+Sigmoid]

64× 64
×512

Conv2d
(1× 1)

Res2Net[512,

scaling=4]

+BN +ReLU

SE[
avgpool(512)
+Linear(512,

32) +ReLU

+Linear(32, 512)
+Sigmoid]

64× 64
×512

5

Conv2d
(1× 1)

Res2Net[1024,

scaling=4]

+BN +ReLU

SE[
avgpool(1024)
+Linear(1024,

64) +ReLU

+Linear(64, 1024)
+Sigmoid]

32× 32
×1024

3.3 Squeeze-and-Excitation Blocks

Squeeze-and-Excitation (SE) Blocks were proposed by Hu et al [9] and are referred

to as channel attention mechanisms in some papers [18][19][20].The SE module

recalibrates the channel response by displaying the interdependencies between the

modeled channels. In brief, the SE module can update the importance of each chan-

nel by learning, strengthening the weights of channels that are of interest to the task

and suppressing channels that are less relevant to the task. We introduce the SE

Blocks into all modules, which will cost a small amount of computation to improve

the segmentation accuracy. In addition, we try to integrate it with the spatial attention

mechanism to produce a more efficient gating device for optimizing skip connec-

tions. Figure 3 shows the structure of the Res2Net and SE Block, which is inspired

by Ms-UNet [21].

3.4 MAG

Attentional mechanisms originated from the study of vision in humans.In medical

image segmentation tasks, attention mechanisms can enhance the weights of seg-

mentation locations to suppress task-irrelevant background regions. We designed
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the MAG by combining the channel attention mechanism and the spatial attention

mechanism. The proposed structure is shown in Figure 4. MAG processes the fea-

ture map x1 used for the skip connections to obtain the optimized feature map

xoutput2,xoutput2 with the decoder part of the feature map for channel splicing,

and then downscaled into Res2Net+SE module by 1×1 convolution to complete

multi-scale information fusion[22][23][24]. Since only the features are scaled, MAG

spends a small amount of computation to significantly optimize the skip connections.

A feature map x1 ∈ RH×W×C with an intermediate layer and a feature map

x2 ∈ R
H

2
×

W

2
×2C containing higher level semantic information are given as inputs.

High-level features x2 resolution is smaller and needs to be up-sampled before sub-

sequent operations can be performed.x2 is up-sampled to get x
′

2 ∈ RH×W×2C , x
′

2

and x1 have the same size, and the number of channels of x1 and x
′

2 are unified by

1 × 1 convolution, and then summed to g1 ∈ RH×W×Fint after batch normaliza-

tion (BN ). x1 obtains g1 after collecting semantic information on a coarser scale.

After the activation of g1 by the nonlinear activation function (ReLU ), and then the

1×1 convolutional compression channel, we get σ1 ∈ RH×W×1. σ1 is activated by

Sigmoid to find the 2D spatial attention coefficient α1. The essence of α1 is a weight

matrix that It has the same size as x1. Therefore, x1

⊗

α1 achieves spatial attention

discovery and outputs xoutput1.

Unlike the structure of Su et al [20], the MAG channel attention was found to

be generated by the extrusion and activation of x1, which is a more concise struc-

ture. Since xoutput1 is optimized for x1 spatial weights, optimizing channels on the

basis of xoutput1 only requires squeezing and activation of x1. As shown in Figure

4, the average global pooling is used for x1 to obtain x
′

1 ∈ R1×1×C , x
′

1 by two fully

connected layers to achieve auto-calibrationto obtain σ2 ∈ R1×1×C .σ2. σ2 is acti-

vated by Sigmoid to obtain the 1D channel attention factor α2 The essence of α2 is

a weight vector, which is equal to the channel of x1. xoutput1

⊗

α2 implements the

channel attention discovery and outputs xoutput2.

Figure 5 shows the mathematical process of MAG, W is the convolution kernel

weight,S denotes the Sigmoid function, b represents the bias term, and the whole

attention process can be summarized as as:

x
′

2 = Fup (x2) (3)

g1 = Fsum

(

W1(x1) + b1,W2(x
′

2) + b2

)

(4)

g
′

1 = Relu (g1) (5)

σ1 = W3(g
′

1) + b3 (6)

α1(x1, x2) = S(σ1) (7)

The spatial attention factor α1 can be found by combining (3)(4)(5)(6)(7):

α1(x1, x2) = S(W3(Relu(Fsum(W1(x1) + b1,W2(Fup(x2)) + b2))) + b3) (8)

x
′

1 = Fpl (x1) (9)
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Fig. 4 Schematic diagram of the proposed MAG. the MAG receives input from the encoder part and

the decoder part, respectively. x1 is the low-level feature map used to complete the jump connection,

and x2 has higher-level semantic information. x1 generates attention coefficients α1 from the contextual

information of x2, x2 is the signal collected from the larger sensory field,α1 performs the first scaling of

the spatial dimension of x1 to obtain xoutput1. x1 performs a squeeze and excitation operation on its own

channel to obtain the attention factor α2, and α2 performs a second deflation of the channel dimension on

x1 to obtain xoutput1. xoutput1 is the output of MAG.

g2 = Wfc1(x
′

1) + bfc1 (10)

g
′

2 = Relu (g2) (11)

σ2 = Wfc2(g
′

2) + bfc2 (12)

α2(x1) = S(σ2) (13)

The channel attention factor α2 can be found by combining (9) (10) (11) (12) (13):

α2(x1) = S(Wfc2(Relu(Wfc1(Fpl(x1)) + bfc1)) + bfc2) (14)

The process of the attention factor acting on the feature map can be expressed as:

xoutput1 = α1(x1, x2)
⊗

x1 (15)

xoutput2 = α2(x1)
⊗

xoutput1 = α2(x1)
⊗

[

α1(x1, x2)
⊗

x1

]

(16)

4 Results

4.1 Experimental Environment

The 9G GeForce RTX 3080 is used for training and prediction.The code was imple-

mented on a windows 10 system with pycharm and jupyter compilers and the model

was implemented based on pytorch [25].
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Fig. 5 The mathematical process of MAG, which omits the feature map size and BN , etc. Wi denotes the

convolution operation and Wfci denotes the fully connected operation.Fpl,Fup,Fsum represent pooling,

upsampling, and pixel summation operations, respectively.

Model Dice(%) MIoU(%) MPA(%) Params

U-Net[3] 97.58 95.28 97.82 94.97M

Res2+Unet 96.94 94.07 96.59 26.6M

Attention+Res2+Unet 97.17 94.5 97.04 51.2M

Res2+SE+Attention+Unet(ours) 96.72 93.66 97.01 52.08M

AttentionUnet[15] 97.58 95.29 97.67 133.19M

MSAA-Net(ours) 98.29 96.64 98.69 52.25M
Table 2 Evaluation metrics for ablation analysis of our method using test datasets

4.2 Dataset And Data preprocessing

We use the publicly available 3D Image Reconstruction for Comparison of Algorithm

Database 3Dircadb[26] for training and testing of the model. The 3Dircadb database

consists of CT scans of ten female and ten male patients with liver tumors. The num-

ber of CT scan slices for each patient ranged from 74 to 260, respectively, and were

stored in DICOM format. The database is divided into 20 folders, each containing

labels for locations of interest that have been manually segmented by experts, e.g.,

liver, liver tumor, portalvein, rightkidney, etc. The images provided by the database

exhibit segmentation difficulties such as liver contact with neighboring organs, atyp-

ical shape and density, and artifacts, which pose a challenge to the segmentation

task.

In CT scanning, Hounsfield Units (HU) are often used to express CT values in

a standard and convenient way. The range of HU values is from -1000 to 1000. In

the task of liver parenchyma segmentation, it is necessary to set the corresponding

HU values to focus the image on the liver region and remove the irrelevant areas. We

preprocessed all images of the entire dataset. First, the DICOM formatted image is

were converted to 512×512 png images to be used as input for the network. Secondly,

we windowed all the images, using (400,50) HU value window to highlight the task

area to make the segmented area clean. Finally, we histogram equalized all 2803
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original and labeled images each, which solves the problem of overall darkness in

the dataset. These preprocessing operations provide good training data and labels for

liver parenchyma segmentation tasks, and the preprocessing effect is shown in Figure

6.

Fig. 6 The pre-processing process of the input image, the first column is the original sample image, the

second column indicates the effect after HU Windowing, and the third column is the display after histogram

equalization.

4.3 Loss Function

We use a loss function consisting of a weighted cross-entropy loss and a dice loss

[27][13] to calculate the gradient. The cross-entropy loss function has been widely

used in classification tasks and has its unique advantages. The segmentation task of

liver substance is a high-precision binary classification problem; therefore, the cross-

entropy loss function should be used as the preferred loss function, which is defined

as follows:

LB = −
1

N

N
∑

i=1

(yi log(pi) + (1− yi) log(1− pi)) (17)

where y denotes the ground truth value of the image pixel and p denotes the value of

the predicted label.

Semantic segmentation is essentially a pixel-level classification problem, and the

cross-entropy loss function can be applied to most scenarios, but it has a drawback
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that when the number of foreground is much smaller than the number of background

will make the model heavily biased towards the background, affecting the segmen-

tation effect. There are many cases in the liver parenchyma segmentation task where

the background is much larger than the segmented region, so we add dice loss and

add weights to the cross-entropy loss.The dice loss function is defined as follows:

LDice = 1−
2
∑N

i pigi + φ
∑N

i p2i +
∑N

i g2i + φ
(18)

where p and g denote the predicted binary partition volume and the predicted binary

volume of the label, respectively, and φ takes the value 1e−5. The final loss function

is defined as follows:

L = w1LB + w2LDice (19)

where w1, w2 (0 < wi ≤ 1)are the weight coefficients that are used to balance

the values of the cross-entropy loss function and the dice loss function. In our

segmentation task, the best performance is obtained for w1 = 0.5, w2 = 0.5.

4.4 Evaluation Measures

Mean Pixel Accuracy (MPA), Mean Intersection over Union (MIoU ) and dice

coefficient (DC) are used as evaluation metrics. These metrics are calculated as

follows:

PA =
TP + TN

TP + TN + FP + FN
(20)

MPA =
1

N
Sum(PA) (21)

IoU =
TP

TP + FP + FN
(22)

MIoU =
1

N
Sum(IoU) (23)

Dice =
2TP

2TP + FP + FN
(24)

where TP (true positive) indicates the number of foreground pixels correctly

classified as foreground (liver), TN (true negative) indicates the number of back-

ground pixels correctly classified as background (non-liver region), FP (false posi-

tive) indicates the number of background pixels incorrectly identified as foreground,

and FN (false negative) indicates the number of foreground pixels incorrectly clas-

sified as background. N is the total number of categories, in this article N = 2. Sum

means the summation operation of the corresponding index scores for all categories.

MPA is the ratio of the average number of correctly classified pixels per class

to the total number of pixels and is used to indicate the segmentation accuracy of the

task. MIoU reflects the average proportion of common elements at matching posi-

tions to the segmentation result, and all inaccurate segmentations reduce the MIoU

score. Dice calculates the similarity between the predicted and true results and is

used to evaluate the model performance.
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4.5 Experimental results and analysis

In this section, we use ablation analysis to determine the effectiveness of MSAA-Net

in liver segmentation. We used 128 different CT images as the test set and calculated

the average values of Dice, IoU and PA respectively. These metrics are commonly

used for medical image segmentation. In addition, we also record the number of

parameters of the model and the convergence speed of the network, which can help

us to evaluate the model more comprehensively.

The backbone architecture of our model is based on the U-Net, which is there-

fore used as the benchmark for evaluation. We gradually added different modules

to U-Net and optimize them, and select the most efficient structure for comparative

analysis, and the segmentation results are shown in Table 2. The training environ-

ment of all models is the same. As can be seen from Table 2, U-Net and Res2-block

greatly reduce the parameter usage at the expense of a small amount of performance.

Probably due to the large target region of Attention U-Net segmentation, the sim-

ple addition of the Attention Gate structure does not bring about any improvement

in model performance, instead, the Attention Gate structure uses more parameters.

After adding Attention Gate and SE-block, Res2-block and U-Net obtain significant

performance improvement. Combined with the experimental results of Attention U-

net, we attribute this performance improvement to SE-block. Finally, we compare

the segmentation results of MSAA-Net with other networks, and MSAA-Net obtains

the best segmentation accuracy.Obviously, these performance improvements are due

to the improved multiscale attention gate structure (MAG). The Res2-block structure

in MSAA-Net helps us to greatly reduce the number of parameters, which is only

38.4% of that of Attention U-Net and 55% of that of U-Net.

To evaluate the training speed of MSAA-Net, we record the loss value every

10 epochs for the different models mentioned above. The loss values are shown in

Figure 8. Compared with other models, the loss value of MSAA-Net still decreases

after 60 epochs. This proves that Res2-block has the effect of improving gradient

disappearance, so we can iterate more times to train MSAA-Net. After combining

computational overhead and accuracy, we use MSAA-Net after the 100th epochs of

training to perform liver segmentation. After combining computational overhead and

accuracy, we use the trained MSAA-Net for liver segmentation.

We plotted Box-plot for multiple models, where the data represent the Dice coef-

ficients for each model.As shown in Figure 9, the Box-plot contains the statistical

results of multiple experiments.The results show that MSAA-Net possesses stability

and does not show any outliers.In addition, MSAA-Net shows a great advantage in

both data float and median. This is a good proof of the migrability of MAG.

4.6 Comparison With Other Methods

In this section, we compare MSAA-Net with other classical semantic segmentation

architectures, including FCN, UNet, Attention U-Net, and Ms-Unet. The source code

of Ms-Net is not available, but the structure is similar to that of MSAA-Net and can

be used as a reference. Since our input image is a 512×512 size CT image from

3Dircadb, the number of parameters of the model will be larger and the segmentation
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Fig. 7 Comparison of segmentation results of MSAA-Net with other networks. We combine the segmen-

tation results of MSAA-Net with the original image, so that the segmentation effect is more intuitive.

Model Dice(%) MIoU(%) MPA(%) Params

U-Net[3] 97.58 95.28 97.82 94.97M

Ms-Unet[21] 96.71 95.13 97.64 52.08M

AttentionUnet[15] 97.58 95.29 97.67 133.19M

FCN[4] 91.68 84.64 89.85 512.27M

MSAA-Net(ours) 98.29 96.64 98.69 52.25M
Table 3 Comparison results of other methods

will be better, which does not affect the comparison of the model. As shown in Table

3, MSAA-Net obtained a better segmentation performance, and its number of param-

eters is much smaller than other models. Figure 7 shows the segmentation results of

the liver of MSAA-Net compared with other models. The segmentation results are

compared with other models, and it can be seen visually that the segmentation results

of MSAA-Net are better than those of the previous models.

5 Discussion

Liver image segmentation is a typical medical image segmentation task, and this

work can be used as a pre-processing for treating liver diseases. Adjacent organs,

blood vessels, and tumors can affect the segmentation accuracy of the liver. In this

paper, we introduce some advanced structures into the U-Net network to improve the

segmentation effect and reduce the model parameters. In addition, we also design a
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multiscale attention gate structure to optimize optimize skip connections and alle-

viate the semantic gaps between encoder and decoder. With a new attentional gate

(MAG) structure and some optimization strategies, we improve the Dice scores of

liver image segmentation. MAG combines the spatial attention mechanism and the

channel attention mechanism, and weights the feature maps of the encoder separately

in different dimensions, which makes the task-relevant regions and relevant chan-

nels have increased weights and are more easily learned and updated. To validate the

results of our work, we performed ablation experiments on the 3Dircadb dataset, con-

tinuously adding and modifying the structure of the U-Net and analyzing the role of

different structures for the task. In order to reduce the cost of the work, our test set was

selected as 10% of the total training set, which will result in generally high scores for

the evaluation metrics, but will not affect the results of the comparison experiments.

Ultimately, we conclude that: Res2-block can replace the traditional convolutional

block greatly reducing the model parameters, SE-block can be optimized for all

encoder and decoder feature maps, and MAG can be optimized for skip connections

(which may be more effective in segmentation tasks with small target regions). The

evaluation results are shown in Tables 2 and 3, where MSAA-Net received the high-

est Dice score of 98.29%, with half the parameters of U-Net. In addition, we record

the loss values every 10 epochs for each model and make a line graph as shown in

Figure 8. It is obvious that MSAA-Net has a larger initial gradient, and its gradient

descent period is longer. After 60 epochs, the loss of MSAA-Net is still decreasing,

which indicates that the training can be better with enough computing power.

MAG can be used for other structures containing skip connections, and we spec-

ulate that it will perform better in tasks with large volume variations, but due to space

limitations, we were unable to add MAG to other good models and evaluate its effec-

tiveness, nor did we evaluate the performance of MSAA-Net in more medical image

segmentation tasks. We want MAG to be used for more segmentation tasks.

6 Conclusion

In this paper, we propose an improved U-Net model MSAA-Net for automatic seg-

mentation of the liver. We replace the original feature extraction module with a

combination of Res2-block and SE-block, and improve the skip connection with the

proposed MAG. MSAA-Net obtains the best evaluation on the 3Dircadb dataset. We

also propose the scalability of MAG, the combination of spatial The combination of

spatial attention and channel attention is also applicable to other models.
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