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Abstract

Thermal pedestrian detection is a core problem in computer vision.
Usually, the corresponding visual image knowledge are used to improve
the performance in thermal domain. However, existing methods always
assume the same resolution between visible and thermal images. But
in reality, there is a problem with this setting. Since thermal imag-
ing acquisition equipment is expensive, the resolution of thermal images
is always lower than visible images. To address this issue, we propose
a new method, named as Disentanglement Then Restoration (DTR).
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The key idea is to disentangle the features into content features and
modal features, and restore the complete content features of thermal
images by learning the changes of content features caused by differ-
ent resolutions. Specifically, we first train an object detector such as
YOLO to initialize our model. Then, a feature disentanglement net-
work is trained, which can disentangle the features from the backbone
as content features and modal features. In the end, the feature disen-
tanglement network is frozen. By forcing the content feature consistency
between visual image and upsampled thermal image, the complete con-
tent features of low-resolution thermal images are restored. Experiment
results on public datasets show that our method performs very well.

Keywords: Domain Adaptation, Pedestrian Detection, Low-Resolution
Thermal Images, Disentanglement

1 Introduction

Pedestrian detection is an important problem in computer vision [1], which
plays an important role in autonomous driving, surveillance and other security
fields. There are pedestrian detection methods based on visible images [2–
6]. But these detectors will fail in the insufficient light (nighttime) or bad
weather (rain) cases. There also exist some methods focusing on multispec-
tral pedestrian detection [7–13]. However, in actual use, only thermal imaging
sensors exist, for example, privacy concerns. So pedestrian detection in only
thermal images has attracted many attentions. The existing works can be
roughly divided into two categories. The first approach tries to design new net-
work structure for better performance [14, 15]. The key to success is how to
extract features unique to thermal images, which itself is sufficiently challeng-
ing and not well solved. Another approach utilizes the particularity of thermal
images [16–18]. But existing datasets lack descriptions of image devices, which
makes it difficult to mine the special properties of thermal images.

Since thermal images lack details compared with the visual images, there-
fore, some works try to use visible domain knowledge to train the detector;
while at the inference phase, the detector is used without any visual images [19–
21]. In this route, the current methods can be roughly divided into two
categories. The first category is image adaptation [14, 21, 22]. Since visible
images generally have more information than thermal images, a generator
model can be trained to transform thermal images into visible images. This
method requires high quality generator. Another category is feature adaptation
[19, 20]. Visual images are used to teach the detector to extract object-specific
features at the training phase which is lost in the thermal domain.

All existing methods assume the same resolution of thermal and visible
images as shown in Fig.1(a). Since the thermal camera equipment is expensive,
the resolution of thermal images is always lower than the resolution of visible
images. So the true situation is shown in Fig.1(b), which makes the existing
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Fig. 1 Comparisons between previous assumption (a) and true situation (b). For training,
both high-resolution visible images and low-resolution thermal images can be used; while
for inference, pedestrian detection is performed only in low-resolution thermal images.

methods hard to work for unaligned images and features. Based on the obser-
vation that the features can be disentangled to two parts: content features and
modal features. Content features mean the domain invariant features, which
are the same between the paired visible and thermal images. Without loss
of generality, we can consider that high-resolution visible and low-resolution
thermal images have complete and incomplete content features, respectively.
So it is natural to require the content features of thermal image to be consis-
tent with the visual image to learn the information lost in the low resolution
thermal image.

Based on the above motivations, we propose a novel method, dubbed as
Disentanglement Then Restoration (DTR). The key idea is to learn a disentan-
glement network and then use it to extract content features, and restore lost
information by forcing content feature consistency. Specifically, our method
contains three steps: initialization, disentanglement, and restoration. At the
initialization step, the up-sampled thermal images, the down-sampled and then
up-sampled visible images, and visible images are used to train a YOLOv3
detector. Here, up-sample means changing the low-resolution to high-resolution
respect to thermal image and visual image. Down-sample is just the opposite.
At the second step, similar as the traditional disentanglement learning [23–26],
the feature disentanglement network is learned by minimizing the content fea-
ture difference between the up-sampled thermal images and the down-sampled
and then up-sampled visible images abbreviated as up-down sampled image.
In the end, feature disentanglement network is frozen. We train the YOLOv3
backbone by minimizing the content feature difference between the up-sampled
thermal images and visible images to learn to restore lost information in
thermal image.

Our contributions are three-folds: (1) We proposed a new problem set-
ting which exists in practical applications. Traditional methods cannot be well



Springer Nature 2021 LATEX template

4 Thermal Pedestrian Detection Based on Different Resolution Visual Image

applied because the visual and thermal images can not be well aligned due to
different resolution problem. (2) A disentanglement then restoration method
is proposed. By requiring content feature consistency, detector network can
learn to restore lost information. (3) Experiments on public datasets confirm
the effectiveness of our method.

2 Related Works

Pedestrian detection in visible images. Recent advances promoted the
development of visible pedestrian detection because visible images have rich
information such as color and clear outline. Methods are roughly classified into
five strategies. The first one is based on handcrafted features, such as AKBING
[27], Cao et al. [28], DMP [29] and Shen et al. [30]. The second one uses CNN
for detection, such as PAMS-FCN [31], CompACT [32], and MCF [33]. They
modify the classic object detection model for pedestrian detection. The third
one uses attention for detection, such as GDFL [34] and MDFL [35]. These
methods add extra attention modules for better feature extraction. The fourth
one is occlusion processing. These methods aim to detect occluded persons for
better performance, such as MGAN [36], SA-DPM [37] and Zhang et al. [38].
The final one is domain adaptation, which uses thermal images to auxiliary
train a detector for visible pedestrian detection, such as CMT-CNN [39].

Pedestrian detection in multispectral images. Since visible and
thermal images have complementary information, multispectral pedestrian
detection is also an important problem. There are three main routes to address
this problem. The first one is feature fusion, which uses CNN such as Konig et
al. [7], CMPD [40], Kim et al.[9] and AR-CNN [41] or attention such as CIAN
[11] and Dasgupta et al. [10] to combine both visible and thermal features. The
second one is based on illumination-aware modules such as IAF R-CNN [12],
Guan et al.[13] and MBNet [42], which address modality imbalance problems
because different illumination conditions can affect the feature distribution of
visible and thermal images. The final one considers unsupervised domain adap-
tation for multispectral pedestrian detection such as UMDA [43] and TS-RPN
[44].

Pedestrian detection in thermal images. Due to insufficient light
(nighttime) or bad weather (rain), many methods focus on pedestrian detec-
tion in thermal images. Thermal pedestrian detection contains three strategies.
The first one is single domain methods such as Ghose et al. [15], GPCAnet [16],
Kim et al. [17] and TCDet [18], which use only thermal images for training
and testing. The second one is domain adaptation. They transfer the visible
domain into the thermal domain by image adaptation such as Guo et al. [22]
and Kieu et al. [21] or feature adaptation such as Herrmann [14], Kieu et al.
[19], Kieu et al. [20] and Kim et al.[45]. The final one is unsupervised domain
adaptation, such as Meta-UDA[46].
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Fig. 2 Our network structure based on YOLOv3. Backbone receives images and returns
features. The feature disentanglement network (FDNet) receives features to extract content
features. The Neck-Head network receives features to predict the boxes of pedestrians.

Disentanglement Learning. Disentanglement learning aims to decouple
features, which has been widely used in domain adaptation for various com-
puter vision tasks such as DDF [23], DDOD [24], DIDN [25] and Wu et al.
[26]. Methods mostly focus on three areas. The first one is image classification
such as ZSDA [47] and FDH-Net [48]. The second one is object detection such
as Tang et al. [49] and VDD [50]. The final one is other tasks such as DRL-
Net for person re-identification [51] and Lee et al. for image de-raining [52].
However, as far as we know, there are currently no disentanglement learning
methods for thermal pedestrian detection.

3 The Proposed Method

3.1 Problem statement

Let Ds = {(xVs,i, x
T
s,i, y

V
s,i, y

T
s,i)}

Ns

i=1
denote the training dataset. xVs,i ∈

RW×H×c, denotes the i-th visible image, whereW , H, and c denote the width,
height, and channel respectively. The paired i-th thermal image xTs,i ∈ Rw×h×c,
where w and h denote the width and height respectively. Here, W > w and
H > h. yVs,i and y

T
s,i denotes the annotation of the i-th paired visible-thermal

images. Suppose the test dataset is Dt = {xTt,j}
Nt

j=1
, our goal is to train an

object detector on the thermal image with the help of visual image knowl-
edge such that it can achieve better results on the Dt data set than the object
detector trained on the thermal images alone.

Overall architecture. The overall architecture of the proposed pedestrian
detection framework is shown in Fig. 2. Our network is based on YOLOv3 [53].
The proposed DTR method consists of three steps: Initialization, Disentan-
glemet, and Restoration. At the initialization step, the up-sampled thermal
image xTu , the corresponding high-resolution image xV , and the up-down sam-
pled image xVud are used to train an initial detector. The backbone network is
Darknet53 and the neck-head network receives features and returns the detec-
tion results. Then, a feature disentanglement network is trained by requiring
the content feature consistency between xVud and xTu . In the end, by using
the frozen feature disentanglement network and requiring the content feature
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Fig. 3 The proposed feature disentanglement network. The width and height of feature
map are both 13. After the first ConvTranspose2d, the feature channel number is increased
from 1024 to 2048. And after the first Conv2d, the channel of the feature is from 2048 to
1024.

consistency between xV and xTu , the backbone network learns to restore the
complete content features for xTu .

3.2 Detector Initialization

In order to ensure that the detector can adapt to different modalities (ther-
mal and visible) and image sharpness after scaling by different scales, the
up-sampled thermal image xTu and the paired visual image xV , and the up-
down sampled image xVud are used to initialize a YOLOv3 detector. The loss
function is defined as follows,

LI = LD(yTu , ŷ
T
u ) + λI(LD(yV , ŷV ) + LD(yVud, ŷ

V
ud)), (1)

where yTu , y
V and yVud denote the detection ground truth of xTu , x

V , and xVud,
respectively. ŷTu , ŷ

V and ŷVud denote the prediction results in xTu , x
V , and xVud,

respectively. Since thermal and visible images are paired, xTu , x
V , and xVud

share the same ground truth after resizing. LD is the standard detection loss
of YOLOv3. Here, we set λI = 0.5 such that the contributions from visual loss
and thermal loss are equal.

The detector is updated once according to the loss LI after calculating the
losses LD(yTu , ŷ

T
u ), LD(yV , ŷV ), and LD(yVud, ŷ

V
ud) respectively.

3.3 Feature Disentanglement

In this part, we aim to train a feature disentanglement network to disentan-
gle the features into content features and modal features where the feature is
from YOLOv3 backbone. Different from other disentanglement networks, the
feature disentanglement network only has one branch rather than two or more
branches, because the DTR method focus on restoring content features. Mean-
while, the existing disentanglement networks are usually based on Multi-Layer
Perception (MLP) machine [54], however, different from the traditional classifi-
cation models, the feature maps output from YOLOv3 backbone is huge whose
size is 1024×13×13. Using MLP requires a lot of computation. Therefore, our
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feature disentanglement network is composed of convolution and transposed
convolution layers [? ] instead of MLP which is shown in Fig.3.

The width and height of input feature maps are small, but the channel
number is large, which is similar to the middle layer feature of U-net [55].
Therefore, we use the decoder-encoder architecture of U-net for feature trans-
formation. The feature disentanglement network contains four parts. The first
part consists of a transposed convolution layer, a 2D batch normalization, and
a ReLU activation function which can be denoted as follows,

f1x = (ReLU ◦BN ◦ TransConv3×3)(fx), (2)

where fx denotes the feature map from YOLOv3 backbone. The second part
is composed of a transposed convolution layer and a Tanh activation function
denoted as

f2x = (Tanh ◦ TransConv3×3)(f
1

x). (3)

The third part has a convolution layer and a LeakyReLU activation function
as

f3x = (LeakyReLU ◦ Conv3×3)(f
2

x), (4)

where f3x denotes the feature map from the third part. The last part consists
of a convolution layer, a 2D batch normalization, and a LeakyReLU activation
function as follows,

f cx = (LeakyReLU ◦BN ◦ Conv3×3)(f
3

x), (5)

where f cx denotes the content feature extracted from the feature disentangle-
ment network.

Since xTu and xVud have the same content features, the following loss function
Ldis is used to train the feature disentanglement network,

Ldis = Lc
D(yTu , ŷ

T
u ) + Lc

D(yVud, ŷ
V
ud) + λdLa(f

c
xT
u

, f c
xV

ud

), (6)

where Lc
D is the standard detection loss of YOLOv3 by using feature maps from

the feature disentanglement network rather than YOLOv3 backbone. Using
Lc
D rather than LD aims to ensure that the feature disentanglement network

returns content features rather than irrelevant features. La(φ, ψ) = ∥φ− ψ∥2,
for any two features φ and ψ. The loss function La is used to align the content
features f c

xT
u

and f c
xV

ud

.

We set λd as 10 here. The low-value λd causes failure to train the fea-
ture disentanglement network. While the high-value λd causes the feature
disentanglement network might extract irrelevant features.

3.4 Feature Restoration

After the feature disentanglement network is frozen, for the visual image xV ,
without losing generality, we can assume the feature disentanglement network
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Table 1 Comparisons on the KAIST dataset at day and night in terms of log-average
miss rate (lower is better). The best results are highlighted in bold.

Method Resolution MR all MR day MR night

FasterRCNN-T [56] High 47.59 50.13 40.93
TPIHOG [57] High − − 57.38
SSD300 [14] High 69.81 − −

Guo et al. [22] High 46.30 53.37 31.63
Guo et al. [22] High 42.65 49.59 26.70
Kieu et al. [19] High 35.20 40.00 20.50

Ours Low 34.23 39.47 19.68

Fig. 4 Hyperparameter analysis on the KAIST dataset. (a)λd and (b)λr.

can extract complete content features; while for the up-sampled thermal image
xTu , the feature disentanglement network can only get incomplete content fea-
tures. But only the up-sampled xTu is available at the inference stage. So we
train YOLOv3 backbone such that it has the ability to extract the complete
content features with the help of the visual image xV . By requiring the con-
tent feature consistency between xTu and xV , the restoration loss function is
defined as follows,

Lr = LD(yTu , ŷ
T
u ) + λI ·LD(yV , ŷT ) + λI ·LD(yVud, ŷ

V
ud) + λrLa(f

c
xT
u

, f cxV ), (7)

where the loss function La aims to restore content features by aligning two
features f c

xT
u

, f c
xV .

We set λr as 10 here. The low-value λr causes failure to restore content
features; while the high-value λr causes that YOLOv3 backbone returns only
content features and ignores modal features.

4 Experiments

Datasets. Our experiments are conducted on the KAIST dataset and LLVIP
dataset because these datasets ensure that thermal images and visible images
are paired. The KAIST dataset consists of 59328 thermal-visible image pairs
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Table 2 Comparison with the YOLOv3 on the LLVIP dataset in terms of average
precision (higher is better). ✓means that the corresponding data is used, and × means
that the corresponding data is not used. The best results are highlighted in bold.

Training

Method Visible Thermal AP

YOLOv3 × ✓ 31.3
YOLOv3 ✓ ✓ 30.8

Ours ✓ ✓ 32.6

Table 3 Ablation detection results showing the effect of the strategy. The best results are
highlighted in bold.

Disentanglement Restoration MR all MR day MR night

× × 38.01 43.36 23.92
✓ × 36.47 41.43 21.11

✓ ✓ 34.23 39.47 19.68

for training and 45156 for testing. As is common practice [56, 58–60], we sam-
ple every two frames from training videos and exclude heavily occluded and
small person instances (< 50 pixels). Meanwhile, we use the training annota-
tions from [60] and testing annotations from [56]. The final dataset consists
7601 thermal-visible image pairs for training and 2252 for testing. The LLVIP
dataset consists of 12025 thermal-visible image pairs for training and 3463 for
testing. And the dataset is under low-light conditions [61].

Evaluation Criteria. As is common practice, for the KAIST dataset, the
evaluation is the log-average miss rate (MR) for thresholds in the range of
[10−2, 100]. We set 0.5 as the Intersection over Union (IoU) threshold to calcu-
late True Positives (TP), False Positives (FP), and False Negatives (FN). For
the LLVIP dataset, the evaluation is AP, which is the same as the evaluation
of object detection.

Implementation Details. All of our networks are implemented in
PyTorch on two NVIDIA GTX 1080Ti. The networks are pre-trained in the
COCO dataset. We set high-resolution size as 416 × 416 and low-resolution
size as 208× 208. During training, we set aside 10% of the training images for
validation. The batch size is 8. For initialization, we set the epochs as 5. The
learning rate is 0.0001 and decays linearly to 94% for each epoch. For disen-
tanglement, we set the epochs as 5. The learning rate is 0.0000001 and decays
linearly to 94% for each epoch. For restoration, we set the epochs as 5. The
learning rate is 0.0001 and decays linearly to 94% for each epoch.
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Table 4 Analysis of our method with the varying place locations of the feature
disentanglement network on the KAIST dataset. The best results are highlighted in bold.

Number shape MR all MR day MR night

1 208× 208× 64 38.94 43.77 27.93
2 104× 104× 128 35.61 40.87 24.39
3 52× 52× 256 37.11 41.28 25.47
4 26× 26× 512 35.21 40.03 23.86

5 13× 13× 1024 34.23 39.47 19.68

Fig. 5 Visualization of the feature disentanglement network. The left and right figures
represent the features before and after the feature disentanglement network respectively.
Red and green points represent the thermal and visible features respectively.

4.1 Comparisons

Experiments on KAIST dataset. At present, there does not exist any
experimental report on our problem setting. So we choose two categories of
methods for comparison. The first category is single domain based method,
which only uses thermal images for training and testing such as FasterRCNN-
T [56], TPIHOG [57] and Guo et al. [22]. Another one is domain adaptation
method, which transfers visible domain knowledge into thermal domain such
as SSD300 [14] and Kieu et al. [19]. All these methods use high-resolution
thermal images for training and testing. Table 1 shows the detection results
on the KAIST dataset. Our method performs better by using low-resolution
thermal images for testing than other methods using high-resolution thermal
images for testing. Therefore, our method is able to achieve knowledge transfer
at different resolutions of visible and thermal images.

Experiments on LLVIP dataset. We compare our DTR with the state-
of-the-art method YOLOv3[53]. Table 2 shows the detection results on the
LLVIP dataset. DTR boosts the AP by +1.3% (from 31.3% to 32.6%).
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4.2 Further Analysis

Ablation Study. To explore the effectiveness of the strategy during adapta-
tion, as shown in Table 3, we conduct an ablation study on the KAIST dataset.
With the disentanglement strategy, DTR reduces the MR by -1.54% (from
38.01% to 36.47%), while for the restoration strategy, DTR reduces the MR
by -2.24% (from 36.47% to 34.23%).

Hyper-parameters Analysis. We perform analysis on λd and λr on the
KAIST dataset. (1) We modify λd by changing {5, 7.5, 10, 12.5, 15}. As shown
in Fig.4(a), when λd = 10, the performance on KAIST is the best. Our model
can keep a relatively stable result in a wide range of λd. Besides, the low-
value λd means the feature disentanglement network cannot transform features
into content features because of insufficient training for La(f̂xT

u
, f̂xV

ud

). The
high-value λd indicates that the loss function Ldis only ensures the identical
outputs of the feature disentanglement network. However, because of the low
weight of loss for pedestrian detection, the output returned by the feature
disentanglement network contains irrelevant features rather than only con-
tent features. (2) We modify λr by changing {5, 7.5, 10, 12.5, 15}. As shown in
Fig.4(b), when λr = 10, the performance on KAIST is the best. Our model
can keep a relatively stable result in a wide range of λr. Besides, the low-value
λr means low-resolution thermal images cannot restore content features from
high-resolution visible images because of insufficient training for La(f̂xT

u
, f̂xV ).

The high-value λr indicates that the loss function Lr only ensures the identi-
cal outputs of the feature disentanglement network. However, because of the
low weight of loss for pedestrian detection, the backbone only returns content
features, which lack thermal modal features.

Location of the feature disentanglement network. Darknet of
YOLOv3 contains five Residual Blocks. In our method, the feature disentan-
glement network is placed behind the last Residual Block. To demonstrate the
effect of the location of the feature disentanglement network, we put the feature
disentanglement network after each Residual Block separately. Since the fea-
tures returned by different Residual blocks own different shapes, if the channel
of the feature is c, the channel number will be 2c after the first ConvTrans-
pose2d and c after the last Conv2d respectively. The result is shown in Table
4. The performance is the best when the feature disentanglement network is
placed behind the last Residual Block. This is because a deeper network can
provide semantic features.

Visualization of Features. We randomly selected 10% of the sample
visible-thermal image pairs in the KAIST dataset for the visualization of fea-
tures. We use the backbone to get features of visible and thermal images. Then
we use the feature disentanglement network to get content features. We use
the TSNE algorithm [62] to reduce the dimensions of these features to two
dimensions. As shown in Fig. 5, after the feature disentanglement network,
the features of visible-thermal images are closer, which demonstrates that the
feature disentanglement network successfully transforms features into content
features.
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Fig. 6 Pedestrian detection results on the KAIST dataset. The first two rows are daytime
images and the last two are nighttime. The first column is the baseline method YOLOv3
trained by thermal images. The second column is the baseline method YoLOv3 trained by
both thermal and visible images. The third column is our method. Green boxes are the
ground truth and red boxes are the detection results. Best viewed in color.

4.3 Visualization comparison

In this section, we print the prediction results and annotations on some images
and save them for visual comparison. We compare our method with YOLOv3.
In Fig.6, we give some example detections from YOLOv3 and DTR on the
KAIST. In Fig.7, example detections from YOLOv3 and DTR on the LLVIP
are shown. As shown in Fig. 6 and Fig. 7, our method can reduce false pos-
itive predictions and improve true positive predictions. Through the visual
analysis of these experiments, we can verify that our method can get better
performance.
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Fig. 7 Pedestrian detection results on the LLVIP dataset. The setting is the same as Fig.6.
Best viewed in color.

5 Conclusion

We proposed a novel strategy, dubbed as Disentanglement Then Restoration
(DTR), which can solve the new problem that the resolution of thermal images
is lower than the corresponding visible images. Based on this strategy, a feature
disentanglement network is proposed. Compared with other disentanglement
learning methods, our proposed feature disentanglement network can easily
transform features into content features. The complete content features of
thermal images can be restored by learning the changes of content features
caused by different resolutions. Experiments confirm the effectiveness of our
method. Moreover, not limited to YOLO, theoretically, the proposed method
can also be applied to other detection frameworks, e.g. SSD or Faster RCNN.
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