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Abstract

The scattering and absorption of light lead to color distortion and blurred details in the captured
underwater images. Although underwater image enhancement algorithms have made significant break-
throughs in recent years, enhancing the effectiveness and robustness of underwater degraded images
is still a challenging task. To improve the quality of underwater images, we propose a combined multi-
attention mechanism and recurrent residual convolutional U-Net (ACU-Net) for underwater image
enhancement. First, we add a dual-attention mechanism and convolution module to the U-Net encoder.
It can unequally extract features in different channels and spaces and make the extracted image fea-
ture information more accurate. Second, we add an attention gate module and recurrent residual
convolution module to the U-Net decoder. It helps extract features fully and facilitates the recov-
ery of more detailed information when the image is generated. Finally, we test the subjective results
and objective evaluation of our proposed algorithm on synthetic and real datasets. The experimental
results show that the robustness of our algorithm outperforms the other five classical algorithms, such
as in enhancing underwater images with different color shifts and turbidity. Moreover, it corrects the
color bias and improves the contrast and detailed texture of the images.

Keywords: Underwater image, Multi-attention, Recurrent residual convolutional units, Image enhancement,
Generative adversarial network

1 Introduction

The exploitation of marine resources has driven
the global economy with great promise. However,
low visibility underwater imagery significantly
impacts the development and utilization of marine
resources. Furthermore, light propagates through
absorption and scattering in water, which severely

affects the imaging process and leads to blurred
images and poor contrast [1]. Therefore, it is
important to study clarification techniques such
as underwater image enhancement, which will lay
the foundation for underwater exploration vehicle
research [2], underwater biology [3], archaeology,
and the inspection and maintenance of underwater
facilities.
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Existing underwater image enhancement algo-
rithms are broadly classified into two categories:
traditional underwater image enhancement algo-
rithms and deep learning of underwater image
enhancing algorithms based on deep learning.

Most traditional underwater image enhance-
ment algorithms are scene-specific and use
assumptions and prior knowledge to enhance
images. There are problems such as low robust-
ness and poor real-time performance. For exam-
ple, Singh et al. [4] proposed an exposure-based
recursive histogram equalization image enhance-
ment method. This method can obtain a high
peak signal-to-noise ratio and low mean square
error. However, traditional enhancement methods
cannot adaptively improve images’ degradation
effects due to the variability of the underwa-
ter environment. The underwater image enhance-
ment algorithm proposed by Zhang et al. [5] is
an extended multiscale Retinex that effectively
suppresses the halo phenomenon during image
enhancement. This algorithm extends the color
recovery of the multiscale Retinex enhancement
algorithm to the CIELab color space. However,
this method introduces many parameters that lead
to poor robustness.

The deep learning-based underwater image
enhancement algorithm mainly uses convolutional
neural networks. The algorithm automatically
extracts underwater image features and obtains
the relationship of mapping between original and
enhanced underwater images. Thus, the clarity
of the underwater image is achieved. Supervised
learning-based methods require a large number
of paired samples for supervised training. How-
ever, it is very difficult to collect enough paired
underwater images in practice. Li et al. [6] embed-
ded an underwater image generation model into
a generative adversarial network (GAN) struc-
ture to enable clear land images to generate
turbid underwater images. Chen et al. [7] trans-
formed the turbid underwater image into a clear
underwater image by using an underwater image
imaging model and then trained a conditional
generative adversarial network with the paired
dataset to achieve underwater image enhance-
ment. However, due to the difference between the
distribution of synthetic images and real under-
water images, such methods are not ideal for

real image enhancement. Cycle-consistent adver-
sarial networks (CycleGAN) proposed by Zhu et
al. [8] designed a two-way GAN structure and
introduced a cycle-consistency loss, which relaxes
the effect of underwater image enhancement on
paired training sets. It reduces the need for paired
training sets. Li et al. [9] proposed a weakly
supervised method for underwater image color
conversion using CycleGAN. The method designs
a multinomial loss function to remove color bias
from underwater images while preserving the con-
tent information of the original images. However,
the method is not effective in improving image
contrast.

Most deep learning methods have made signifi-
cant breakthroughs in underwater image enhance-
ment that can effectively enhance several images.
However, light scattering and absorption occur
in water leading to uneven distribution of local
features in fogging and color-biased regions in
different channels or spaces. Most deep learning-
based enhancement networks do the same pro-
cessing for local features in different channels or
spaces. Therefore, the enhancement networks can-
not adequately extract underwater image features
reflecting different degradation degrees, resulting
in a lack of robustness of the model. To address the
above problems of deep learning-based underwa-
ter image enhancement algorithms, we propose an
innovative underwater image enhancement algo-
rithm (AC-GAN) combining multiple attention
and recurrent residual convolution U-Net (ACU-
Net). We use the U-Net with excellent feature
extraction capability as the generating network
for underwater feature extraction. First, we add a
dual-attention mechanism and a convolution mod-
ule to the U-Net encoder of the generative net-
work. It can unequally process features in different
channels and spaces, which reduces the amount of
computation of the network on redundant infor-
mation and makes the network focus more on
important information. Second, the attention gate
and recurrent residual convolution module are
added to the U-Net decoder. It can automat-
ically learn the target structure without addi-
tional supervision and more effectively enhance
the underwater images with different degrada-
tion levels. The recurrent residual block sums the
features multiple times to help extract global fea-
tures, which can effectively increase the network
depth. Finally, the adversarial loss LWGAN , loss
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L1, gradient difference loss LGDL and perceptual
loss LCON are used as loss functions for AC-GAN
to make the output image consistent with the real
image in terms of color and content.

In this paper, we propose a new underwa-
ter image enhancement strategy to recover low-
quality underwater images by extracting sufficient
features without generating excess noise. Our
main contributions and work are as follows:

1. We use U-Net with excellent feature extrac-
tion capability as the base network for under-
water feature extraction. We incorporate our
improved multi-attention mechanism and con-
volution module into the U-Net network. It can
maintain the original details of the image while
fully extracting the underwater image features.

2. The Convolutional Block Attention Module
(CBAM), attention mechanism, and Recurrent
Residual convolutional units (RRCU) modules
are introduced into the framework of GAN
to complement the convolutional structure. It
enables the network to pay more attention to
pixels and more important channel information
in regions where the body of water is more
influential.

3. In addition, we experimented with underwater
images of different pollution levels and different
color shifts. The subjective and objective evalu-
ation results show that our proposed algorithm
can extract the detail features adequately, cor-
rect the image color shift more naturally, and
recover the details well.

2 Proposed algorithm

To solve the problems of color bias, fogging, and
blurred details in underwater images, we pro-
pose an underwater image enhancement algorithm
(AC-GAN). In this algorithm, the generative net-
work part is a combination of multiple attention
and ACU-Net.

2.1 Description of AC-GAN

We propose an underwater image enhancement
model AC-GAN based on GAN, which is divided
into two parts: a generative network and a discrim-
inative network. The structure of the generative
network consists of an improved encoder and
decoder to perform enhancement operations on
degraded underwater images. The structure of the

discriminative network is similar to the Markov
discriminator to achieve discrimination between
the generated image and its corresponding refer-
ence image. The proposed algorithm is executed
as follows: the AC-GAN algorithm first inputs
the distorted underwater image as the input Z of
the generator network, and the inference of the
network obtains the generated image Z ′. Then,
the generative image and its corresponding under-
water truth image C are taken as the input of
the discriminator network. The adversarial loss
LWGAN , mean absolute error loss L1, gradient
difference loss LGDL and perceptual loss LCON

are calculated. The loss D-Loss (Fake) of the
generative image Z ′ is obtained by the linear com-
bination of the four-loss functions. The D-Loss and
G-Loss are passed backwards to each layer of the
generative network to update the parameters of
each layer of the network iteratively and finally
obtain the underwater image with a sharp, clear,
and good defogging effect. The data flow direction
of the AC-GAN algorithm is shown in Fig. 1.

Generator

Discriminator

Fake Image

(output)

Real Image

(output)

D-Loss

(Fake)

D-Loss

(Real)

D-Loss

G-Loss

WGAN-LOSS

L1-LOSS

GDL-LOSS

CON-LOSS

 

Distorted image(Z)

Ttuth image(C)

Generated

 image(Z`)

Fig. 1 AC-GAN process.

2.2 Generative and discriminative

Underwater image enhancement is subject to color
shift correction, which also prevents details of the
image from being lost during the enhancement
process.Therefore, we have improved the U-Net
network in the generation network. The CBAM
[10] is introduced in the U-Net network encoder,
and the Attention Gate Block (AG) [11] and the
Recurrent Residual Convolutional Block [12] are
introduced in the decoder. The general framework
of the model is shown in Fig. 2.

As shown in Fig. 2, the generative network
of AC-GAN consists of a modified ACU-Net net-
work, which performs the global feature extrac-
tion and learning tasks, respectively. In addition,
the discriminative network adopts the structure
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of PatchGAN [13] based on the Markov model,
which is more computationally efficient and has a
wider application area compared with the global
discriminative algorithm.

Our modified U-Net network model has five
layers and the model input pixels are 256×256
color images. The CBAM module is added after
each convolutional layer of the encoder for feature
extraction. The convolution kernels in the 5-layer
compressed path are 64, 128, 256, 512, and 1024,
respectively. The size of the 5-layer feature map
is 256×256, 128×128, 64×64, 32×32, and 16×16.
The feature information of the amplification and
contraction paths are fused between the same lay-
ers using a jump connection. We introduce an
attention mechanism module between the jump
connections of each layer to improve the ability
to learn deep abstract features. The input of the
attention gate module is the output of the nth

layer of the systolic path and the output of the
nth + 1 layer after up-sampling. After obtaining
the attention probability distribution of the fea-
tures, the attention gated output is then fused
with the up-sampled layer nth + 1 output. After
each fusion, a normal convolution is performed,
followed by a recurrent residual convolution pro-
cess. The size of the convolution kernels for both
the systolic path and the augmented convolution
is 3×3. Each convolutional layer is followed by
a nonlinear activation function ReLU. The num-
ber of convolutional kernels at the output of this
model is three. ACU-Net considers more compre-
hensive spatial contextual information in image
enhancement.

We use Markov model-based PatchGAN archi-
tecture for the discriminative network, which can
discriminate at the image patch level. The Markov
discriminator outputs an N×N matrix. Each ele-
ment represents a relatively large perceptual field
in the original image, i.e., corresponds to a region
in the original image. It aims to identify whether
each region is a real image or an image generated
by a generator. The overall decision is made by
averaging the realism of all regions. This architec-
ture is important to capture high-frequency fea-
tures such as local textures and styles efficiently.
In addition, this configuration is computationally
more efficient because it requires fewer parameters
compared to global discriminations. Unlike con-
ventional discriminators that output a scalar value
corresponding to real or false, our Patch-GAN

discriminator uses five convolutional layers to con-
vert a 256×256×6 input into a 32×32×1 output
which allows the network model to focus more on
image detail information. Furthermore, the out-
put 32×32×1 feature matrix provides a metric
for high-level frequencies, which allows for more
efficient acquisition of high-frequency features.

256×256×64

128×128×128

64×64×256

32×32×512

16×16×1024

Conv 3×3, BN, ReLUConv 3×3, BN, ReLU

Max pool 2×2Max pool 2×2

Upsamping, Conv 3×3, BN, ReLUUpsamping, Conv 3×3, BN, ReLU

Conv 1×1Conv 1×1

CBAMCBAM

Distorted

image

Attention gate

Skip connectionSkip connection

Genetative network

Genetative

image

Genetative

image

Genetative

image

Genetative

image

Clear

image

Clear

image

Genetative

image

Clear

image

6

64

128

256

512

(32×32×1)

Discriminative network

Conv 4×4, BN, LeakyReLU(0.2)Conv 4×4, BN, LeakyReLU(0.2)

Recurrent residual convolutionRecurrent residual convolution

Fig. 2 AC-GAN network structure.

2.2.1 U-Net encoder

Most underwater image enhancement networks
treat local features in different channels and differ-
ent spaces in each image equally. However, due to
the scattering of light in water and other reasons,
underwater images often have an uneven distri-
bution of local features in different channels and
different spaces. To solve the above problem, we
add CBAM in the U-Net encoder and introduce
AG and RRCU in the decoder.

To extract more accurate image feature infor-
mation, we add a simple but effective CBAM to
the U-Net encoder. CBAM consists of Channel
Attention Module (CAM) and Spatial Attention
Module (SAM). CAM considers the importance
of pixels in different channels, and SAM consid-
ers the importance of pixels at different locations
in the same channel. Therefore, combining these
two attention modules can extract image features
more fully.

Channel attention focuses on what is impor-
tant on the graph. Pooling is done to extract
high-level features, and different pooling means
that the extracted high-level features are richer.
Mean pooling has feedback for every pixel point
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on the feature graph. Maximum value pooling per-
forms gradient back propagation calculations with
feedback from gradients only where the response
is greatest in the feature map. First, the feature
map F is input into the channel attention mod-
ule. Then, the input feature map F undergoes
maximum global pooling, global average pooling,
and share Multi-Layer Perceptron (MLP), and the
output features undergo element-wise summation
operation. Finally, the output weights Mc(F ) of
channel attention are generated after the sigmoid

activation operation. The output feature map F ′

of the channel attention module is obtained by
multiplying Mc(F ) and input feature F element
by element, as shown in Fig. 3.

Spatial attention is concerned with the places
on the graph that have an important role. First,
F ′ is used as the input feature map for the spa-
tial attention model, which is compressed in the
channel dimension by maximum global pooling
and global average pooling. Second, the extracted
two feature maps are maximally subjected to
a channel-based merging operation to obtain a
two-channel feature map, which is subsequently
reduced to a single channel by a 7x7 convolution
operation. Then a sigmoid function is applied to
generate the output weights Ms(F

′) of the spatial
attention module. Finally, Ms(F

′) is multiplied by
the channel-refined feature F ′ to obtain the final
output feature map F ′′.

AvgPoolAvgPool

Shared MLPShared MLP

MaxPoolMaxPool

Input Feature FInput Feature F

  

  
Channel Attention

Mc(F)

Channel Attention Module

AvgPool
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MaxPool

Input Feature F

 

 
Channel Attention
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Channel Attention Module
Spatial Attention Module
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Attention
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Convolutional Block Attention Module

F F’ F’’

Fig. 3 CBAM module.

CBAM links channel attention and spatial
attention to increase the weight of useful fea-
tures in channel and space to enhance useful
information and suppress useless information. The
U-Net encoder incorporates CBAM to reduce the
amount of computation on redundant informa-
tion, allowing the network to process features in
different channels and spaces unequally, and to
enhance underwater images with different degrees
of degradation more flexibly.

2.2.2 U-Net decoder

First, we introduce the AG module in the U-Net
decoder. This module generates gate information
to readjust the weight coefficients of the features
at each spatial location. When training with this
model, it can inhibit the model from learning
task-irrelevant parts while aggravating the learn-
ing of task-relevant features, and its framework
is shown in Fig. 4. Second, RRCU are used in
the encoder and decoder process instead of the
traditional conv+relu layer. It avoids the gradi-
ent disappearance in the back propagation in the
deep network structure and effectively increases
the network depth, whose framework is shown in
Fig. 5.

Introducing AG in the U-Net decoder, the
coarse-grained feature maps capture contextual
information and highlight the classes and locations
of foreground objects. Subsequently, feature maps
extracted at multiple scales are merged by skip
connections to combine coarse- and fine-grained
dense predictions. In addition, AG improves model
sensitivity and accuracy by suppressing the activa-
tion of features in irrelevant regions. Finally, AG
is added at each layer of the U-Net decoder to
ensure that attention units at different scales can
influence the response to what is important, allow-
ing key information about the input image to be
selectively captured and processed.

1×1

1×1

ReLU 1×1×1 Sigmoid

 skip connection 

upsamping+conv3×3

+BN+ReLU

conv1×1

transmission

Fig. 4 Attention gate module.

Fig. 5(a) shows the convolution module of the
original U-Net model. Fig. 5(b) shows the U-Net
convolution module with recurrent cyclic convo-
lution. Fig. 5(c) shows the U-Net convolution
module with residual concatenation. To avoid the
problem that global features are partially missing
during extraction, we use the U-Net convolution
module with residual+recurrent instead of the tra-
ditional conv+relu layer in the U-Net decoder.
The recurrent residual layer adds up the features
to help feature extraction and facilitates its recov-
ery of more detailed information when generating
images. Feature accumulation according to dif-
ferent time steps ensures a better and stronger
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feature representation. One of the recurrent con-
volution layers usually corresponds to different
time-step inputs, and we take two time-steps
(timestep=2) to cycle twice, as shown in Fig. 5(d).
The way of feature summation with different time
steps yields more expressive features, which also
helps to extract lower-level features. The improved
U-Net decoder helps the training of the deeper
network. The improved U-Net decoder helps the
training of the deep network and improves the
performance of the network in identifying detailed
edges without increasing the parameters.

Fig. 5 Different variant of convolutional and recur-

rent convolutional units. (a) Forward convolutional
units. (b) Recurrent convolutional block. (c) Residual con-
volutional unit. (d) RRCU.

2.3 Loss function

(1) Adversarial loss
The traditional GAN loss function takes the

logarithm of the loss function to calculate the dis-
tance between the probability distribution of the
original data and the generated data. However,
there is the problem of gradient disappearance. In
this case, we use LWGAN loss. When the datasets
of the two distributions overlap less, the Wasser-
stein distance still shows the distance between the
two distributions.

The CAR-GAN algorithm is based on a gen-
erative adversarial network model . Its adversarial
loss function LWGAN as shown in equation (1):

LWGAN (G,D) = E[D(IC)]− E[D(G(ID))]

+λGPEx̂∼Px̂
[(||▽x̂D(x̂)||2 − 1)2],

(1)

where Px̂ is defined as the samples along a straight
line between point pairs from the original data and
generator distribution, λGP is a weighing factor,
IC is the underwater image without distortion, ID

is the same image with distortion.

(2) L1 loss
To give G some ground truth, the low-

frequency features in the image need to be fully
extracted. We use the L1 regularization term loss.
LetG extract samples and features from the global
similarity space of L1 sense [13, 14]. The L1 loss
term is shown in equation (2):

L1 = E[||IC − (G(ID)||1]. (2)

(3) Gradient diffrence loss
Generative models often produce relatively

blurred images. To solve this problem, we use gra-
dient difference loss LGDL to improve the gradient
prediction of the image by directly penalizing the
generator to achieve a sharpened image. The pre-
dicted image of IC IP = G(ID). Parameter α is
an integer greater than or equal to 1. The gradient
difference loss LGDL as follows:

LGDL(I
C , IP ) =

∑
i,j ||I

C
i,j − ICi−1,j |

−|IPi,j − IPi−1,j ||
α||ICi,j − ICi,j−1

| − |IPi,j − IPi,j−1
||α.
(3)

(4) Image content loss
Inspired by [15, 16], we add a content loss

term to the target and let G generate an enhanced
image with similar content to the real image.
Then, we input the generated and original high-
resolution images into the VGG19 network for fea-
ture extraction. Here, only a portion of these fea-
tures is extracted using the VGG19 network. The
image content function Φ(∗) is a high-frequency
feature extracted from the 5th block of the conv2
layer of the VGG19 network that is trained in
advance. The image content loss is as follows:

LCON (G) = E[||Φ(IC)− Φ((G(ID))||2]. (4)

Finally, we use the following objective function
for pairwise training to determine the overall loss
of AC-GAN LAC as a linear combination of the
above four losses to speed up the convergence of
the network parameters. It guides G-learning to
improve the quality of the generated images so
that they are close to real clear images in terms of
structure, color, and detail.
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LAC(G) = minG maxD LWGAN (G,D) + λ1L1

+λ2LGDL(I
C , IP ) + λ3LCON (G),

(5)
where, λ1 = 100, λ2 = 10, and λ3 = 30 are the
scale factors that we empirically adjusted to hyper
parameters.

3 Experimental analysis and
discussion of results

To demonstrate the effectiveness of the AC-GAN,
we conducted a series of comparison experiments.
The comparison methods include (1) A physically-
based model: the dark underwater channel prior
(UDCP) [17]. (2) Based on the non-physical
model: Underwater Image Enhancement by Atten-
uated Color Channel Correction and Detail Pre-
served Contrast Enhancement (ACDC) [18]. (3)
Data-driven models based on: underwater GAN
with gradient penalty [19] and Simultaneous
Enhancement and Super-Resolution (SESR) [20]
and Fast Underwater Image Enhancement for
Visual Perception (FUnIE-GAN) [21].

Due to the complexity of the underwater
environment, real underwater image datasets are
limited. Therefore, we select paired underwa-
ter images from the synthetic underwater image
dataset EUVP [21] to train AC-GAN. First, we
use the synthetic underwater image dataset EUVP
and real-world underwater image dataset RUIE to
test the feasibility and robustness of our proposed
algorithm. Then, we performed a subjective and
objective comparative analysis of the experimen-
tal results for each method. The edge detection
with the Canny operator is used to verify the
enhancement effect of the methods on fogging and
uneven illumination in different water environ-
ments and the image contrast, texture details, and
contour details enhancement. Finally, we perform
ablation experiments on AC-GAN.

3.1 Subjective evaluation

We randomly selected four underwater degraded
images to compare with the enhancement results
of the six algorithms, and the result plots are
shown in Fig. 6.

Physical model-based methods recover under-
water images by constructing degradation models

Fig. 6 Subjective comparisons on synthetic under-

water images. (a) Distorted. (b) UDCP. (c) ACDC. (d)
UGAN. (e) SESR. (f) FunIE-GAN. (g) Our result. (h)
G.Truth.

and estimating model parameters. Many physical
parameters and underwater optical properties are
required, making these methods difficult to imple-
ment. Due to the lack of rich training data, these
methods based on the dark channel prior perform
poorly in marine scenes. As shown in Fig. 6(b),
UDCP appears to overcompensate for color and
fails to correct green tones in the image. Non-
physical models do not have complex underwater
physical parameters and produce better objec-
tive details by processing image pixels, such as
the ACDC algorithm. However, the ACDC algo-
rithm is less effective in enhancing the color shift
correction of underwater images, as shown in
Fig. 6(c). The data-driven-based models UGAN,
SESR, and FUnIE-GAN perform better. How-
ever, UGAN, SESR, and FUnIE-GAN all suffer
from different degrees of color under-correction, as
shown in Fig. 6(d)-(f). Overall, Fig. 6(h) shows
our method’s clearest and closest results to the
real image.

Image processing operations such as target
detection and feature point matching pairs require
a high level of image detail. However, existing
underwater image enhancement methods often
correct only for color shifts, and image details are
still not recovered. We rely on canny edge detec-
tion [22] to evaluate visibility detail edge recovery
for images with slight deterioration in visibility
processed by AC-GAN and different underwater
image enhancement algorithms. Since the non-
physical model-based and physical model-based
correction of color bias is less effective, we chose
three learning-based methods similar to ours for
visibility edge recovery evaluation. Fig. 7 shows
that the top row is the input image, the middle row
is the corresponding edge detection map, and the
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bottom row is the local detail map. From Fig. 7(a),
we observe that the original image edges are dif-
ficult to detect due to the strong scattering. For
these lightly contaminated scenes, the edge detec-
tion maps of the underwater images enhanced by
UGAN and SESR methods do not increase much
in the retrieved edges compared with the origi-
nal image edge detection maps. It indicates that
the UGAN and SESR methods are less effective
in detail recovery, although they correct the color
bias. Fig. 7(d) shows that the FUnIE-GAN edge
map appears with local edges that do not exist in
the edge map of the real clear image, and local
noise is found in the FUnIE-GAN enhanced image
after zooming in on the local map. As observed in
Fig. 7(e), the edge detection map shows that our
enhancement method has more visible edges and
is closer to the edge texture of the clear image in
the image space. This indicates that the proposed
AC-GAN can effectively correct the color bias and
reveal more details of the image structure without
generating additional noise.

Fig. 7 Edge detection experiment. (a) Distorted. (b)
UGAN. (c) SESR. (d) FUnIE-GAN. (e) Our result. (f)
G.Truth.

To verify the generalization ability of the
model in the complex water environment and
effectively illustrate the enhancement effect of the
model on the images in real scenes. We select ten
underwater images with different turbidity and
different degrees of color shift from the RUIE-
UCCS publicly available underwater real image
dataset for the experiment. These images are
classified into five categories: bluish underwater
images, greenish underwater images, greenish-
bluish underwater images, and deep-blue and haze
underwater images.

Fig. 8 Subjective comparisons on the bluish under-

water images. From left to right are raw underwater
images and the result of UDCP, ACDC, UGAN, SESR,
FUnIE-GAN, and the proposed method.

Fig. 9 Subjective comparisons on the greenish

underwater images. From left to right are raw underwa-
ter images and the result of UDCP, ACDC, UGAN, SESR,
FUnIE-GAN, and the proposed method.

Fig. 10 Subjective comparisons on the greenish-

bluish underwater images. From left to right are
raw underwater images and the result of UDCP, ACDC,
UGAN, SESR, FUnIE-GAN, and the proposed method.

The overall contrast of the enhanced images
by the UDCP algorithm is improved, but its
color compensation is too strong, resulting in
blurred image details. The overall contrast of the
enhanced images by the ACDC algorithm is signif-
icantly improved, but its recovered image color is
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Fig. 11 Subjective comparisons on the deep-blue

and haze underwater images. From left to right are
raw underwater images and the result of UDCP, ACDC,
UGAN, SESR, FUnIE-GAN, and the proposed method.

distorted. The enhancement of SESR and FUnIE-
GAN algorithms are ineffective in enhancing the
deep-blue and haze underwater images, as shown
in Fig. 11 The improvement for bluish and green-
ish underwater images with deeper pollution of
Blue1 and Blue2 is not obvious, as shown in
Fig. 8 and Fig. 9. Its improvement in greenish-
bluish underwater images is certain, but there is
the problem of unnatural subjective vision and
poor contrast, as shown in Fig. 10. The UGAN
algorithm and our proposed algorithm enhance
images significantly better than several other algo-
rithms. However, the enhancement effect of the
UGAN algorithm on the heavily polluted green-
ish underwater images is average, such as Green1
and Green2 in Fig. 8. The UGAN algorithm sig-
nificantly improves the haze and greenish-bluish
underwater images’ color shift. However, there
exist unnatural color-corrected backgrounds, such
as unnatural local exposures and abnormally dark
areas in Blue-Green4 in Fig. 10. In contrast, our
algorithm-enhanced images eliminate the effect of
color bias, have higher visibility and more natural
and realistic colors, and enhance the contrast and
details of the image.

3.2 Objective evaluation

The subjective vision shows that the AC-GAN
algorithm is more effective in enhancing underwa-
ter images with different degrees of degradation.
To further validate the effectiveness of AC-GAN,
we analyzed it from an objective perspective.
We selected two Full-Reference metrics, including
Peak-Signal to Noise Ratio (PSNR) [23]and Struc-
tural Similarity Index Measurement (SSIM) [23]
to evaluate the quality of the underwater images

in Fig. 6. In addition, we further selected four non-
reference metrics, including Information Entropy
(IE) [24], Patch-based Contrast Quality Index
(PCQI) [25], Underwater Image Quality Met-
ric (UIQM) [26], and Underwater Color Image
Quality Evaluation (UCIQE) [27] to evaluate the
quality of the real underwater images of Fig. 8-
Fig. 11.

First, IE is the average number of information
describing the color richness of underwater images.
It reflects the richness of image information, and
the larger value of information entropy represents
the richer image information, the clearer image,
and the better quality. Second, PCQI mainly
evaluates the contrast perception of underwater
images by human eyes from an objective perspec-
tive. Finally, UIQM and UCIQE are more compre-
hensive metrics designed specifically to evaluate
the quality of underwater images. Higher values of
PCQI, UCIQE, and UIQM indicate better image
quality.

UDCP ACDC UGAN SESR FUnIE Ours method
image1 14.2165 17.8667 26.5786 25.9292 26.0606 27.2468
image2 16.4124 19.7087 25.3870 21.2684 24.2953 25.7835
image3 19.8496 19.4080 26.1746 28.2917 27.4836 25.8003
image4 25.5438 17.4711 23.2075 24.4714 23.3143 22.5326
average 19.0056 18.6137 25.3369 24.9902 25.2884 25.3408

Table 1 Comparison of PSNR[23] evaluation indicators.

UDCP ACDC UGAN SESR FUnIE Ours method
image1 0.5850 0.5194 0.7984 0.7950 0.8546 0.8523
image2 0.8144 0.4233 0.8981 0.8518 0.8901 0.8352
image3 0.4585 0.5768 0.7912 0.7707 0.7302 0.8105
image4 0.3551 0.5422 0.8610 0.7904 0.8725 0.8579
average 0.5532 0.5154 0.8372 0.8020 0.8368 0.8390

Table 2 Comparison of SSIM[23] evaluation indicators.

UDCP ACDC UGAN SESR FUnIE Ours method
Blue1 7.4041 7.7148 7.3918 7.0094 6.9205 7.6367
Blue2 7.6516 7.7224 7.8637 7.6081 7.6277 7.7718
Blue3 7.5604 7.8283 7.823 7.6579 7.5692 7.7656
Blue4 7.4727 7.8446 7.8073 7.4476 7.3228 7.6685
Blue-green1 7.0911 7.6072 7.8155 7.1682 7.5067 7.7859
Blue-green2 7.0636 7.8195 7.5647 6.8235 7.2127 7.7549
Blue-green3 6.4589 7.5582 7.5026 6.9157 7.1516 7.5802
Blue-green4 6.4685 7.6737 7.2582 6.7247 7.3324 7.7436
Green1 6.1428 7.6261 6.4336 6.2976 7.4722 7.7156
Green2 6.8222 7.6471 6.3779 6.3199 7.0722 7.5010
Green3 7.7086 7.8713 7.8214 7.7552 7.7208 7.7939
Green4 7.7838 7.8864 7.8144 7.7450 7.7102 7.8120
Deep blue1 7.1260 7.7221 6.2390 5.4719 7.0156 7.6589
Deep blue2 7.3402 7.6949 7.7580 7.7161 7.7475 7.7562
Haze1 6.8564 7.6644 7.5359 6.8191 7.5361 7.8709
Haze2 6.3491 7.6750 7.3669 6.3107 7.5780 7.8223
Average 7.0812 7.7222 7.3983 6.9869 7.4060 7.7273

Table 3 Comparison of IE[24] evaluation indicators.
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UDCP ACDC UGAN SESR FUnIE Ours method
Blue1 3.0731 5.0414 4.6876 2.1946 3.2055 4.8480
Blue2 5.4087 4.9643 4.4546 3.2180 3.9964 4.6857
Blue3 3.3558 5.3515 4.7028 5.2127 5.50677 5.555
Blue4 2.5521 5.1431 5.0706 5.1432 5.7299 5.5268
Blue-green1 4.2134 4.7901 4.4003 3.0569 3.7019 4.7689
Blue-green2 5.2104 5.2278 4.9688 4.0529 4.5968 5.4684
Blue-green3 3.2209 4.2678 4.0934 2.8948 3.5388 4.3792
Blue-green4 4.7207 4.8561 4.3344 3.6754 4.3431 4.7180
Green1 4.3204 4.9695 3.8826 3.9625 4.7539 5.1426
Green2 3.5896 5.0994 4.2743 4.0701 4.5146 4.8639
Green3 3.6662 5.4163 5.2015 5.2311 5.7430 5.7894
Green4 3.1450 5.1803 5.2152 4.8189 5.4561 5.7414
Deep blue1 4.0005 4.8041 3.8192 3.2109 2.9597 5.1893
Deep blue2 3.7700 5.3831 4.1863 4.5849 4.2682 5.0135
Haze1 4.3297 5.0408 4.7439 4.2427 5.4459 5.0394
Haze2 4.9396 5.1760 4.5852 3.8711 5.6588 5.3146
Average 3.9698 5.0445 4.5388 3.9650 4.5887 5.1278

Table 4 Comparison of UIQM[26] evaluation indicators.

UDCP ACDC UGAN SESR FUnIE Our method
Blue1 0.5740 0.5352 0.5443 0.4053 0.4270 0.5832
Blue2 0.6740 0.5427 0.6411 0.5385 0.5571 0.6212
Blue3 0.5855 0.5332 0.5865 0.5340 0.5397 0.5529
Blue4 0.5872 0.5430 0.5889 0.5014 0.5237 0.5686
Blue-green1 0.5405 0.5192 0.6278 0.4871 0.5476 0.6332
Blue-green2 0.4859 0.5403 0.5818 0.4478 0.5042 0.6188
Blue-green3 0.5435 0.5373 0.6148 0.4903 0.5313 0.6323
Blue-green4 0.4500 0.5321 0.5879 0.4739 0.5548 0.6152
Green1 0.4288 0.5282 0.5269 0.3967 0.4750 0.5754
Green2 0.4261 0.5255 0.4711 0.3914 0.4251 0.5754
Green3 0.5558 0.5372 0.6353 0.5461 0.5655 0.6213
Green4 0.5310 0.5343 0.6249 0.5321 0.5522 0.6110
Deep blue1 0.4391 0.5207 0.5074 0.3258 0.3343 0.5709
Deep blue2 0.6146 0.5403 0.6332 0.5622 0.5622 0.6275
Haze1 0.5088 0.5096 0.5827 0.3800 0.4536 0.5862
Haze2 0.4717 0.5436 0.5876 0.3451 0.4331 0.6079
Average 0.5260 0.5326 0.5839 0.4599 0.4991 0.6001

Table 5 Comparison of UCIQE[27] evaluation indicators.

UDCP ACDC UGAN SESR FUnIE Our method
Blue1 1.1863 1.4284 1.2160 0.9979 0.9142 1.3184
Blue2 1.0996 1.3142 1.0634 1.0136 0.8931 1.1218
Blue3 0.9570 1.2467 1.0457 1.0739 0.8565 1.0687
Blue4 0.9567 1.3656 1.1329 1.0991 0.8079 1.1262
Blue-green1 0.8264 1.3795 1.1095 0.9788 0.9150 1.1601
Blue-green2 0.6813 1.3995 1.2304 1.0142 0.9661 1.2809
Blue-green3 0.9172 1.2730 1.1134 0.9407 0.9155 1.1439
Blue-green4 0.9025 1.2493 0.9786 0.9232 0.9455 1.1709
Green1 0.8099 1.2728 0.8450 0.9181 0.9137 1.2621
Green2 0.8468 1.2898 0.8612 0.9848 0.9125 1.3123
Green3 1.0754 1.1947 1.0335 1.0314 0.7997 1.0023
Green4 0.9162 1.2137 1.0516 1.0535 0.8010 1.0392
Deep blue1 1.1270 1.0270 0.8589 0.9006 0.8983 1.3037
Deep blue2 0.7892 1.2445 0.8411 0.8955 0.7712 1.0123
Haze1 1.0148 1.4114 1.1590 0.9495 0.9858 1.2250
Haze2 0.8587 1.3916 1.1814 0.9141 0.9402 1.2889
Average 0.9353 1.2939 1.0451 0.9805 0.8898 1.1773

Table 6 Comparison of PCQI[25] evaluation indicators.

As shown in Table 1 and Table 2, the values
of PSNR and SSIM of our algorithm are higher.
It indicates that our method enhances synthetic
underwater images with less noise, more valuable
information, and good performance.

First, Table 3 shows that the mean value of
IE of our algorithm is higher among the five algo-
rithms, indicating that our algorithm retains more
information and has better clarity. Second, the
higher the PCQI value, the better the image’s con-
trast. Table 4 shows that the PCQI average of

our algorithm is second only to the ACDC algo-
rithm, indicating that the ACDC algorithm has
higher contrast. However, the color distortion of
the enhanced underwater images by the ACDC
algorithm and the subjective visual unnatural-
ness of the corrected underwater images with dark
blue color bias and some green color bias. Finally,
Table 5 shows that the average UCIQE score of
our algorithm is also higher among the five algo-
rithms. It indicates that our algorithm’s enhanced
underwater degradation images have more natu-
ral colors and better performance in chromaticity,
saturation, and improved sharpness. Furthermore,
the UIQM metrics of our algorithm are higher, as
shown in Table 6, indicating that the enhanced
underwater images of our algorithm are closer to
the real underwater clear images in terms of color
and contrast, i.e., better enhancement effect and
more realistic. In summary, the enhanced under-
water images by the AC-GAN algorithm have
better color, sharpness, and contrast.

3.3 Application in high-level

computer vision tasks

3.3.1 Evaluation of object detection

results

To demonstrate that our algorithm reduces
the effect of color bias on the underwater
visual system, we verified the effectiveness of
our algorithm in enhancing underwater recovery
image recognition using the Google Vision API
(https://cloud.google.com/vision/). As shown in
Fig. 12, fish in the original image were rec-
ognized as broad biological categories, whereas
the enhanced image was recognized more specif-
ically as clownfish and anemonefish. In addition,
most of the metrics values were also improved.
It can be seen that underwater images enhanced
by our algorithm improve the accuracy of target
detection. In addition, underwater images have
more interfering factors that affect tag recogni-
tion. Therefore, we evaluated the label detection of
real underwater images and algorithm-enhanced
underwater recovery images, including label name
and correct rate. As shown in Fig. 12(a), the
Google Vision API recognizes the two sharks in
the figure as a whole as one animal and incorrectly
recognizes the rock and human legs and flippers as
a single animal. After our algorithm enhances the
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image, the misrecognition of Google Vision API is
effectively corrected. It is worth mentioning that
these labels are indeed present in the image.

Fig. 12 A sample of improving target detection results of
Google Vision API.

3.3.2 Evaluation of text detection

results

To better apply underwater image enhancement
techniques to underwater relic exploration and
underwater trash brand statistics, etc. We test
the recognition accuracy of text information in
underwater enhanced images. As shown in Fig. 13,
we conducted OCR experiments on the Google
Vision API. We chose a real and artificially ren-
dered underwater pollution image for validation.
For the real underwater pollution image, we chose
a free-diving flipper image with text as a typical
experiment. In the experimental example, OCR
incorrectly recognized the letters as ON, while the
underwater enhanced image corrected this mis-
recognition. Artificially rendered underwater pol-
lution image. We chose an image with text mark-
ers in the lower right corner as the experimental
example.OCR fails to recognize any text for the
underwater pollution image, while the underwater
enhanced image accurately recognizes the corre-
sponding text. We can see that the underwater
image enhanced by our algorithm can recognize
more textual information with higher accuracy by
OCR detection. The experimental results show
that our algorithm can improve the accuracy and
clarity of text recognition in underwater-enhanced
images.

Fig. 13 A sample of improving the text recognition result
of Google Vision API.

3.3.3 Evaluation of text detection

results

3.4 Ablation Research

To verify the effectiveness of ACU-Net, we
conducted comparison experiments. U-Net was
trained as a generative network. The enhanced
underwater image details and local exposures were
recovered better as the number of epoch rounds
increased, as shown in Fig. 14(b)-(c). In contrast,
ACU-Net trained as a generative network, the
underwater images enhanced by the first epoch
round and the underwater images enhanced by the
50th round of U-Net have similar results, as shown
in Fig. 14(d)-(e). The local exposure and details
of the degraded underwater images enhanced by
the 50th epoch round of ACU-Net are recovered.
It indicates that using multiple attention mech-
anism and recurrent residual convolution in the
encoder and decoder process can extract the image
features more fully and retain the image details
better, which helps to train a deeper network
structure and avoid gradient unlearning.

Fig. 14 U-Net and ACU-Net comparison experi-

ment. (a) Original image. (b) U-Net epoch 0. (c) U-Net
epoch 50. (d) ACU-Net epoch 0. (e) ACU-Net epoch 50.
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We further demonstrate the contribution of
each loss term of AC-GAN to the enhancement
model, and we perform ablation experiments. For
example, in Fig. 15(b), we observe that the L1

helps to generate sharper images. Similarly, the
LGDL helps in color correction, and the local green
color is corrected as shown in Fig. 15(c). And the
LCON helps to provide finer texture details, such
as sharper fisheye details, as shown in Fig. 15(d).

Fig. 15 Ablation experimen. (a) Input. (b) L1 loss. (c)
L1 loss, LGDL loss. (d) L1 loss, LGDL loss, Lcon loss. (e)
ACU-Net epoch 50.

4 Conclusions

To eliminate the influence of light absorption and
scattering on imaging, the enhanced underwater
images represent the ocean scene information com-
pletely. We propose combined multiple attention
and recurrent residual convolutional U-Net (ACU-
Net) for underwater image enhancement. Com-
bining the multi-attention and recurrent residual
convolution of U-Net can fully extract the image
features and better recover the image details. We
train our model with synthetic datasets, and the
trained model can effectively enhance underwater
images with different color shifts and turbid-
ity. Experiments show that our algorithm has
good feature extraction ability and robustness for
underwater images. Our proposed algorithm can
correct color distortion, improve the contrast of
underwater images, and recovers image details.
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