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Abstract

Order-preserving matching is a string matching problem of two numeric strings
where the relative orders of consecutive substrings are matched instead of the
characters themselves. The order relation between two characters is a ternary
relation (>, <,=) rather than a binary relation (>, <), but it was not sufficiently
studied in previous works [5, 7, 1]. In this paper, we extend the representations of
order relations by Kim et al. [5] to ternary order relations, and prove the equiva-
lence of those representations. The extended prefix representation takes logm+ 1
bits per character, while the nearest neighbor representation takes 2logm bits
per character. With our extensions, the time complexities of order-preserving
matching in binary order relations can be achieved in ternary order relations as
well.

1 Introduction

Order-preserving matching is a string matching problem of two numeric strings
where the relative orders of substrings are matched instead of the characters them-
selves. It has many practical applications such as stock price analysis and musical
melody matching. The study on this field was introduced by Kubica et al. [7]
and Kim et al. [5] where Kubica et al. [7] defined order relations by order isomor-
phism of two strings, while Kim et al. [5] defined them explicitly by the sequence
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of rank values (which they called the natural representation). Recently, variants
of order-preserving matching have been studied such as order-preserving suffix
trees [2], approximate matching with & mismatches [3], and a Boyer-Moore type
algorithm [1].

An order relation between two characters is a ternary relation (>, <, =) rather
than a binary relation (>, <), but the representations of order relations were not
sufficiently studied for ternary order relations. Kim et al. [5] considered only binary
order relations by assuming that all the characters in a string are distinct, while
Kubica et al. [7] considered ternary order relations but their match condition on
equal characters was faulty and it was fixed later by Cho et al. [1]. As there
was no integrated study on the relationship between the representations of order
relations, previous works [1, 2, 3] individually handled the cumbersome details of
ternary order relations on their own works.

The number of order relations on a sequence of n elements is n! in binary order
relations, but it is the ordered Bell number [4] in ternary order relations. The
ordered Bell number is the solution of the recurrence f(n) = 1+ Z;:ll (?) f(n—13),
which is exponentially greater than m!. The representations of order relations
should be extended for ternary order relations, which might incur some space
overhead on the representations.

In this paper, we extend the representations of order relations by Kim et al. [5]
to ternary order relations, and prove the equivalence of those representations.
With the extended prefiz representation, order-preserving matching can be done
in O(nlogm) time, and the representation of order relations takes (logm + 1)-bit
per character. With the nearest neighbor representation, the matching can be done
in O(n + mlogm), but the representation takes (2logm)-bit per character. The
nearest neighbor representation is suitable for the single pattern matching while
the extended prefix representation is space-efficient and can be useful in order-
preserving multiple pattern matching [5] and order-preserving suffix trees [2].

2 Problem Formulation

Let ¥ denote the set of numbers such that a comparison of two numbers can be
done in constant time, and let 3* denote the set of strings over the alphabet ¥. For
a string x € X*, let |z| denote the length of z. A string x is described by a sequence
of characters (x[1],z[2],...,z[|z|]). Let a substring z[i..j] be (z[i], z[i + 1], ..., z[j])
and a prefix z; be x[1..7]. For a character ¢ € X, let rank,(c) = 1+ |{i : z[i] <
¢ for 1 < i < |z|}|, and let exist,(c) be 1 if ¢ exists in x, and 0 otherwise. Let
ex-rank,(c) = (rank;(c), exist,(c)). For any boolean condition cond, let d(cond)
be 1 if cond is true, 0 otherwise.

Order Isomorphism [7] For two strings x and y of length n, z and y are order-
isomorphic if Vi, j € [1..n], z[i] < z[j] © y[i] < y[j].

Order isomorphism implicitly deals with ternary order relations because each of

ternary order relations (>, <,=) can be checked by variants of the proposition in
Definition 2 (changing ¢ and j, taking the contrapositive, or both). For example,
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if z[i] > x[j], then y[i] > y[j] by the contrapositive of z[i] < z[j] <= y[i] < y[j]. If
xfi] = x[j], then y[i] = y[j] by =[i] < z[j] = y[i] < y[j] and z[j] < z[i] = y[5] < yli].
The definition of order isomorphism looks simple, but it is somewhat compli-
cated to handle in practice. The number of the order relations involved in checking
order isomorphism of two strings of length n is O(n?), hence it has an inherent
quadratic term if the definition is used directly for order-preserving matching.

Natural Representation [5] For a string x of length n, the nat-
ural representation of the order relations is defined as Nat(x) =

(rank,(z[1]), rank,(x[2]), ..., rank; (x[n])).

In the natural representation, ternary order relations are explicitly stated in
terms of ranks. For example, z[i] > z[j] if and only if Nat(z)[i] > Nat(z)[j], and
z[i] = z[j] if and only if Nat(z)[i] = Nat(x)[j]. That is, the order relations of two
strings coincide if and only if Nat(z) = Nat(y). The comparison of two natural
representations takes O(n) time if the natural representations are given.

These two definitions are equivalent because the natural representations of two
strings are identical if and only if they are order-isomorphic. We adopt the natural
representation throughout this paper because the definition itself and subsequent
analysis are more intuitive.

Order-Preserving Matching [5] Given a text T[l.n] € X* and a pattern
P[l..m] € ¥*, P matches T at position 7 if Nat(P) = Nat(T[i —m+ 1..7]). Order-
preserving matching is the problem of finding all positions of T" matched with P.

Equivalent Representation For any two representations R;(-) and Ry(-), Ry is
equivalent to Ry if R1(z) = R1(y) & Ra(z) = Ra(y) for any two strings z, y.

For KMP-based algorithms [6], the length of matches is incrementally increased
when the next character of the text matches that of the pattern. Such a match
operation is formalized by the match condition as follows.

Match Condition A match condition of a representation R(:) is a boolean func-
tion Match(z,y, R(x),t + 1) such that Nat(zi11) = Nat(ys+1) holds if and only
if Nat(z;) = Nat(y;) and Match(z,y, R(x),t + 1) where z, y € £*, |z| = |y| and
tel.|z|—1].

3 Prefix Representation
Prefix Representation [5] For a string x, the prefix representation of the order

relations is defined as Pre(z) = (ranks, (z[1]), ranks, ([2]), ..., ranky,, (z[|z]])).

The prefix representation has an ambiguity between different strings in ternary
order relations [1]. For example, when z = (10, 30,20), and y = (10,20, 20), the
prefix representations of both z and y are (1,2,2). The ambiguity is resolved in
the extended prefix representation.
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1 1 2 3 4 5 6 7 8
T 30 10 50 20 30 20 25 20
Nat(zg) 4 6 4 2

Ez-pre(x7) §é> \o (é) <§> (?) (? <§>
o €9 I 6w I O I I O I W/
Ez-pre(zs) @) @1)) @) (é) (? (? <§> (?

Figure 1: Example of Lemma 3.1 and Lemma 4.1

Extended Prefix Representation For a string x, the extended prefix
representation is defined as FEx-pre(z) = (ex-ranky, (z[1]), ex-rank(z2[2]),
cevy €T-TANK(T )5 [|2]])).

For any t € [l.|z| — 1], Nat(x;41) can be computed from Nat(z;) and
Ex-pre(z41).

Lemma 3.1 (Representation Conversion) Given Nat(x;) and Ez-pre(zi41),

a+0((a>c)V(a=cnd=0)) for1<i<t

Nat(zey1)[i] = { c Jori=t+1

where a = Nat(zy)[i] and (2) = Ez-pre(zq1)[t + 1].

An example of Lemma 3.1 is shown in Figure 1 for = =
(30,10, 50, 20, 30, 20, 25,20). Let’s consider when ¢t +1 = 7. For ¢ = 1, we

have Nat(xg)[1l] = a = 4 and FEz-pre(xr)[7] = (2) = (g). Since a = ¢ and d = 0,
we have Nat(z7)[1]] =a+1=05. For i = 2, (2) is the same as for ¢ = 1, and we
have Nat(z6)[2] = a = 1. Since a < ¢, Nat(z7)[2] = a = 1. Let’s consider the next
step when ¢ + 1 = 8. For i = 4, we have Nat(z7)[4] = a = 2 and (;) = G) As
a=cand d=1, Nat(zs)[4] =a=2.

Theorem 3.2 FEz-pre(-) is equivalent to Nat(-).

Theorem 3.3 (Match Condition) Given =z, y and t, the condition
Ez-pre(zi1)[t + 1) = Ez-pre(yes1)[t + 1] is a match condition of Ex-pre(-).

4 Nearest Neighbor Representation

Let LM ax,[i] = j if z[j] = max{x[k] : z[k] < z[i] for 1 <k <i—1}, or —o0 if no
such j. Let LMin,[i] = j if z[j] = min{z[k] : z[k] > z[i] for 1 < k <i—1}, or
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oo if no such j. If there are multiple j’s for LM az,[i] or LMin,i], we choose the
rightmost one. In Figure 1, LMax,[8] = 6 since z[6] is the rightmost one among
the maximum values which are less than or equal to z[8] in z[1..7]. Similarly,
LMing[8] = 6.

Nearest Neighbor Representation [5, 7, 1] For a string z, the nearest neigh-
bor representation can be defined as

NN(z) = (ifer- W) (Lata. ) .. (Lter-la])

LMing[1] )\ LMin,[2] LMing[|z|]

For convenience, let z[—oc] = —oo, z[oo] = oo, Nat(z)[—oc] = 0 and
Nat(z)[oc] = |z| + 1 for any string x. Then, Nat(z)[LMaz,[i]] < Nat(x)[i] <
Nat(z)[LMin,[i]] holds for any ¢ € [l..|z|] even when LMaz,[i] = —oo or
LMin,[i] = oo.

Lemma 4.1 (Representation Conversion) Given Nat(z:) and NN (z¢11),

Nt { 70O DV IR D) otz

where a = Nat(z¢)[i], (;) = NN(z441)[t + 1], e = Nat(zy)[c] and f = Nat(xs)[d].

An example of Lemma 4.1 is shown in Figure 1 for x =
(30, 10, 50, 20, 30, 20, 25,20). Let us consider when t +1 = 7. For i = 1, we

have Nat(xg)[l] = a =4, NN (z7)[7] = (2) = <g>, e=2and f =4. Sincea = f

and e # f, we get Nat(z7)[l]] =a+1=05. Fori=2, (;), e and f are the same
as for ¢ = 1, and we have a = 1. Since a < e, we have Nat(z7)[2] = a = 1. For
i =3, we have a = 6 and a > f, and thus Nat(z7)[3] =a+1="7. For i = 4, we
have a = 2. Since a = e and e # f, we get Nat(z7)[4] = a = 2. For i =7, we get
Nat(z7)[7] = f = 4 since ¢ = ¢t + 1. Consider the next step when ¢ + 1 = 8. For
i =4, we have a = 2, NN(z3)[8] = (2) = G), e=2and f =2. Sincea=e=f,
we get Nat(xg)[4] = a = 2.

Theorem 4.2 NN(-) is equivalent to Nat(-).

A naive match condition of the nearest neighbor representation is NN (x¢11)[t +
1] = NN (yi+1)[t +1] as that of the extended prefix representation in Theorem 3.3,
which requires computing the nearest neighbor representations of both x and y.
Kubica et al. [7] proposed an efficient match condition for ternary order relations
which can be checked in constant time when the nearest neighbor representation
of x is given, but it was faulty. Cho et al. [1] presented a modified match condition
in ternary order relations, which can produce an O(n + mlogm) algorithm as in
binary order relations.
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Theorem 4.3 (Match Condition of Nearest Neighbor Representation [1])
Given x, y and t, the condition (y[c] < y[t + 1] < y[d]) V (y[t + 1] = y[c] = y[d]) s
a match condition of NN (-) where <2> = NN(xe1)[t + 1]

We can generalize order-preserving matching algorithms in binary order rela-
tions [5] to ternary order relations using the representations above. For single
pattern matching, we can obtain an O(nlogm) algorithm with the extended prefix
representation, and an O(n 4+ mlogm) algorithm with the nearest neighbor repre-
sentation, both of which are consistent with the results in [5, 7, 1]. For multiple
pattern matching, we can obtain an O((n + m)logm) algorithm in ternary order
relations using the extended prefix representation.
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