
Peer-to-Peer Networking and Applications (2023) 16:1257–1269 

Vol.:(0123456789)1 3

https://doi.org/10.1007/s12083-023-01472-2

ESA‑FedGNN: Efficient secure aggregation for federated graph 
neural networks

Yanjun Liu1 · Hongwei Li1 · Xinyuan Qian1 · Meng Hao1

Received: 10 November 2022 / Accepted: 23 February 2023 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2023

Abstract
Graph Neural Network (GNN) architecture is a state-of-the-art model, which can obtain complete node embedding features 
and rich data information by aggregating the information of nodes and neighbors. Therefore, GNNs are widely used in 
electronic shopping, drug discovery (especially for the treatment of COVID-19) and other fields, promoting the explosive 
development of machine learning. However, user interaction, data sharing and circulation are highly sensitive to privacy, and 
centralized storage can lead to data isolation. Therefore, Federated Learning with high efficiency and strong security and 
privacy enhancement technology based on secure aggregation can improve the security dilemma faced by GNN. In this paper, 
we propose an Efficient Secure Aggregation for Federated Graph Neural Network(ESA-FedGNN), which can efficiently 
reduce the cost of communication and avoid computational redundancy while ensuring data privacy. Firstly, a novel secret 
sharing scheme based on numerical analysis is proposed, which employs Fast Fourier Transform to improve the computational 
power of the neural network in sharing phase, and leverages Newton Interpolation method to deal with the disconnection and 
loss of the client in reconstruction phase. Secondly, a regular graph embedding based on geometric distribution is proposed, 
which optimizes the aggregation speed by using data parallelism. Finally, a double mask is adopted to ensure privacy and 
prevent malicious adversaries from stealing model parameters. We achieve O(logN log(logN)) improvements compared to 
O
(

N
2
)

 in state-of-the-art works. This research helps to provide security solutions related to the practical development and 
application of privacy-preserving graph neural network technology.

Keywords  Federated learning · Graph neural network · Secure aggregation · Fast fourier transform · Privacy preserving · 
Newton interpolation

1  Introduction

In recent years, machine learning technology driven by 
data and computing resources is ushering in an explosive 
development, which is widely used in medicine, image pro-
cessing, face recognition and other fields [1]. In the field of 
machine learning, Graph Neural Network (GNN) occupies 
a pivotal position. It can perform graph analysis and graph 
data modeling from complex graph structures in various 
fields, and mine valuable information. GNN architecture 
can obtain complete node embedding features and rich data 
information by aggregating the information of nodes and 

neighbors, so the graph neural network has been rapidly 
developed [2]. In the real world, GNN has a wide range 
of application scenarios, such as electronic shopping [3], 
chemical molecules [4], traffic flow modeling [5], etc. More 
over, GNN also benefits us humans, not only can detect 
fake news [6] but also drug discovery for the treatment of 
COVID-19 [7].

However, in practice, the exchange and circulation of data 
are highly sensitive to privacy. Due to regulatory restrictions 
and commercial competition, most enterprises and organi-
zations exist in the form of isolated islands, which is the 
so-called data isolation phenomenon. Therefore, how to use 
enterprise and organizational graph data to collaboratively 
train a high-quality model structure reasonably and legally 
without exposing data privacy is a research hotspot in recent 
years. Federated Learning (FL) effectively solves this data 
isolation problem in a privacy-preserving way [8, 9].

Federated learning is a distributed machine learn-
ing method that supports large-scale decentralized client 
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collaborative model training, which can realize the techni-
cal ability of "available and invisible" of secure and reli-
able data, this not only removes the correlation between the 
size of the machine learning capacity and the data storage 
capacity, but also protects the privacy of client data [10, 
11]. Intuitively, integrating federated learning into GNNs 
can effectively address data privacy and secure communi-
cation issues. However, most of the analysis and research 
of federated learning now mainly focus on the feature 
extraction of Euclidean spatial data, structured data such 
as speech and text [10], seldom deal with non-Euclidean 
spatial data such as social networks and knowledge graphs. 
And an attacker can exploit the node embedding to reverse 
infer the training samples in GNN [12]. Therefore, how to 
balance practicality, security and efficiency in the study 
of privacy-preserving federated graph neural networks is 
a major issue for our future development.

1.1 � Related work

In this section, we briefly review the literature on Feder-
ated Graph Neural Network and Privacy-preserving model 
aggregation.

Privacy‑preserving model aggregation  Although federated 
learning can fully release the computing and communica-
tion value of data through its own distributed data archi-
tecture, it has not fulfilled its responsibilities in defending 
against attacks, and still needs to rely on cryptography and 
other related technologies to solve privacy issues. Recently, 
a secure aggregation scheme has been applied to FL, which 
can effectively protect the model parameters from being 
attacked during the uploading process [13]. Therefore, the 
federated learning scheme based on secure aggregation is the 
focus of our research, which mainly includes the following 
aspects: differential privacy, homomorphic encryption, and 
secure multi-party computation.

From the perspective of life cycle, the secure aggregation 
based on Differential Privacy (DP) is to add noise to the 
calculation result of the data, which achieves the effect of 
confusion [14, 15] combined centralized differential privacy 
(CDP) and Local Differential Privacy (LDP) in federated 
learning to ensure that attackers cannot infer sensitive infor-
mation based on output differences, which is more efficient 
and practical than LDP alone. Although differential privacy 
can protect data privacy, it causes some losses to the accu-
racy and usability of model results.

Homomorphic encryption(HE) is a great discovery, 
Gentry released the first fully homomorphic encryption 
method that can do both addition and multiplication on 
ciphertext in 2009 [16]. HE focus on the security of the 

data processing process, that is to say, performing various 
operations on the encrypted data, then after decryption, it 
is exactly the result of operating on the original plaintext 
data [17]. At present, the biggest bottleneck of homomor-
phic encryption is that the computational overhead is too 
large, the efficiency is low, and it lacks practicality.

Secure Multi-Party Computing (MPC) is a solution to 
the problem of collaborative computing to protect privacy 
between a group of untrusting clients [18]. Through secure 
algorithms and protocols, each client can guarantee the 
independence of input, the correctness of calculation, and 
in addition to their own input, do not disclose any other 
input and output information that can be used for deduc-
tion [19]. The Shamir-based secret sharing proposed by 
[12] better protects the private information of clients and 
servers on the basis of secure aggregation, but its com-
munication and computing overhead is too high. So et al. 
[20] proposed the use of additional secret sharing and new 
coding techniques to achieve the robustness of the proto-
col, but it is not suitable for the joining of new clients in 
real-time, because a new system configuration is required 
to generate the mask.

Federated graph neural network  The rise and application 
of the federated graph neural network has successfully pro-
moted the research in the field of artificial intelligence. It 
couples the graph neural network and the federated learning 
algorithm, and learns from each other to achieve a better 
way of dealing with problems. It is widely used in various 
high-risk scenarios, such as financial analysis, drug discov-
ery and other important fields [21]. Wu et al. [3] proposed 
a GNN-based personalized federated recommendation sys-
tem FedaGNN, which applies local differential privacy and 
pseudo-interaction history information to anonymize local 
gradients, extending and improving the local user item graph 
in a privacy-preserving manner. Zhang et al. [22] fused 
FedAvg and GraphSage models to jointly train local node 
features to obtain missing topologies. Chen et al. [23] pro-
posed a general federated graph learning framework FedGL, 
which handles the complementarity and heterogeneity of 
graph data by uploading the client’s model parameters, pre-
diction results, node embeddings to the server, and protects 
privacy through global self-supervision information. Zheng 
et al. [24] proposed a separate federated GNN model, which 
decouples the training process into two parts: GraphSAGE 
calculates the model parameters locally, and calculates the 
loss function on the server. At the same time, the model 
parameters are uploaded through homomorphic encryption 
or protected by secret sharing. In this paper, combining the 
advantages of federated learning and graph neural networks, 
we propose a novel learning framework for federated graph 
neural networks with privacy-preserving functions.
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1.2 � Our contributions

In this paper, we clarify the differences and connections 
between federated learning, secure aggregation, and graph 
neural networks, and conduct coupling research for com-
monalities, it has played a major role in promoting the solu-
tion of the secure problems faced by the graph neural net-
work. It employs federated learning to improve computing 
power in graph neural networks, allows clients to jointly 
train machine learning models without disclosing private 
datasets, and achieves high efficiency and high security 
while ensuring model accuracy. It uses secure aggregation 
to hide model parameters during model training, prevent 
malicious adversaries from stealing model parameters, and 
ensure model data and user privacy. Based on the above 
two research results, to coordinate federated learning and 
secure aggregation, with the goal of improving the secu-
rity of graph neural networks, this paper proposes the core 
framework of this paper—Efficient Secure Aggregation for 
Federated Graph Neural Network(ESA-FedGNN). We sum-
marize the main contributions as follows:

•	 Firstly, a secret sharing scheme based on numerical 
analysis is proposed, which uses Fast Fourier Trans-
form (FFT) in the data sharing stage to improve the 
computational power of graph neural network, and 
achieves high efficiency and high security while ensur-
ing the model accuracy. In the recovery phase, a flex-
ible and easy-to-use Newton interpolation method is 
used to deal with the disconnection and loss of clients, 
which is beneficial to large-scale clients participating 
in collaborative training.

•	 Secondly, a regular graph embedding based on geo-
metric distribution is proposed. Using data parallelism, 
it can not only ensure that there are enough neighbor 
nodes to satisfy its security, but also maximize the use 
of computing resources and optimize the aggregation 
speed.

•	 Finally, a double mask is used to ensure privacy, prevent 
malicious adversaries from stealing model parameters, 
and ensure the privacy and security of model parameters 
and clients.

This paper comprehensively and deeply analyzes the ESA-
FedGNN protocol in terms of computing power, commu-
nication cost, privacy and robustness to client disconnec-
tion, and obtains a secure aggregation framework with 
high efficiency and strong privacy. We theoretically focus 
on analyzing the correctness and security of this protocol, 
reduce the time overhead to O(logN log(logN)) , and provide 
a strong basis for the actual development and application of 
technology.

2 � Preliminaries

2.1 � Federated learning

Federated Learning is a machine learning framework that 
effectively helps multiple organizations conduct data train-
ing and machine learning modeling while meeting the com-
mon requirements of user privacy protection, data security 
and government regulations. It works as follows: client 
terminal (such as mobile devices or groups) from a central 
server (such as service providers) to download the existing 
prediction model, the model is trained by using the local 
data, and the model updating content uploaded to the cloud, 
training model through the model updates to the fusion of 
different terminal, repeat the above process, until the model 
convergence. It embodies the principles of centralized col-
lection and data minimization and can mitigate many of the 
systemic privacy risks and costs generated by traditional 
centralized machine learning.

2.2 � Graph neural network

Graph Neural Network (GNN) is a deep learning method 
based on the graph structure. GNN learns the features of 
nodes and edges through a certain strategy, converts the 
graph structure into a neat and standardized representa-
tion, and undergoes various operations such as multi-layer 
graph convolution and activation function, and finally get 
the embedding of each node to facilitate tasks such as node 
classification, link prediction, graph and subgraph genera-
tion, etc.

GNN in this paper is modeled with a Message Passing 
Neural Network (MPNN) framework, it unifies various 
graph neural network and graph convolutional network 
methods [25]. The GNN training process consists of two 
stages : Message-passing (same for all tasks)and Readout 
(different across tasks). The first stage consists of two steps: 
(1) Aggregating local neighborhood embeddings of nodes 
(2) Updating the state of nodes.

In the framework of this paper, we assume that there are 
N clients, and each client has its own graph data G = (V ,E) , 
where V is a set of fixed points, E is a set of edges, and the 
edge connecting fixed points i and j is eij . Now, an MPNN 
containing T layers is formalized as follows:

where h(k,0)
i

= x
(k)

i
 is the node feature of the kth cli-

ent, AGGREGATE is the aggregation function, and the 

(1)m
(k,t+1)

i
= AGGREGATE

({

Mt

(

h
(k,t)

i
, h

(k,t)

j
, eij

)}

j ∈ Ni

)

(2)h
(k,t+1)

i
= Ut

(

h
(k,t)

i
,m

(k,t+1)

i

)
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aggregation function is symmetric, and the input arrange-
ment is unchanged. (e.g in the GraphSAGE model, the 
aggregation function can be a MEAN operation, a SUM 
operation or an LSTM operation.), Ni is the local neighbor 
set of node i, Mt is the message function, Ut is the update 
function.

Note R is readout function, which can learn differentiable 
functions, S stands for handling different downstream tasks, 
For example Graph Classification, Link Prediction and Node 
Classification. We propose an Efficient Secure Aggregation 
for Federated Graph Neural Network(ESA-FedGNN), as 
shown in Fig. 1.

2.3 � Shamir secret sharing

Shamir secret sharing is a technique for sharing secrets between 
a group of participants [26]. It is mainly used to protect impor-
tant information from being lost, damaged, or tampered with. 
By dividing the secret S and sharing the secret among N partici-
pants, the secret value can be calculated or restored only if more 
than any t participants cooperate, while the secret value can not 
be restored if less than t participants cooperate. In a nutshell, 
Shamir secret sharing involves two steps:

•	 Sharing Phase: given a finite field Fq(q is a prime ). The secret 
message S takes the parameter 

{

a1, a2,⋯ ai,⋯ at−1
}

, i ∈ N 
and generates the polynomial �(x) , as shown below: 

 where a0 = �(0) = S , that is, the original secret, defines 
any coefficient a1, a2, ⋯ at−1 , given a set of input values 
x1, x2 ⋯ xN on Fq , 

(

x1, S1
)

,⋯
(

xN, SN
)

 are calculated 
respectively. Distribute the secret S to N participants and 
get N group shares 

(

x1, S1
)

,⋯
(

xN, SN
)

 . The secret S can 
be recovered by calculating Lagrange interpolation as 
long as t sub-secret shares of N participants are obtained.

(3)ŷ = R
({

h
(k,T)

i
∣ i ∈ GS

})

(4)�(x) = a0 + a1x + a2x
2 +⋯ + at−1x

t−1

•	 Reconstruction Phase: known secret shares 
(

x1, S1
)

,⋯ 
(

xN, SN
)

 , construction polynomial �(x) , as shown below: 

 where the Lagrange coefficient is Li(x) =
∏

i≠j,1≤j≤t

x0−xi

xi−xj
 , 

the value of �(0) is the secret S.

2.4 � Cryptographic primitives

2.4.1 � Key agreement

The Key Agreement protocol mainly consists of three 
algorithms (KA.param, KA.gen, KA.agree). Parameter 
generation algorithm pp ← KA ⋅ param(�) , some public 
parameters are generated after the safety parameter is 
given, over which the protocol will be parameterized. Key 
generation algorithm 

(

pki, ski
)

← KA.gen(pp) allows any 
party i to generate a private-public key pair. Key agree-
ment program ki,j ← KA.agree 

(

ski, pkj
)

 allows the private 
key of client i and the public key of client j are negotiated 
to obtain a private shared key Ki,j . Here according to using 
KA.gen with the same parameter pp, its correctness sug-
gests that: KA agree 

(

ski, pkj
)

= KA ⋅ agree
(

skj, pki
)

 . The 
specific Key Agreement scheme we will use is Diffie-
Hellman key agreement [27].

2.4.2 � Pseudorandom generator

The pseudorandom generator is used to calculate the pseudo-
random numbers from a series of seed values when the sys-
tem needs random numbers. His input is a uniform random 
seed of some fixed length whose output space is [0, R]m (the 
input space of the protocol). The security of the pseudoran-
dom generator ensures that the PRG output generated by the 
honest user is indistinguishable from the real output [28].

(5)�(x) =

t
∑

i

∏

1≤j≤t,j≠i

x0 − xj

xi − xj
�(i)

Fig. 1   An illustration of the 
Federated Graph Neural Net-
work (ESA-FedGNN)
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2.4.3 � Authenticated encryption

Authentication encryption is to provide identity authentica-
tion function while encrypting, and ensuring the confiden-
tiality and integrity of data. The authentication encryption 
here includes an encryption algorithm AE. enc that encrypts 
a piece of plaintext with a key and a decryption algorithm 
AE. dec that simultaneously decrypts a piece of plaintext 
with the same key. For correctness, we require that for all 
keys c ∈ {0, 1}� and all messages x, AE ⋅ dec(c , AE.enc(c, 
x)) = x [29].

3 � System model

Federated learning is a distributed learning framework 
that uses multiple clients to train machine learning models 
locally, which can not only protect privacy, improve per-
formance, but also extend to larger scale model training. 
This paper uses the GraphSAGE framework in the message 
passing neural network [30]. Compared with GCN using 
full graph information for training, GraphSAGE aggregates 
neighbors by sampling, which is more suitable for large-
scale graph training.

3.1 � System architecture

ESA-FedGNN allows the use of client-server communica-
tion architectures [31]. That is to say, N clients with the same 
data structure train a machine learning model together with 
the help of the server. It is worth noting that there is no direct 
communication between each client, which is transmitted 
through the server.

3.2 � Threat model

In ESA-FedGNN protocol, we focus on honest but curious 
adversary settings. We generally assume that clients are 
honest in a horizontal federated learning system. The object 
to be careful and guarded against is an honest but curious 
server. Specifically, the adversary honestly adheres to the 
protocol, but tries to learn from the received information and 
infer information other than the out-put [31].

4 � ESA‑FedGNN protocol

4.1 � High‑level overview

We first outline the proposed ESA-FedGNN protocol 
framework, this paper mainly studies the scenario of 
horizontal federation. It focus on the honest but curious 

adversary settings, See the ESA-FedGNN Protocol for 
the specific protocol process. the system is initialized as 
follows: 

1.	 The participants of the protocol are the server and N 
clients.

2.	 Each client initializes a security parameter � to generate 
DH related parameters pp ← KA ⋅ param(�).

3.	 Specifies the threshold value t ≥ logN

2
.

4.	 The size of the transmitted data vector is L, xi
(

xi ∈ ZR
)

 
defined as model parameter to input, the total aggregate 
result in the server output is z

(

z ∈ ZR
)

.
5.	 Each client and server has an authenticated channel.
6.	 Client ixx obtains the private key from the third party 

and gives the public key to all other clients j.

In ESA-FedGNN protocol, we introduce a double-mask 
structure to protect the aggregation results. First, the server 
sends a random number to each client, which is used to pre-
vent the server from colluding with other clients; second, 
in the sharing phase, each client generates shares by Fast 
Fourier Transform(FFT) and sends it to other clients, adding 
a secondary safeguard for the clients.

In the reconstruction phase, the server receives responses 
from at least t clients in the kth group, otherwise the protocol 
is terminated. After receiving the final aggregated value the 
server first subtracts the random mask sum sent out by the 
server, secondly, collects at least t shares for all dropped 
clients, and after recovering the original value by Newton 
interpolation, the server subtracts all masks to obtain the 
final aggregated value which is also the model parameter.

Handling dropped clients  The method generally used in 
dealing with the client dropout problem is to notify online 
clients in the reconstruction phase and let them upload the 
seeds generated jointly with the dropped client. Two prob-
lems will arise at this time, one is that other online clients 
suddenly drop out when uploading seeds in the reconstruc-
tion phase, then the next round will need to continue to 
process this new dropout, with endless results. Second, the 
previously dropped client is not really dropped, but the net-
work delay is large and arrives after the server asks other 
clients, then the server can easily calculate the privacy data 
of the dropped client.

Therefore, we use the Newton interpolation method to 
solve the client dropout problem by finding the difference 
quotient of each order, an expression obtained recursively, 
when adding interpolation nodes, as long as part of the 
computational workload is added to the original one, while 
the original computational results are still available, even if 
other participants drop out in the reconstruction phase, as 
long as some minimum number (equal to the threshold) of 
participants can keep the response and be recovered.
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4.2 � A novel secret sharing scheme based 
on numerical analysis

Firstly, we start with Shamir’s idea of secret sharing, 
which is a very classic cryptographic technique. User i 
holds secret S, which chooses a degree of t − 1 polynomial 
� , so that �(0) = S . Then send the secret share �(i) to N 
participants respectively, in the reconstruction process, 
participants out of N participants recover S = �(0) with 
Lagrange interpolation. In fact, you don’t have to worry 
about what the specific subset is in the reconstruction pro-
cess, but you have any t subset to recover the secret S. If 
the threshold t is set to N/2, the processing time and the 
number of participants show a quadratic function. In fact, 
when N is relatively small, we can get relatively good per-
formance. As N increases, the performance of the scheme 
decreases. If N is very large, the practicability is beyond 
the scope.

4.2.1 � Sharing phase–fast fourier transform

In this subsection, we focus on the secret shar-
ing stage in Shamir, where we employ the Fast Fou-
rier Transform(FFT) to reduce the time overhead to 
O(N logN) , this not only increases efficiency, but also 
maximizes the value of data. Our key technique is to 
convert polynomials to value representations using the 
Fast Fourier Transform. Assume an nth degree polyno-
mial �(x) =

∑n−1

i=0
aix

i , without loss of generality, let n = 2s

(treat n as an integer power greater than or equal to 2), 
find its value at N points, please note that the N points 
here are not arbitrarily selected, but the n-th roots of Fq . 
Specific steps are as follows:

Step 1 : Divide the terms in �(x) into two parts according 
to the parity of the ai subscripts, namely

Let us define

Then

Step 2 : Use the special property of the roots of the unity 
complex number, where �k

n
 is a primitive Nth root of unity.

When x = 𝜔k
n

(

k <
n

2

)

 , and calculate

(6)
�(x) =

(

a0 + a2x
2 + a4x

4 +⋯ + an−2x
n−2

)

+
(

a1x
1 + a3x

3 + a5x
5 +⋯ + an−1x

n−1
)

(7)�1(x) = a0 + a2x
1 + a4x

2 +⋯ + an−2x
n

2
−1

(8)�2(x) = x
(

a1 + a3x
1 + a5x

2 +⋯ + an−1x
n

2
−1
)

(9)�(x) = �1

(

x2
)

+ x�2

(

x2
)

When x = 𝜔
k+

n

2

n

(

k <
n

2

)

 and calculate

Step 3 : Observe the structure of the two formulas 1 and 2, 

we only need to ask for �1

(

�k
n

2

)

 , �2

(

�k
n

2

)

 , and then after 

similar steps, we can continue to transform the problem into 

finding �1

(

�k
n

4

)

 , �2

(

�k
n

4

)

 with a time complexity of O(1) 

, the final problem is transformed into the

Therefore, �
(

�k
n

)

 , �
(

�
k+

n

2

n

)

 can be obtained with a time 
complexity of O(logN) , and all �

(

�k
n

)

 can be obtained with 
a time complexity of O(NlogN) .

The value of FFT at the unit complex root can greatly 
reduce the amount of calculation. Not only that, this paper 
uses bit-reversal permutation [32] to simulate the divide and 
conquer steps of recursive FFT, so as to optimize FFT, which 
can avoid consuming additional memory space. Now sup-
poseN = 8 and �8 is the 8th root of unity, � is evaluated at 
evaluation point �0

8
,�1

8
,⋯�7

8
 . The example is as follows:

The recursive method is used for optimization. 
Due to the properties of �

k+
n

2

n = −�k
n
 , each layer can 

be easily simplified. The first layer is converted to 
(

x − �0
8

)(

x − �4
8

)

= x2 + �4
8
 , similarly, the second layer is 

(

x − �0
8

)(

x − �4
8

)(

x − �2
8

)(

x − �6
8

)

= x4 + �4
8
 , and finally 

get Π7
i=0

(

x − �i
8

)

=
(

x4 + �0
8

)(

x4 − �4
8

)

= x8 − 1 . Due to 
the advantage of unit complex roots, the accumulator can 
be optimized as 

�

x8 − 1
�

=
∏7

i=0

�

x − �i
8

�

.

4.2.2 � Reconstruction phase–newton interpolation method

In this subsection, we focus on the secret recovery phase in 
Shamir. In the beginning, the recovery phase uses Gaussian 
Elimination, and its algorithmic complexity is O

(

N3
)

 , that 
is, if the coefficient matrix is N × N  , then the amount of 
computation required by the Gaussian Elimination method 
is approximately proportional to n3 , which exponentially 
increases the computational complexity. With the deepen-
ing of the theoretical understanding of data elements by 
researchers, the Lagrange Interpolation method is used for 
improvement, reducing the time cost to O

(

N2
)

 [33]. The 

(10)
�
(

�k
n

)

= �1

(

�2k
n

)

+ �k
n
�2

(

�2k
n

)

= �1

(

�k
n

2

)

+ �k
n
�2

(

�k
n

2

)

(11)

�

(

�
k+

n

2

n

)

= �1

(

�2k+n
n

)

+ �
k+

n

2

n �2

(

�2k+n
n

)

= �1

(

�2k
n
⋅ �n

n

)

+ �k
n
�2

(

�2k
n
⋅ �n

n

)

= �1

(

�k
n

2

)

− �k
n
�2

(

�k
n

2

)

(12)�1

(

�k
1

)

= �2

(

�k
1
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formula of Lagrangian interpolation method has a complete 
and compact structure, and it is very simple in theoretical 
analysis. However, when the number of interpolation points 
increases or decreases, the corresponding basis function 
needs to be recalculated, and the entire formula will change, 
and the process is very cumbersome. And when there are 
many interpolation points, the degree of the polynomial 
will be very high, and the value will be unstable. What’s 
more, the algorithm in this paper is aimed at the environ-
ment where the network is unstable, easy to delay, and there 
are many participants. Therefore, the Lagrange Interpolation 
method is not suitable for application in the algorithm of this 
paper. Based on this, we adopt the Newton Interpolation 
method to calculate the secret recovery phase, which not 
only reduces the computational complexity to O(N logN) , 
but also has good numerical stability when the number of 
interpolation points increases [32].

The advantage of the Newton interpolation method is 
inheritance, that is, only one more item needs to be added 
after the newly added node. This inheritance makes Newton 
interpolation more flexible and easy to use than Lagrange 
Interpolation in some situations. The Newton interpolation 
method is applied in the fourth round of the algorithm in this 
paper, the specific process is as follow:

Step 1: Define the Newton interpolation polynomial as

where bk(k = 0, 1, 2,⋯ t) is the undetermined coefficient.
Step 2: The online client needs to upload its own ID and 

the corresponding function value to the server, and the 
server calculates the corresponding difference quotient table. 
First, define first-order difference quotient , that is, the ratio 
of the difference between the independent variable and the 
difference between the dependent variable is called the dif-
ference quotient. The expression is: the average rate of 
change over interval 

[

xi, xi+1
]

 is �
[

xi, xi+1
]

=
�(xi+1)−�(xi)

xi+1−xi
 . 

Secondly, Similarly, the K-order difference quotient can be 
obtained �

[

x0, x1,⋯ xk
]

=
�[x1,x2,⋯xk]−�[x0,x1,⋯xk−1]

xk−x0
 . Finally, 

according to the properties of the difference quotient, the 
difference quotient table can be obtained.

Step3: From the Newton interpolation polynomial and the 
difference quotient, it can be deduced that the coefficients in 
the Newton difference formula are

Where the general formula is bk = �
[

x0, x1,⋯ xk
]

 . The 
coefficients are put into the polynomial to get the t-th 

(13)
�(x) =b0 + b1

(

x − x0
)

+ b2
(

x − x0
)(

x − x1
)

+⋯

+ bt
(

x − x0
)(

x − x1
)

⋯

(

x − xt−1
)

(14)

b0 = �
(

x0
)

b1 = �
[

x0, x1
]

b2 = �
[

x0, x1, x2
]

Newton interpolation formula. Bring in x = 0 to get the 
secret value of S = �(0) . The Newton interpolation method 
not only overcomes the shortcoming of adding a node and 
restarting the entire calculation amount, but also saves the 
times of multiplication and division, and ensures that the 
client is suitable for environments such as network delay and 
unstable equipment, which is conducive to large-scale client 
participation and collaboration train.

4.3 � A regular graph embedding based on geometric 
distribution

In the secure aggregation article proposed by Bonawitz 
et al., a complete graph is chosen to construct the network 
architecture. If a graph has N vertices, then when there is an 
edge between any two vertices, the graph is called a com-
plete graph, that is, any two of the N clients need to transmit 
the public key and secret share through the server. In fact, it 
is completely beyond its safety to add any N − 1 sub-infor-
mation to each client, which seriously wastes computing 
resources and storage space, so we choose to use multiple 
regular graph parallel operations to replace a large complete 
graph.

A good regular graph needs to satisfy safety and correct-
ness. Security needs to satisfy the following two points: each 
client’s neighbors do not have too many corrupt neighbors 
(less than t), and all clients remain connected after exclud-
ing corrupt parties and dropped clients. Satisfying the cor-
rectness is that after deleting the dropped client, each client 
has at least t neighbors, otherwise the final sum cannot be 
recovered. According to the law of hypergeometric distribu-
tion [34], we choose H = log(N) , that is, when each client 
has log(N) neighbor nodes, the effect is the pecfect, which 
can not only ensure that there are enough neighbor nodes to 
satisfy its security, but also maximize the use of computing 
resources.

This paper adopts a network framework of multiple groups 
of regularized graph structures, assuming that there are N 
clients, each with an identifier 1, 2, 3...n. Firstly, divide all 
clients into K =

N

log(N)
 groups, make sure the number of each 

group is H = log(N) . Secondly, count the number of online 
client in each round of each group and record as 
Dk

i

(

DK
i
⊆ R

)

 . Then our ultimate goal is to find the model 
parameter of the aggregation, namely Z =

∑

k∈[K]

∑

i∈Dk
i

xk
i
 , 

where xk
i
 is the model parameter that needs to be uploaded to 

the server, as shown in Fig. 2.
In this protocol, K groups are executed simultaneously in 

a data-parallel manner. Client i in group K encodes its own 
input and sends it to the server. In case of disconnection of 
the client, a novel coding technology can be used to recover 
the disconnection information, while ensuring the privacy 
of the client and the robustness of client exit.
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The number of members of each group needs to be dis-
cussed. Since H = log(N) is based on 2, it is often not an 
integer, how to determine the number of each group? Let’s 
take N = 125 as an example, so log2 125 ≈ 6.96 , here, if 
there are 6 client in each group, they will be divided into 
20 groups, and the 21st group will be 11 client, however, 
at this time, the threshold value of the recovery phase is 
determined to be t = 4 , and if the client in the 20th group is 
disconnected, the secret value cannot be obtained through 
the recovery phase. Therefore, after thinking and research, 
this paper found that it can be divided into two cases: 

1.	 When H = ⌊log(N)⌋ , then k = ⌈K⌉ to determine that the 
secret value can be recovered.

2.	 When H = ⌈logN⌉ , then the number of groups is 
reduced, but k still takes 

⌈

N

logN

⌉

 to ensure the security of 
the secret value.

4.4 � Privacy guarantee by double mask

As we all know, data protection and sharing are a set of 
contradictions, and we need to mine the value of data on the 
premise of protecting data. Secure aggregation in federated 
learning can help organizations and industries separate own-
ership and usage rights, and use technical means to ensure 
that data will not be leaked and ownership will not change. 
This paper adheres to this concept and uses double masks to 
protect the right to use data to improve the privacy of graph 
neural networks. Specifically as follows:

In this paper, double masks are used to guarantee privacy. 
ESA-FedGNN mainly includes two steps: (1) rk

i
 is a random 

number sent by the server to the client to prevent the server 
from collusion with other clients to expose the client’s input. 
(2) PRG

(

pk
i

)

 is to deal with the client disconnection caused 
by network delay, equipment instability and other problems, 
which is conducive to large-scale client participation in col-
laborative training.

5 � Correctness and security

In this section, we focus on the security of this protocol. 
Specifically, the correctness of the scheme is briefly ana-
lyzed at first, and then the security of the privacy of the 
client input data is further analyzed.

5.1 � Correctness analysis

In this subsection, we mainly describe the correctness analy-
sis of the proposed scheme. According to the analysis of the 
adversary in 3.1.1 subsection, we analyze whether the cryp-
tographic techniques used in this paper meet the correctness 
requirements one by one.

First, for the construction of the regular graph, it requires 
that when the client is disconnected, there are still at least t 
neighbor nodes around each client to ensure that the original 
value can be restored. Second, in the protocol, the Shamir-
based secret sharing requirement is divided into N shares 
that cannot be derived from each other, the original value 
can be obtained if and only if greater than or equal to t + 1 
shares cooperate together, so when an attacker attacks any 
t shares, it is quite difficult in polynomial time. In the pro-
tocol, when the two communicating clients complete the 
Decision Diffie-Hellman (DDH) session exchange, they will 
obtain a shared secret, namely KA.agree 

(

ski, pkj
)

= KA.
agree 

(

skj, pki
)

 . For correctness of authentication encryption, 
we require that for all keys c ∈ {0, 1}� and all messages x 
AE.dec (c, AE ⋅ enc(c, x)) = x . For correctness of reconstruc-
tion phase, as long as the subsecret share of t participants is 
obtained, the original value can be recovered by calculating 
Newton interpolation. All of the above methods demonstrate 
the correctness of this protocol.

5.2 � Security analysis

This subsection mainly analyzes the protocol from a secu-
rity perspective, analyzing its security in an honest and 
curious server environment. Specifically, the server is able 
to perform the correct operation for the specified protocol, 

(15)yk
i
= xk

i
+ rk

i
+ PRG

(

pk
i

)

Fig. 2   Network topology with N clients partitioned into K groups, 
with H clients in group
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such as the aggregation protocol and update gradient. We 
also allow the server to collude with up to N − 1 clients for 
maximum attack power. Security analysis proves that this 
protocol can guarantee that the server and its colluding 
parties only know the final aggregation results, and cannot 
obtain the plaintext information of other honest clients.

For ease of description, we introduce some nota-
tion, assuming there are N clients, divide into K groups 
according to geometric distribution, and let H denote 
the number of each group. Since the protocol has a total 
of four rounds, each round will cause the client to drop 
due to network delay and other problems. Therefore, use 
Dk

4
⊆ Dk

3
⊆ Dk

2
⊆ Dk

1
⊆ H to represent the number of online 

players in the kth group in each round, tk is the thresh-
old, that is, the minimum number of people online in each 
group, the set of all clients Ek ⊆ H ∪ {S} is represented 
as REAL

Nk
p
,a,b

A

(

Xk,Dk
1
,Dk

2
,Dk

3
,Dk

4

)

 under the real protocol.
Theorem  5.1 (Security against multi-client col-

lusion). ∀a , security parameter b, adversary subset 
Ak ⊆ H  with Ak < t , uploaded model parameter set, so 
tk ⊂ Dk

4
⊆ Dk

3
⊆ Dk

2
⊆ Dk

1
⊆ H . Here is a probabilistic pol-

ynomial time (PPT) simulator SIMA , the output of SIMA 
is completely indistinguishable from the real protocol 
REAL

H,a,b

A
.

Proof: The simulator can use the real protocol to interact 
with the adversary in four rounds, while for the honest cli-
ent can use the virtual input, as follows: Specifically, in the 
second round, the honest participant sends the masked value 
yi to the server. At this moment, the server first determines 
whether the number of messages received is greater than t. 
If it is greater than t, denote this set as DK

3
 and sends it to 

the client. Where DK
3

 contains a list of the user’s identities, 
not the specific value of yi , then the simulator can input the 
virtual value to the honest person in C2.

Theorem  5.2 (Honest But Curious Security, with 
curious server) ∀a , security parameterb, adversary sub-
set Ak ⊆ H  with Ak < t , uploaded model parameter set 
, so  tk ⊂ Dk

4
⊆ Dk

3
⊆ Dk

2
⊆ Dk

1
⊆ H  ,  A ⊆ H ∪ {S} wi th 

A�{S} < tk . Here is a probabilistic polynomial time (PPT) 

(16)

REAL
H,a,b

A

(

xk
i
,Dk

1
,Dk

2
,Dk

3
,Dk

4

)

≡

SIM
H,a,b

A

(

xA,D
k
1
,Dk

2
,Dk

3
,Dk

4

)

simulator SIMA , the output of SIMA is completely indistin-
guishable from the real protocol REALH,a,b

A
.

Proof. The simulator can use the real protocol to interact 
with the adversary in four rounds, while for the honest cli-
ent can use the virtual input. In detail, in the 1 round, SIM 
modifies honest users and leverage random numbers to 
replace the key pairs KA.agree

(

ski, pki
)

 generated between 
honest users, in the 2 round, SIM modifies the behavior of 
honest users by using encrypted random numbers instead 
of ei shares sent to other users. Symmetric authentication 
encryption ensures that the modification is indistinguishable 
from the original protocol. Also in the first round, the SIM 
replaces the honest user-generated PRG with random num-
bers. In the 3 round, the SIM modified the way to encrypting 
the local gradient. Due to the security of PRG, this modifica-
tion was guaranteed to be indistinguishable from the original 
protocol. In round 4, when Dk

3
< tk the honest user is offline.

As long as A < t , the true content of pk
i
 can not be 

obtained obviously, then the security of secret sharing guar-
antees that the modification is indistinguishable from the 
original protocol. In general, the view generated by SIM 
is indistinguishable from the view under the real protocol 
REAL

H,t,k

E
.

6 � Evaluation

In this section, we mainly summarize the performance of the 
protocol, as shown in Table 1. We evaluate the version of the 
protocol as a honest-but-curious version, in which all calcu-
lations below assume a server and N clients, and each client 
holds a data vector size is L. We focus on reporting the com-
putational cost and communication overhead of a single cli-
ent and server when H = O(logN) , we assume that the basic 
operations in Fq such as addition or multiplication are O(1) .

(17)

REAL
H,a,b

A

(

xk
i
,Dk

1
,Dk

2
,Dk

3
,Dk

4

)

≡

SIM
H,a,b

A

(

xA, �,D
k
1
,Dk

2
,Dk

3
,Dk

4

)

(18)D∗k =

{

Dk
3
�A if � =⟂

Dk
3
�Dk

4
�A otherwise

Table 1   Comparison of the 
proposed Fast-Aggregate with 
Secure Aggregation. Here N is 
the total number of clients and L 
is the size of model updates

Protocol [13] [34] ESA-FedGNN

Computation (Server) O
(

LN
2
)

O
(

N log2 N + LN logN
)

O(logN log logN + LN logN)

Communication (Server) O
(

N
2 + LN

)

O(N logN + LN) O(N logN + LN)

Computation (Client) O
(

N
2 + LN

)

O
(

log2 N + L logN
)

O(logN log logN + L logN)

Communication (Client) O(N + L) O(logN + L) O(logN + L)
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6.1 � Performance analysis of client

Computation Cost at a client  The computational overhead of 
each client consists of the following three parts: 

1.	 Perform 2H key agreements and H encryptions O(logN) 
complexity).

2.	 Create secret shares via Fast Fourier Transform(FFT) 
( O(logN log(logN)) complexity).

3.	 To ensure privacy, generate a single mask ( O(L logN) 
complexity).

Overall, each client computation cost is O(L logN + logN

log(logN)).

Communication cost at a client  The communication over-
head of each client includes the following four parts in total: 

1.	 Perform key agreement, including sending a public key, 
receiving H − 1 public keys(O(logN) complexity).

2.	 Send a share of encrypted model parameters(O(logN) 
complexity).

3.	 Send a masked input message of size L (O(L) complex-
ity).

4.	 Regain 2H shares O(logN) complexity)).

Overall, the communication complexity of each client is 
O(logN + L).

6.2 � Performance analysis of client

Computation cost at the server  The computing overhead of 
the server consists of the following two parts: 

1.	 Use Newton interpolation to reconstruct the initial secret 
value of each client(O(logN log(logN)) complexity).

2.	 Remove masks from clients and masks generated by the 
server itself(O( LN log N) complexity).

Overall, the server computation cost is O(LN logN+

logN log(logN)).
Communication cost at the server  The communication over-
head of the server mainly depends on the pairwise communi-
cation between all clients, namely O(N logN + NL).

The existing security aggregation protocol [13] for feder-
ated learning leads to heavy computing and communi-
cation costs, which limits its scalability. See Table 1 for  
specific comparisons. The method proposed in this paper 

not only reduces the communication overhead, but also 
greatly reduces the computational time complexity.

7 � Conclusion

This paper mainly discusses the executable scheme of fed-
erated learning, secure aggregation and the coupling of neu-
ral networks, and proposes Efficient Secure Aggregation for 
Federated Graph Neural Network(ESA-FedGNN). Three 
main factors are proposed in protocol: secret sharing based on 
numerical analysis, regular graph embedding based on geo-
metric distribution, privacy guarantee by double mask, and 
the three complement each other and jointly guarantee the 
federated graph neural network. In addition, we also analyze 
the privacy and security of this framework, and reduce the 
computational and communication overhead while ensuring 
the accuracy of the model.
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