
Prediction of coal mine gas emission based on
hybrid machine learning model
Shenghao Bi 

Liaoning Technical University
Liangshan Shao 

Liaoning Technical University
Zihan Qi 

Liaoning Technical University
Yanbin Wang 

Liaoning Technical University
Wenzhe Lai  (  472010072@stu.lntu.edu.cn )

Liaoning Technical University

Research Article

Keywords: Gas emission prediction, Hybrid machine learning, Random forest, Improved grey wolf
optimiza, Support vector regression, Nonlinear convergence, DLH search strategy

Posted Date: September 23rd, 2022

DOI: https://doi.org/10.21203/rs.3.rs-2080112/v1

License:   This work is licensed under a Creative Commons Attribution 4.0 International License.  
Read Full License

https://doi.org/10.21203/rs.3.rs-2080112/v1
mailto:472010072@stu.lntu.edu.cn
https://doi.org/10.21203/rs.3.rs-2080112/v1
https://creativecommons.org/licenses/by/4.0/


 

Prediction of coal mine gas emission based on hybrid machine learning model 
Shenghao Bi1, Liangshan Shao1, Zihan Qi1, Yanbin Wang2, Wenzhe Lai2 

1. Institute of Systems Engineering, Liaoning Technical University, Huludao Liaoning, 125105, China 

2. School of Business Administration, Liaoning Technical University, Huludao Liaoning, 125105, China 

Shenghao Bi: 472021231@stu.lntu.edu.cn 

Liangshan Shao: lntushao@163.com 

Zihan Qi: 18147663263@163.com 

Yanbin Wang: wyb_2000@163.com 

Wenzhe Lai: 472010072@stu.lntu.edu.cn 

Corresponding author: Wenzhe Lai Orcid: 0000-0002-1000-5599 

Abstract: Coal mine gas accident is one of the most significant threats to the safe mining process in coal mines, so it is 

very important to accurately predict coal mine gas emission. To improve the accuracy of coal mine gas emission 

prediction, a hybrid machine learning prediction model combining random forest (RF) algorithm, improved gray wolf 

optimizer (IGWO) algorithm and support vector regression (SVR) algorithm is proposed. Thirty groups of actual 

measured gas emission data from a coal mine are selected as samples, and the latter five groups are used as test sets. 

Firstly, the RF algorithm is used to screen 13 influencing factors of coal mine gas emission, and finally six influencing 

factors are selected as the input variables of the prediction model; Secondly, the IGWO algorithm is obtained by 

improving the GWO algorithm with a nonlinear convergence factor and a DLH search strategy; Finally, the IGWO 

algorithm is used to optimize the SVR algorithm to establish the RF-IGWO-SVR model, and the model is compared 

with other models to verify its superiority. The results show that the average relative error of the RF-GWO-SVR model 

is 1.55%, and this result is better than other comparative models, which indicates that the model can effectively improve 

the prediction accuracy of coal mine gas emission and provide a new model for coal mine gas emission prediction. 

Keywords: Gas emission prediction; Hybrid machine learning; Random forest; Improved grey wolf optimiza; Support 

vector regression; Nonlinear convergence; DLH search strategy 

 

1. Introduction 

Coal is the main consumed energy source in China and has played an important role in the past economic devel-

opment [1]. Coal consumption in China grew at a rate of 4.6% in 2021, with a share of 56.0% in total energy consump-

tion. The process of coal mining is often accompanied by gas emis-sions, a phenomenon that affects the safe production 

of coal mines and the personal health of mine workers and is a major safety hazard in coal production [2-4]. As the 

depth of coal mining in China increases, geological conditions are becoming more complex, leading to a gradual in-

crease in gas emissions, which in turn leads to frequent coal mine gas accidents [5]. The occurrence of coal mine gas 

accidents is mainly due to abnormal gas emissions, therefore, the accurate prediction of gas emis-sions is of great im-

portance for coal mine safety production. 

In recent years, many scholars have proposed many gas emission prediction models, such as the SVR model[6], 

PCA-ELM model[7], BP neural network model[8], and SAPSO-ELM model [9], PCA-GA-BP model[10], etc. Although 

using the above prediction models in the gas emission prediction improves the accuracy, the ELM algorithm, and BP 

algorithm are not suitable for small sample prediction problems such as gas emission, as they are easy to cause inade-
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quate learning phenomenon, the accuracy, and stability of gas emission prediction models need to be further improved. 

The SVR algorithm is suitable for small sample data prediction[11] and for solving the gas emission prediction problem, 

but the penalty factor and kernel function parameters in the algorithm need to be selected reasonably, otherwise, it will 

affect the model prediction effect[12]. The grey wolf optimiza (GWO) algorithm has the advantages of simple structure, 

few setting parameters, and strong global search capability[13,14]. The GWO algorithm can be used to find the opti-

mum of the SVR algorithm parameters, but it may fall into the local optimum while finding the optimum, and it needs 

to be improved. Numerous influencing factors affect the amount of gas emission from coal mines, and the high latitude 

nature of the influencing factors affects the accuracy of the prediction of gas emission to some extent. Principal compo-

nent analysis (PCA)[7] is now commonly used to re-dimension the influencing factors and thus improve the overall 

accuracy, but the data processed through the PCA algorithm is ambiguous and not conducive to the later analysis of the 

factors. If the RF algorithm is used to filter the influencing factors to achieve dimensionality reduction, it will not only 

be more effective than the PCA algorithm but also retain the original data of the influencing factors and facilitate later 

analysis of individual influencing factors. 

In view of this, this study proposes a hybrid machine learning model combining random forest (RF), improved 

grey wolf optimiza (IGWO), and support vector regression (SVR). The contribution of this study is as follows: Firstly, 

the RF algorithm filters out the main factors influencing the amount of gas emission from coal mines, which reduces the 

computational work of the prediction model and improves the prediction accuracy. Secondly, the nonlinear convergence 

factor and DLH search strategy are used to optimize the GWO algorithm to avoid the algorithm from falling into the 

local optimum. The nonlinear convergence factor can improve the later searchability of the population, and the DLH 

search strategy can enrich the diversity of the population. Finally, the parameters of the SVR algorithm are optimized 

using the IGWO algorithm, which will improve the stability and prediction accuracy of the prediction model. 

The remainder of this study is as follows: The second part introduces the basic theory of algorithms and the pro-

cess of building RF-IGWO-SVR model. The third part examines the accuracy of the model and compares it with other 

models to check its superiority. The last part gives the conclusion. 

2. Methodology 

2.1. Random forests (RF) 

A combinatorial classifier technique called random forest consists of many decision tree models[15-16]. The main 

goal of its influencing factors selection is to first determine the value that each influence factor contributed to each deci-

sion tree. This value is quantified by the out-of-bag data error, where out-of-bag data refers to the data that is not always 

selected when decision trees are formed. These are the precise steps: 

(1) Suppose the initialization sets the number of decision trees to 𝑁. For each decision tree, the corresponding out-

of-bag data is selected, and its data error is calculated, with the error for each decision tree noted as 𝐸𝑟𝑟𝑂𝑂𝐵1 , 𝐸𝑟𝑟𝑂𝑂𝐵2, ......, 𝐸𝑟𝑟𝑂𝑂𝐵𝑁. 

(2) Add noise interference to each influence 𝑀 for out-of-bag data, recalculate the out-of-bag data error, and note 

as 𝐸𝑟𝑟𝑂𝑂𝐵𝑀1, 𝐸𝑟𝑟𝑂𝑂𝐵𝑀2, ......, 𝐸𝑟𝑟𝑂𝑂𝐵𝑀𝑁. 

(3) Equation (1) is used to find the importance 𝐼𝑀 of each influencing factor and the influencing factors are 

ranked by their importance magnitude. 
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2.2. Support vector regression (SVR) 

Support vector regression (SVR) is a support vector machine (SVM) regression prediction model [17]. The funda-

mental idea is to execute a non-linear mapping of the predicted data before solving the regression issue in the high di-

mensional space. This transfers the data from low latitude space to high dimensional space[18-19]. The SVR algorithm 

is widely used in various fields of forecasting and is suitable for predicting small sample data. The SVR algorithm steps 

are as follows： 

Suppose the training sample set is 𝑆 = {(𝑥𝑖 , 𝑦𝑖)},𝑖 = 1,2, ⋯ , 𝑚. Among them， 𝑥𝑖 is the input vector and 𝑦𝑖  is 

the output vector, the decision function expression of the SVR model is as follows. 

    TF x x b    (2) 

In Equation (2), 𝜔𝑇 is the weighting factor, 𝜑(𝑥) is a nonlinear mapping function and 𝑏 is the bias amount. 

The process of solving the decision function can be seen as solving the minimization process，the expressions are 

as follows. 
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Among them, 𝑐 is the penalty factor, 𝜉𝑖 and 𝜉𝑖∗ is the slack variable and 𝜀 is an insensitive parameter. 

Applying Lagrange's equation and pairwise theory, expression (3) can be converted into a pairwise problem for the 
SVR algorithm，the expressions are as follows. 
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In Equation (6)-(8)，𝛼𝑖、𝛼𝑖∗、𝛼𝑗 and 𝛼𝑗∗ is the Lagrangian equation multiplier and 𝐾(𝑥𝑖 , 𝑥𝑗) is the kernel func-

tion. The Radical Basis Function (RBF) kernel function is used as the kernel function of the SVR algorithm. The RBF 

kernel function is a typical local kernel function with excellent local interpolation capability, which is conducive to im-

proving the computational power of the algorithm. The RBF kernel function is expressed as follows. 
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In Equation (9)，𝑔 is the kernel function parameter. The decision function of the SVR algorithm is transformed as 

follows. 

      *

1

, +
m

i i i j
i

F x K x x b 


   (10) 

The values of the penalty factor 𝑐 and the kernel function parameter 𝑔 of the SVR algorithm are chosen to di-

rectly affect the overall performance of the algorithm, so the two parameters of the penalty factor 𝑐 and the kernel 

function parameter 𝑔 need to be optimized for optimization. 

2.3. Grey wolf optimiza (GWO) 

The grey wolf optimiza (GWO) algorithm is an algorithm proposed by Mirjalili in 2014 [20]. The grey wolf algo-
rithm classifies wolves in a pack into a total of four classes, from highest to lowest 𝛼、𝛽、𝛿 and 𝜔. Its hunting process 

is mainly divided into tracks, encircling, and hunting[21-22].  

The formula for the tracking process is as follows: 

      PD C X t X t  （11） 

    1   pX t X t A D  （12） 
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 2 a t Maxiter  （14） 

In Equation (11)-(14)，𝑡 represents the tth iteration，𝑋𝑝(𝑡) and 𝑋(𝑡)represent the tth iteration prey position and 

gray wolf position, 𝐴 and 𝐶 are the convergence factor and the coefficient constants，𝑀𝑎𝑥𝑖𝑡𝑒𝑟 is the maximum 

number of iterations，𝑟1 and 𝑟2 is a random number belonging from 0 to 1. 

The encircling process formula is expressed as follows. 
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In Equation (15)，𝐷𝛼、𝐷𝛽  and 𝐷𝛿  denote the distances between wolves 𝛼、𝛽、𝛿  and wolf 𝜔, respective-

ly.𝑋𝛼(𝑡)、𝑋𝛽(𝑡)、𝑋𝛿(𝑡) represent the location of wolves 𝛼、𝛽 and 𝛿，𝑋(𝑡) is the location of wolves. 

The hunting process formula is expressed as follows. 
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2.4. Improve grey wolf optimiza (IGWO) 

2.4.1. Nonlinear convergence 

In the original GWO algorithm, The convergence factor 𝑎 decreases linearly in the interval [0, 2], this will affect 

the local search capability of the model later. After researching, transforming the convergence factor 𝑎 from linear 

convergence to nonlinear convergence helps to improve the overall merit-seeking ability of the GWO algorithm. A co-

sine function is used to convert the convergence factor 𝑎 to a nonlinear convergence factor, and the specific mathemat-

ical expression is as follows. 
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By using a maximum iteration value of 100, the nonlinear convergence factor is compared to the original conver-

gence factor, and the detailed findings are displayed in Figure 1. 

According to Figure 1, the value of the improved nonlinear convergence factor has been higher than the value of 

the original convergence factor throughout the iterative process, making it more advantageous to broaden the popula-

tion's search space and prevent it from settling on local optimal solutions. 

 

 

Fig.1 Comparison of convergence factors 

2.4.2. DLH search strategy 

The DLH search strategy is an improved idea proposed by Nadimi-Shahraki in 2020 [23]. The original GWO algo-

rithm leads to a reduction in population diversity at a later stage and is prone to fall into local optimal solutions. The 

introduction of the DLH search strategy in the population increases the diversity of the population and improves the 

optimal solution-finding ability. 

The expression for the gray wolf population location update using the DLH search strategy is as follows. 

         1     DLH n rX t X t rand X t X t  （19） 

In Equation (19)，𝑋𝐷𝐿𝐻(𝑡 + 1) is the new result generated after the wolf adopted the DLH search strategy,𝑋𝑟(𝑡) 

is a random selection from 𝛼、𝛽 and 𝛿 wolves，𝑋𝑛(𝑡) is a randomly selected proximity wolf from𝑁𝑡 .The mathe-
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matical equation of 𝑁𝑡 is expressed as. 
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In Equation (20)，𝑋𝑗(𝑡) ∈ 𝛼, 𝛽, 𝛿，𝐷 is the distance between 𝑋(𝑡) and 𝑋𝑗(𝑡), 𝑋𝐺𝑊𝑂(𝑡 + 1)is the location up-

date of the original GWO. Finally, comparing 𝑋𝐺𝑊𝑂(𝑡 + 1) and 𝑋𝐷𝐿𝐻(𝑡 + 1), and the best one are selected to perform 

the location update. 

2.5. RF-IGWO-SVR model building steps 

Step 1: The RF algorithm is used to find the importance of each influencing factor and to screen for influencing 

factors. 

Step 2: Set the initial parameters of the Grey Wolf Optimisation (GWO) algorithm, the number of grey wolves, and 

the maximum number of iterations. 

Step 3: Find the fitness value of each wolf in the pack and classify the pack into four types:𝛼、𝛽、𝛿 and 𝜔. 

Step 4: Update the convergence factor 𝑎 according to equation (18) and update the value of 𝐴 and 𝐶 according 

to equation (13). 

Step 5: Prey encirclement and hunting processes in grey wolf populations according to equations (6) and (7). 

Step 6: Grey wolf population location updates were carried out according to equation (17). 

Step 7: The update of grey wolf population locations using the DLH search strategy was carried out according to 

equation (19) and compared with the grey wolf population locations obtained by process step 5 to retain the optimal 

locations. 

Step 8: Processes step 4 to step 7 repeated until the maximum number of iterations is reached, and the run is 

stopped to find the optimal position of the grey wolf population. The coordinate components of the optimal position 

correspond to the values of the penalty factor 𝑐 and the kernel function parameter 𝑔. The values of 𝑐 and 𝑔 are 

brought into the SVR algorithm to construct the RF-IGWO-SVR model. 

In conclusion, the RF algorithm is first modified to include the gas outflow influencing variables for the selection 

of influencing factors; Second, the IGWO algorithm is employed to optimize the SVR algorithm while the GWO meth-

od is improved. Figure 2 illustrates the process of the data is divided into the training set and test set substituted into the 

optimized SVR algorithm. 



 

 

Fig.2 RF-IGWO-SVR model process 

3. Model application and analysis 

3.1. Data source 

A coal mine in Shenyang, China, is selected for the analysis and prediction of 30 sets of historical gas emission de-

tection data. The first 25 sets of data are used as the training set, and the last 5 sets of data are used to test the accuracy 

of the prediction model, and the relevant parameters are shown in Table 1[24]. Among them, the influencing factors of 

gas emission include coal seam depth X1 (m), coal seam thickness X2 (m), coal seam dip angle X3 (°), the original gas 

content of mining seam X4 (m3·t-1), coal seam spacing X5 (m) , mining height X6 (m), adjacent layer gas content X7 

(m3·t-1), adjacent layer thickness X8 (m), interlayer lithology X9, working face length X10 (m), advancing speed X11 

(m·d-1), extraction rate X12 (%), daily production X13 (m·d-1), gas emission expressed as Y (m3·min-1). The average rela-

tive error is used to measure the prediction result of gas emission, and its mathematical formula is as follows. 
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In Equation (21), 𝑁 is the total number of test sets, 𝑦𝑛is the actual value of gas emission, 𝑦𝑛∗ is the predicted 



 

value of gas emission. 

Table 1 Statistics of influencing factors for gas emission 

No. X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 Y 

1 412 2.5 8 2.12 24 2 2.1 1.53 4.78 140 4.16 0.96 1528 2.91 

2 423 1.5 11 2.14 17 1.4 2.55 1.62 4.75 180 4.14 0.95 1751 3.52 

3 436 2.3 10 2.53 14 2.2 2.4 1.48 4.91 145 4.67 0.945 2074 3.62 

4 459 2.4 15 2.45 24 2.3 2.42 1.78 4.75 155 4.57 0.944 2104 4.13 

5 511 2.8 13 3.24 14 2.4 2.21 1.72 4.78 180 3.45 0.93 2241 4.6 

6 515 2.3 17 2.85 17 2.5 2.77 1.87 4.51 170 3.25 0.94 1973 4.94 

7 556 2.7 9 3.37 13 2.5 1.88 1.42 4.85 165 3.68 0.932 2287 4.78 

8 550 3.1 12 3.67 15 2.9 2.32 1.65 4.83 155 4.01 0.92 2352 5.25 

9 590 3 11 3.68 12 3.6 3.11 1.46 4.53 175 3.53 0.94 2410 5.56 

10 581 5.2 8 4.31 17 5.9 3.47 1.57 4.76 170 2.8 0.797 3131 7.26 

11 611 6.7 9 4.05 16 6.7 3.15 1.8 4.7 175 2.64 0.812 3354 7.8 

12 408 2 10 1.92 20 2 2.02 1.5 5.03 155 4.42 0.96 1825 3.34 

13 411 2 8 2.15 22 2 2.1 1.21 4.87 140 4.16 0.95 1527 2.97 

14 420 1.8 11 2.14 19 1.8 2.64 1.62 4.75 175 4.13 0.95 1751 3.56 

15 432 2.3 10 2.58 17 2.3 2.4 1.48 4.91 145 4.67 0.95 2078 3.62 

16 456 2.2 15 2.4 20 2.2 2.55 1.75 4.63 160 4.51 0.94 2104 4.17 

17 516 2.8 13 3.22 12 2.8 2.21 1.72 4.78 180 3.45 0.93 2242 4.6 

18 527 2.5 17 2.8 11 2.5 2.81 1.81 4.51 180 3.28 0.94 1979 4.92 

19 531 2.9 9 3.35 13 2.9 1.88 1.42 4.82 165 3.68 0.93 2288 4.78 

20 550 2.9 12 3.61 14 2.9 2.12 1.6 4.83 155 4.02 0.92 2352 5.23 

21 563 3 11 3.68 12 3 3.11 1.46 4.53 175 3.53 0.94 2410 5.56 

22 590 5.9 8 4.21 18 5.9 3.4 1.5 4.77 170 2.85 0.795 3139 7.24 

23 604 6.2 9 4.03 16 6.2 3.15 1.8 4.7 180 2.64 0.812 3354 7.8 

24 607 6.1 9 4.34 17 6.1 3.02 1.74 4.62 165 2.77 0.785 3087 7.68 



 

No. X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 Y 

25 634 6.5 12 4.8 15 6.5 2.98 1.92 4.55 175 2.92 0.773 3620 8.51 

26 640 6.3 11 4.67 15 6.3 2.56 1.75 4.6 175 2.75 0.802 3412 7.95 

27 450 2.2 12 2.43 16 2.2 2 1.7 4.84 160 4.32 0.95 1996 4.06 

28 544 2.7 11 3.16 13 2.7 2.3 1.8 4.9 165 3.81 0.93 2207 4.92 

29 629 6.4 13 4.62 19 6.4 3.35 1.61 4.63 170 2.8 0.803 3456 8.04 

30 401 2 10 1.87 25 2.4 2.14 1.78 5.12 150 4.52 0.95 1855 3.38 

3.2. RF algorithm influencing factors screening 

The influencing factors of gas emission have high-dimensional complexity, which will affect the prediction accu-

racy. To improve the prediction accuracy of the model, it is necessary to screen the influencing factors of gas emission 

in advance. The RF algorithm is used to select the influencing factors and obtain the importance of the influencing fac-

tors. The detailed results of the importance ranking of the influencing factors are shown in Table 2. 

Table 2 Ranking of influencing factors importance 

Influencing factor Factor importance Influencing factor Factor importance 

X11 0.3143 X3 0.0094 

X12 0.2268 X8 0.0037 

X6 0.1118 X9 0.0030 

X4 0.1095 X10 0.0021 

X2 0.0876 X7 0.0019 

X1 0.0727 X5 0.0015 

X13 0.0557   

From Table 2, the ranking of factor importance in descending order is X11、X12、X6、X4、X2、X1、X13、X3、X8、X9、
X10、X7 and X5, with the sum of factor importance of the 13 influencing factors being 1. To select the best combination 

of factors, 13 different sets of influencing factors are generated by increasing one by one from X11 to X5 in order of the 

importance of the factor values, and the sets are substituted into the IGWO-SVR model in turn, with the average relative 

error as the measure, and the detailed results of the relationship between the number of factors and the average relative 

error are shown in Figure 3.  

From Figure 3, the average relative error value drops to the lowest when the number of factors is 6. Therefore, the 

first 6 influence factors are selected as the combination of input influence factors for the prediction model, which is 

advancing speed X11, extraction rate X12, mining height X6, the original gas content of mining seam X4, and coal seam 
thickness X2, and coal seam depth X1. The sum of the cumulative factor importance of the 6 screened impact factors is 

0.9227.  



 

 

Fig.3 The relationship between the number of factors and the average relative error 

To further explore the correlation between the six influencing factors screened for factors and gas emissions, the 

curve fitting toolbox cftool in MATLAB was used to analyze the relationship, and Figure 4 displays the complete out-

comes. 

From Figure 4, the linear regression coefficients of determination (R2) for advancing speed, extraction rate, mining 

height, the original gas content of the mined seam, coal seam depth, and coal seam thickness are 0.8025, 0.8888, 0.9289, 

0.9051, 0.9164 and 0.8817 respectively.There is a significant association between the 6 influencing factors and gas 

emission, as shown by the R2 of the factors being larger than 0.8, among which are the mining height, the original gas 

content of the mining seam, coal seam depth, and coal seam thickness show a positive correlation with gas emission, 

and advancing speed and extraction rate show a negative correlation with gas emission. 
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 (c) mining height (d) Original gas content of mining seam 

   

 (e) Coal seam depth (f) Coal seam thickness 

Fig.4 The relationship between influencing factors and gas emission 

3.3. IGWO-SVR parameter selection 

The initial setup parameters required for the IGWO-SVR model were the number of populations and the number of 

iterations. The set of influential elements filtered by the RF model was split into a training set and a test set for incorpo-

ration into the prediction model, with the first 25 data sets being the training set and the last 5 being the test set.The 

number of iterations is set to 50. 

The number of wolves is set to increase from 2 to 50 one by one, and the average relative error is used as the 

measurement index, and the detailed results of the relationship between the number of wolves and the average relative 

error are shown in Fig. 5. When the number of wolves is from 2 to 35, the average relative error is still in an unstable 

state; when the number of wolves is from 36 to 50, the average relative error starts to maintain a stable state at the low-

est point, so the number of wolves is set to 36 during initialization. 
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Fig.5 The relationship between the number of wolves and the average relative error 

3.4. Comparison of predicted results 

The influencing factor dataset screened by the RF algorithm was selected as the input variable, and the first 25 

groups and the last 5 groups of the input variable were split into training and test sets, respectively. The RF-IGWO-SVR 

model was built with 36 wolves and 50 iterations, respectively. 

The PCA-IGWO-SVR model and the IGWO-SVR model were built for comparison with the RF method to assess 

its efficacy in screening eigenvalues, while the PCA algorithm followed the process of the paper.[10]. Figure 6 illus-

trates a comparison of the predicted and actual values of gas emissions, and the results of the absolute error of the pre-

dicted values are shown in Figure 7. 

 

Fig.6 Comparison of predicted value and actual value 

Figures 6 and 7 show that the RF-IGWO-SVR model has a smaller error than the PCA algorithm processed data 

for test set samples 1, 2, 3, and 5 test points, except for the 4th test sample where the error is higher than the PCA-

IGWO-SVR model, and the overall stability of the RF-IGWO-SVR model is better than the PCA-IGWO-SVR model. 

The RF-IGWO-SVR model outperformed the IGWO-SVR model at all five test points when compared to the unpro-

cessed raw data. In summary, the data set processed with the RF algorithm is more conducive to improving the accuracy 
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and stability of the model. 

 

Fig.7 Absolute error of predicted value of gas emission 

To further test the superiority of the predictive capability of the RF-IGWO-SVR model, the RF-GWO-SVR, RF-

SVR, PCA-IGWO-SVR, PCA-GWO-SVR, PCA-SVR, GWO-SVR and SVR models were selected for comparison, 

where the initialization of the IGWO and GWO algorithms was extended using the prior initialization settings, and the 

specific outcomes of the comparison of the anticipated outcomes from the gas emission are displayed in Table 3. 

Table 3 Comparison of prediction results of gas emission 

No. 1 2 3 4 5 Average relative error/100% 

Actual value 7.95 4.06 4.92 8.04 3.38  

RF 

IGWO-SVR 7.9480 3.8621 4.9190 7.8972 3.4160 1.55 

GWO-SVR 7.9295 3.8583 4.9098 7.8796 3.4423 1.85 

SVR 8.0835 3.6355 4.9125 8.0774 3.5278 3.43 

PCA 

IGWO-SVR 8.0444 3.7419 4.8992 8.0413 3.3103 2.3 

GWO-SVR 8.0441 3.7425 4.8993 8.0411 3.3073 2.32 

SVR 8.0167 3.6913 4.8876 8.0330 3.6788 3.9 

Unprocessed 

data 

IGWO-SVR 7.8835 3.8181 4.7863 7.8324 3.4379 2.76 

GWO-SVR 7.8858 3.8201 4.7872 7.8314 3.4466 2.8 

SVR 7.5337 4.0211 4.8897 6.9489 4.4767 10.57 

Table 3 shows that the RF-IGWO-SVR model has better predictive power than the other eight comparison models. 
Compared with those with PCA algorithm processed data as input variables, the average relative errors of the IGWO-

SVR, GWO-SVR, and SVR models with RF algorithm data processing improved by 0.75%, 0.47%, and 0.47% respec-

tively; compared with those with unprocessed influence characteristics as input variables, the average relative errors of 

the IGWO-SVR, GWO- SVR, and SVR models with the RF algorithm data processing improved the average relative 

errors by 1.21%, 0.95%, and 7.14% respectively, again demonstrating that the use of the RF algorithm to pre-process 

the data is beneficial to improving the overall accuracy of the models. 

According to Table 3, the IGWO-SVR model performs better than the GWO-SVR model and the SVR model un-
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der the identical circumstances. When pre-processed with the RF algorithm, the IGWO-SVR model improved the aver-

age relative error by 0.29% and 1.88% over the GWO-SVR and SVR models respectively. When pre-processed with the 

PCA algorithm, the average relative error of the IGWO-SVR model improved by 0.02% and 1.6% compared to the 

GWO-SVR and SVR models respectively. When using the unprocessed data, the average relative error of the IGWO-

SVR model improved by 0.04% and 7.81% compared to the GWO-SVR and SVR models respectively. 

To make the results more intuitive, the average relative errors of the nine different models in Table 3 are plotted as 

bar charts, as shown in Figure 8, numbering the RF-GWO-SVR model to the SVR model as 1, 2, 3, 4, 5, 6, 7, 8 and 9 in 

that order.  

Figure 8 allows to conclude more intuitively that the average relative error of the RF-GWO-SVR model is lower 

than that of the other comparison models and is 6.82 times higher than the average relative error of the unprocessed 

SVR model. According to the data pre-processing process, the histograms are divided into three groups, the first being 

1, 2, and 3, the second being 4, ,5, and 6, and the third being 7, 8, and 9. Within each group, the average relative error 

values tend to increase from low to high, demonstrating that the prediction accuracy of the IGWO-SVR model is better 

than that of the GWO-SVR model and the unoptimized SVR model. The mean relative error values in the first group are 

significantly lower than those in the second and third groups, demonstrating the superiority of using the RF algorithm 

for data processing. 

 

Fig.8 Comparison of average relative errors of prediction models 

4. Conclusions 

For the problem of gas emission prediction with small samples and high dimensional data characteristics, a novel 

hybrid machine learning prediction model (RF-IGWO-SVR model) is proposed in this study. In the prediction process, 

the RF algorithm is used to screen the influencing factors, which not only improves the prediction accuracy and stability 

of the model, but also retains the original information of the influencing factors. The nonlinear convergence factor and 

DLH search strategy are used to improve the GWO algorithm, which improves the overall search capability and avoids 

the model falling into local optimal solutions. The IGWO algorithm is used to optimize the penalty factor and kernel 

function parameters in SVR, which improves the prediction accuracy of the model. The experimental results show that 

the average relative error between the predicted and actual values of the RF-IGWO-SVR model is 1.55%, and this result 

is better than other comparative models, indicating that the RF-IGWO-SVR model can predict the actual situation of 
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coal mine gas emissions more accurately.  
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