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#### Abstract

Motivated by the works of Wang and Liu [Linear Algebra Appl., 488 (2016) 235-248; MR3419784] and Mosić [Results Math., 75(2) (2020) 1-21; MR4079761], we provide further results on GD inverses and introduce two new classes for square matrices called GD-star (generalized-Drazin-star) and GD-star-one (generalized-Drazin-star-one) using a GD inverse of a matrix. We then exploit their various properties and characterize them in terms of various generalized inverses. We establish a representation of a GD-star matrix by using the core-nilpotent decomposition and Hartwig-Spindelböck decomposition. We also define a binary relation called GD-star order using this class of matrices. Further, we obtain some analogous results for the class of star-GD matrices. Moreover, the reverse-order law and forward-order law for GD inverse along with its monotonicity criteria are obtained.


Keywords: Generalized inverse; GD inverse; generalized-Drazin-star matrix; Drazin-star matrix; Partial order.
Mathematics Subject Classification: 15A09, 15A24, 15A21.

## 1. Introduction and motivation

The literature for generalized inverses is quite large due to their huge applicability in several fields. These inverses are applied to solve problems that appear in numerical analysis, statistics, neural computing, chemical equations, coding theory, robotics, etc. Interested readers are referred to [3], [6], [9], [25], [26], [28], [32], [34], and [37] for several applications of generalized inverses of matrices.

Throughout this article, we denote $\mathbb{C}^{m \times n}$ to represent the set of all $m \times n$ complex matrices. For a given $A \in \mathbb{C}^{m \times n}$, the notions $A^{*}, R(A), N(A)$, and $P_{A}$ denote the conjugate transpose of $A$, the range space of $A$, the null space of $A$, and the orthogonal projection onto the range space of $A$, respectively. For every $A \in \mathbb{C}^{m \times n}$, the unique matrix $X \in \mathbb{C}^{n \times m}$ that satisfies the following four matrix equations:

$$
\text { (1) } A X A=A,(2) X A X=X,(3)(A X)^{*}=A X, \quad \text { and }(4)(X A)^{*}=X A
$$

is called the Moore-Penrose inverse [35] of $A$. It is denoted as $A^{\dagger}$. The Moore-Penrose inverse is applicable in finding the least-squares solution of minimum norm of an inconsistent linear system [6]. The set of all matrices $X \in \mathbb{C}^{n \times m}$ which satisfies any of the combinations of the above four matrix equations is denoted as $A\{i, j, k, l\}$, where $i, j, k, l \in\{1,2,3,4\}$. For example, $A\{1\}$ denotes the set of all solutions $X$ of matrix equation (1). Such an $X$ which satisfies equation (1) is called first inverse or inner inverse of $A$, and is denoted by $A^{-}$or $A^{(1)}$. Similarly, $A\{1,3\}$ denotes the set of all solutions of the first and third matrix equations. We denote a member of $A\{1,3\}$ as $A^{(1,3)}$. For $A \in \mathbb{C}^{m \times m}$, the smallest nonnegative integer for which $\operatorname{rank}\left(A^{k}\right)=\operatorname{rank}\left(A^{k+1}\right)$ is called the index of the matrix $A$, and we denote it by $\operatorname{ind}(A)$. Let $A \in \mathbb{C}^{m \times m}$, the unique matrix $X \in \mathbb{C}^{m \times m}$ satisfying the equations $X A X=X, X A=A X$ and $A^{k+1} X=A^{k}$ is called the Drazin inverse [6] of the matrix $A$. It is denoted as $A^{D}$. Here, $k$ denotes the index of the matrix $A$. The Drazin inverse is used to find solutions of singular differential equations [6]. If $\operatorname{ind}(A)=1$, then the unique $X$ satisfying the same matrix equations is called the group inverse. More precisely, for $A \in \mathbb{C}^{m \times m}$ of index $k=1$, there exists a unique matrix $X$, called the group inverse of $A$ that satisfies $X A X=X, X A=A X$ and $A^{2} X=A$. The group inverse of a matrix $A$ is denoted as $A^{\#}$. The group inverse helps to solve a statistic problem involving Markov chains [6] (for example stationary probabilities, etc.). In 1978, Campbell and Meyer [10] provided some modifications to the classic Drazin inverse by introducing weak Drazin inverse. For an instance the author showed that if one has a block triangular matrix it is easier to compute a weak Drazin than the Drazin inverse. The next result is an application of a weak Drazin inverse.
Theorem 1.1. ([10]) If $T$ is the transition matrix of an $m$-state ergodic chain and if
$A=I-T$, then the rows of $I-A^{W D} A$ are all equal to the unique fixed probability vector $w^{*}$ of $T$ for any generalized Drazin inverse of $A$, where $A^{W D}$ denotes a weak Drazin inverse of $A$.

Thereafter, several other generalized inverses have been introduced, namely, Bott-Duffin inverse [6], the core inverse [3] and MPCEP inverse [34], etc.

We next recall the definition of a particular type of weak Drazin inverse called generalized Drazin (or GD) inverse introduced by Wang and Liu [38] in 2016. For $A \in \mathbb{C}^{m \times m}$, a matrix $X \in \mathbb{C}^{m \times m}$ satisfying the following matrix equations

$$
A X A=A,(6) X A^{k+1}=A^{k} \text { and (7) } A^{k+1} X=A^{k}
$$

is called $G D$ inverse of $A$, where $\operatorname{ind}(A)=k$. It is denoted by $X=A^{G D}$. Unlike the Drazin inverse, a GD inverse of a matrix need not be unique. The set of all GD inverses of a matrix $A$ is denoted by $A\{G D\}$. In 2020, Hernández et al. [24] introduced a new generalized inverse called GDMP inverse which is also not unique. The definition of a GDMP inverse is stated next. Let $A \in \mathbb{C}^{m \times m}$ and $\operatorname{ind}(A)=k$. For each $A^{G D} \in A\{G D\}$, a GDMP inverse of $A$, denoted by $A^{G D \dagger}$, is an $m \times m$ matrix $A^{G D \dagger}=A^{G D} A A^{\dagger}$. The symbol $A\{G D \dagger\}$ stands for the set of all GDMP inverses of $A$.

For two invertible matrices $A$ and $B$, the inverse of the product $(A B)^{-1}=B^{-1} A^{-1}$ and $(A B)^{-1}=A^{-1} B^{-1}$ are known as reverse-order law and forward-order law, respectively. For invertible matrices, the reverse-order law always holds, while the forward-order law does not hold always. Further, these laws do not hold for generalized inverses in general. In the theory of generalized inverses, one of the fundamental topic of interest is to investigate reverse-order laws, forward-order laws, and additive properties, etc. Firstly, in 1966, Greville [21] provided a few sufficient conditions so that the reverse-order law holds in case of the Moore-Penrose inverse, i.e., $(A B)^{\dagger}=B^{\dagger} A^{\dagger}$. In the last few years, several authors also discussed the same problem for different generalized inverses. For instance, Xiong and Zheng [40], and Liu and Xiong [29] presented reverse-order laws and forward-order laws, respectively, for $\{1,2,3\}$ - and $\{1,2,4\}$-inverses. In 2016, Wang et al. [39] provided a few results of the reverse-order law for the Drazin inverse. Deng [15] studied the reverse-order law for the group inverse on Hilbert space. In 2018, Castro-González and Hartwig [11] provided some results on the forward-order law for the Moore-Penrose inverse, i.e., $(A B)^{\dagger}=A^{\dagger} B^{\dagger}$. Very recently, Kumar et al. [27] presented certain sufficient conditions for the reverse-order law and the forward-order law for GD inverse and GDMP inverse. The reverse-order law has applications in the Karmarkar algorithm, and also used to analyze Markov chains (see [30, 11]). For several applications of the forward-order law
of generalized inverses in numerical linear algebra, one is referred to [1], 20] and [41].

Generalized inverses play an important role in the study of partial orders and preorders of matrices. These orders are crucial in the study of shorted operators which have their origin in the study of impedance matrices of $n$-port electrical networks (see [32] for more details). The definition of partial order is recalled next. A binary relation $x$ (say) is called partial order if it is reflexive, anti-symmetric and transitive. The partial order was initially proposed in ring theory [7]. In matrix setting, if a matrix $A$ is below $B$ under partial order $x$, then it is denoted by $A \leq^{x} B$. If a binary relation is reflexive and transitive, then it called pre-order. In matrix setting, a pre-order coincides with a partial order when the matrix is nilpotent. The partial order and pre-order theories are also applied in fuzzy set theory, for example, characterising the class of continuous t-norms [19]. For different applications of partial orders in many areas, such as statistics, electrical networks, etc. one is referred to [4], [5], [32] and 37]. Below we recall some of the significant matrix partial orders and pre-orders that have been introduced in the literature.
(a) $A \leq^{-} B$, i.e., $A A^{-}=B A^{-}$and $A^{-} A=A^{-} B$ is called the minus partial order 17.
(b) $A \leq \leq^{\#} B$, i.e., $A A^{\#}=B A^{\#}$ and $A^{\#} A=A^{\#} B$ is called the group partial order [31].
(c) $A \leq^{*} B$, i.e., $A A^{*}=B A^{*}$ and $A^{*} A=A^{*} B$ is called the star partial order 16].
(d) $A \leq^{D} B$, i.e., $A A^{D}=B A^{D}$ and $A^{D} A=A^{D} B$ is called the Drazin pre-order [32].

Recently, some new class of matrices have been introduced in the literature to solve certain matrix equations and several partial orders have been defined. In this direction, Mosić [33] introduced a new class of matrix called the Drazin-star matrix which is stated next. Let $A \in \mathbb{C}^{m \times m}$ of index $k$, the Drazin-star matrix is denoted as $A^{D, *}$, is an $m \times m$ matrix $A^{D, *}=A^{D} A A^{*}$. Motivated by this work, we introduce two new classes of a matrix, which is called generalized-Drazin-star (or GD-star) matrix and GD-star-one matrix. We then investigate their properties. We show that the proposed classes of matrices serve as a solution to certain matrix equations and to system of linear equations. Further, sufficient conditions are obtained under which these classes of matrices coincide with some well known generalized inverses and some well known class of matrices. Additionally, we introduce a binary operation based on the proposed class of matrix and obtain some of its characterizations.

The aim of this article is to propose two new classes of matrices and investigate their properties. The article is organized as follows. Section 2 is divided into two subsections. First we reconstruct the representation of a $A^{G D}$ of matrix $A$ using the core-nilpotent
decomposition and also some results on extension of a GD inverse (i.e., on GDMP inverse). We then obtain spectral results for GD and GDMP inverses. The second subsection, i.e., Subsection 2.2 establishes the reverse and forward-order laws of a GD inverse. Section 3 is further divided into four subsections for better presentation. Subsection 3.1 proposes a new class of matrices, we call it GD-star matrices. After that, we use the core nilpotent decomposition and Hartwig-Spindelböck decomposition to find different representations of a GD-star matrix. Using the results of Section 2, we obtained some results for GDstar matrices. In Section 3.2, we introduce a binary operation called GD-star order, and discuss its characterizations. Subsection 3.3 provides a few results on dual GD-star, which are analogous to those established in Subsection 3.1. Finally, in Section 3.4. we introduce another class of matrices known as GD $*_{1}$ matrices and study its properties.

## 2. Some results on GD and GDMP inverses

This section is divided into two subsections. The first subsection discusses a representation of a GD inverse. We then present some spectral results on GD and GDMP inverses. Along with that, we also establish monotonicity condition for GD inverses. In the second subsection, we discuss the reverse and forward-order laws for GD inverses.

### 2.1. Further results on GD and GDMP inverses

Let $A \in \mathbb{C}^{m \times m}$. Then, it is well known that $A$ can be expressed unitarily similar to an block triangular matrix containing a nonsingular and a nilpotent component in the diagonal block. The nonsingular component is called core and therefore, this decomposition is called as the core-nilpotent decomposition. The core-nilpotent decomposition of $A$ is given by

$$
A=P\left[\begin{array}{ll}
C & S  \tag{2.1}\\
O & N
\end{array}\right] P^{*},
$$

where $P$ is a unitary matrix and $S$ is some matrix of suitable size. The core-nilpotent decomposition is used to define the partial order (for example, minus, group and Drazin order) of the matrices (see [32]). Now, we reconstruct the representation of a $A^{G D}$ of matrix $A$ using (2.1). The next result is in this direction.

Theorem 2.1. Let $A \in \mathbb{C}^{m \times m}$ be in the form of (2.1) with ind $(A)=k$. Then,

$$
A^{G D}=P\left[\begin{array}{cc}
C^{-1} & C^{-(k+1)}\left(\widehat{T^{\prime}}-\widehat{T} N^{-}\right)  \tag{2.2}\\
O & N^{-}
\end{array}\right] P^{*}
$$

where $P$ is a unitary matrix and $\widehat{T^{\prime}}-\widehat{T} N^{-}=-C^{k} S N^{-}+\sum_{j=0}^{k-1} C^{j} S N^{k-j-1}\left(I-N N^{-}\right)$.
In next result, we demonstrate $A^{G D} A A^{D}=A^{D}$.

Theorem 2.2. Let $A \in \mathbb{C}^{m \times m}$ and $\operatorname{ind}(A)=k$. Then, the system

$$
X A=A X, \quad X A X=X, \text { and } A^{k+1} X=A^{k}
$$

has a solution of the form $X=A^{G D} A A^{D}$, i.e., $A^{G D} A A^{D}=A^{D}$.
Proof. Suppose $X=A^{G D} A A^{D}$. Then, $A X=A A^{G D} A A^{D}=A A^{D}$. Further,

$$
\begin{aligned}
X A & =A^{G D} A A^{D} A \\
& =A^{G D} A^{k+1}\left(A^{D}\right)^{k+1} A \\
& =A^{k}\left(A^{D}\right)^{k+1} A \\
& =A^{k+1}\left(A^{D}\right)^{k+1} \\
& =A A^{D} .
\end{aligned}
$$

So, $A X=X A$. Moreover,

$$
\begin{aligned}
X A X & =A^{G D} A A^{D} A A^{G D} A A^{D} \\
& =A^{G D} A A^{D} A A^{D} \\
& =A^{G D} A A^{D} \\
& =X
\end{aligned}
$$

and

$$
\begin{aligned}
A^{k+1} X & =A^{k+1} A^{G D} A A^{D} \\
& =A^{k} A A^{D} \\
& =A^{k+1} A^{D} \\
& =A^{k} .
\end{aligned}
$$

Hence, $X=A^{G D} A A^{D}$ is Drazin inverse of $A$. By the uniqueness of Drazin inverse, we get $X=A^{G D} A A^{D}=A^{D}$.

Similarly, $A^{D} A A^{G D}$ is also the Drazin inverse. Hernández et al. [24] proved that a GDMP inverse is a solution of the system $X A X=X, A X=A A^{\dagger}$ and $X A^{k}=A^{G D} A^{k}$. Motivated by this result, we will show that a GDMP inverse is $\{1,2,3,6\}$-inverse of $A$.

Theorem 2.3. Let $A \in \mathbb{C}^{m \times m}$ and $\operatorname{ind}(A)=k$. Then, the system

$$
(A X)^{*}=A X, \quad A X A=A, X A X=X, \text { and } X A^{k+1}=A^{k}
$$

has a solution of the form $X=A^{G D} A A^{\dagger}$ (GDMP).
Proof. Set $X=A^{G D} A A^{\dagger}$. Now, $A X=A A^{G D} A A^{\dagger}=A A^{\dagger}$. So, $(A X)^{*}=A X$. Further,

$$
\begin{aligned}
A X A & =A A^{G D} A A^{\dagger} A \\
& =A A^{\dagger} A \\
& =A,
\end{aligned}
$$

$$
\begin{aligned}
X A X & =A^{G D} A A^{\dagger} A A^{G D} A A^{\dagger} \\
& =A^{G D} A A^{G D} A A^{\dagger} \\
& =A^{G D} A A^{\dagger} \\
& =X,
\end{aligned}
$$

and

$$
\begin{aligned}
X A^{k+1} & =A^{G D} A A^{\dagger} A^{k+1} \\
& =A^{G D} A A^{k} \\
& =A^{G D} A^{k+1} \\
& =A^{k} .
\end{aligned}
$$

Next result can be proved in similar steps as the above theorem.
Theorem 2.4. Let $A \in \mathbb{C}^{m \times m}$ and $\operatorname{ind}(A)=k$. Then, the system

$$
(X A)^{*}=X A, \quad A X A=A, \quad X A X=X, \text { and } A^{k+1} X=A^{k}
$$

has a solution of the form $X=A^{\dagger} A A^{G D}$ (MPGD).
Remark 2.1. Since a GDMP inverse is also an $\{1,3\}$-inverse, so $A^{G D, \dagger} b$ give a leastsquares solution of system $A x=b$. Similarly, the minimum norm solution of $A x=b$ is given by $x=A^{\dagger, G D} b$, where $A^{\dagger, G D} \in A\{\dagger, G D\}$.

A matrix $A \in \mathbb{C}^{m \times m}$ is called $E P$ (or range-Hermitian) if $R(A)=R\left(A^{*}\right)$. The class of EP matrices contain some special class of matrices including 'Hermitian', 'normal' and 'nonsingular' matrices, to name few. An EP matrix appear in the study of contraction
[23], differential equation [13] and difference equation [12], etc. The following is an important characterization of an EP matrix. A matrix $A$ is EP if and only if it commutes with its Moore-Penrose inverse, i.e., $A A^{\dagger}=A^{\dagger} A$. Further, the Moore-Penrose, the group inverse and the Drazin inverse coincide for this class of matrices (see [6]). Suppose that $A=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$ with index $k=1$. Since $A$ is EP, so, $A^{\dagger}=A^{\#}$ but there exist $A^{G D}=\left[\begin{array}{ll}1 & 0 \\ 0 & a\end{array}\right]$ such that $A^{G D} \neq A^{\#}$ for $a \neq 0$. Next, we establish the monotonicity for GD inverse, but first we recall the following result given by Coll et al. (14].

Corollary 2.5. (Corollary 2.1, [14]) Let $A, X \in \mathbb{C}^{m \times m}$ and $\operatorname{ind}(A)=k$. Then, the following conditions are equivalent:
(i) $X \in A\{G D\}$.
(ii) $A X A=A$ and $A^{k} X=X A^{k}$.
(iii) $A X A=A, X A^{k+1}=A^{k}$, and $A^{k+1} X=A^{k}$.

Mitra et al. [32] restated the core-nilpotent decomposition of matrix $A$ as follows:

$$
A=P\left[\begin{array}{ll}
C & O  \tag{2.3}\\
O & N
\end{array}\right] P^{-1}
$$

where $P$ is nonsingular matrix. Wang and Liu [38] provided the representation of GD inverse of a matrix $A$ given by (2.3) which is stated next. Let $A \in \mathbb{C}^{m \times m}$. Then, $A^{G D}$ is a GD inverse of $A$ if and only if

$$
A^{G D}=P\left[\begin{array}{cc}
C^{-1} & O  \tag{2.4}\\
O & N^{-}
\end{array}\right] P^{-1}
$$

Next, we recall a well known result by Stewart [36], which establishes a bound of norm of the matrix $\left(I_{m}+A\right)^{-1}$.

Theorem 2.6. ([36]) Let $A \in \mathbb{C}^{m \times m}$ with $\|A\| \leq 1$. Then, $I_{m}+A$ is nonsingular and

$$
\left\|\left(I_{m}+A\right)^{-1}\right\| \leq\left(I_{m}-\|A\|\right)^{-1}
$$

With the help of above theorem, we now give a perturbation result.
Theorem 2.7. Let $A \in \mathbb{C}^{m \times m}$ and $B=A+E \in \mathbb{C}^{m \times m}$ with $\operatorname{ind}(A)=k$. If the perturbation $E$ satisfies $A^{k} E=E$ and $\left\|A^{G D} E\right\|<1$, then

$$
\left(I_{m}+A^{G D} E\right)^{-1} A^{G D} \in B\{1\} .
$$

Proof. Assume that $E=P\left[\begin{array}{ll}E_{1} & E_{2} \\ E_{3} & E_{4}\end{array}\right] P^{-1}$ and $\operatorname{rank}(A)=r$. From (2.3) and (2.4), we have $A=P\left[\begin{array}{ll}C & O \\ O & N\end{array}\right] P^{-1}$ and $A^{G D}=P\left[\begin{array}{cc}C^{-1} & O \\ O & N^{-}\end{array}\right] P^{-1}$, respectively. Now, $A^{k}=$ $P\left[\begin{array}{cc}C^{k} & O \\ O & N^{k}\end{array}\right] P^{-1}=P\left[\begin{array}{cc}C^{k} & O \\ O & O\end{array}\right] P^{-1}$. Then,

$$
A^{k} E=P\left[\begin{array}{cc}
C^{k} & O \\
O & O
\end{array}\right] P^{-1} P\left[\begin{array}{ll}
E_{1} & E_{2} \\
E_{3} & E_{4}
\end{array}\right] P^{-1}=P\left[\begin{array}{cc}
C^{k} E_{1} & C^{k} E_{2} \\
O & O
\end{array}\right] P^{-1}
$$

If $A^{k} E=E$, then we have $E_{3}=O$ and $E_{4}=O$. Further,

$$
\begin{aligned}
I_{m}+A^{G D} E & =I_{m}+P\left[\begin{array}{cc}
C^{-1} & O \\
O & N^{-}
\end{array}\right] P^{-1} P\left[\begin{array}{cc}
E_{1} & E_{2} \\
O & O
\end{array}\right] P^{-1} \\
= & I_{m}+P\left[\begin{array}{cc}
C^{-1} E_{1} & C^{-1} E_{2} \\
O & O
\end{array}\right] P^{-1} \\
& =P\left[\begin{array}{cc}
I_{r}+C^{-1} E_{1} & C^{-1} E_{2} \\
O & I_{m-r}
\end{array}\right] P^{-1} \\
& =P\left[\begin{array}{cc}
C^{-1}\left(C+E_{1}\right) & C^{-1} E_{2} \\
O & I_{m-r}
\end{array}\right] P^{-1}
\end{aligned}
$$

From Theorem 2.6, $\left\|A^{G D} E\right\| \leq 1$ implies that $I_{m}+A^{G D} E$ is invertible. So, $\left(I_{m}+A^{G D} E\right)^{-1}=P\left[\begin{array}{cc}\left(C+E_{1}\right)^{-1} C & -\left(C+E_{1}\right)^{-1} E_{2} \\ O & I_{m-r}\end{array}\right] P^{-1}$. Furthermore,

$$
\left(I_{m}+A^{G D} E\right)^{-1} A^{G D}=P\left[\begin{array}{cc}
\left(C+E_{1}\right)^{-1} & -\left(C+E_{1}\right)^{-1} E_{2} N^{-} \\
O & N^{-}
\end{array}\right] P^{-1}
$$

and $B=A+E=P\left[\begin{array}{cc}C+E_{1} & E_{2} \\ O & N\end{array}\right] P^{-1}$. Now, we verify $\left(I_{m}+A^{G D} E\right)^{-1} A^{G D} \in B\{1\}$.

Clearly,

$$
\begin{aligned}
& B\left(I_{m}+A^{G D} E\right)^{-1} A^{G D} B=P\left[\begin{array}{cc}
C+E_{1} & E_{2} \\
O & N
\end{array}\right] P^{-1} P\left[\begin{array}{cc}
\left(C+E_{1}\right)^{-1} & -\left(C+E_{1}\right)^{-1} E_{2} N^{-} \\
O & N^{-}
\end{array}\right] \\
& P^{-1} P\left[\begin{array}{cc}
C+E_{1} & E_{2} \\
O & N
\end{array}\right] P^{-1} \\
&=P\left[\begin{array}{cc}
C+E_{1} & E_{2} \\
O & N
\end{array}\right]\left[\begin{array}{cc}
I_{r} & \left(C+E_{1}\right)^{-1} E_{2}\left(I_{m-r}-N^{-} N\right) \\
O & N^{-} N
\end{array}\right] P^{-1} \\
&=P\left[\begin{array}{cc}
C+E_{1} & E_{2}\left(I_{m-r}-N^{-} N\right)+E_{2} N^{-} N \\
O & N N^{-} N
\end{array}\right] P^{-1} \\
&=P\left[\begin{array}{cc}
C+E_{1} & E_{2} \\
O & N
\end{array}\right] P^{-1}=B .
\end{aligned}
$$

Hence, $\left(I_{m}+A^{G D} E\right)^{-1} A^{G D} \in B\{1\}$.
Remark 2.2. If in (2.4), we replace $N^{-}$by $N^{\dagger}$, then $B^{-}$becomes $B^{\dagger}$.
Theorem 2.8. ([ [ $[8])$ Let $A \in \mathbb{C}^{m \times m}$ be a non-zero matrix and let $A A^{*}=\sum_{i=1}^{r} \alpha_{i} E_{i}$ be the spectral representation of $A A^{*}$, where $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right\}$ is the set of distinct eigenvalues of $A A^{*}$ and $E_{i}$ are the corresponding self-adjoint spectral projections. Then, we have

$$
A^{\dagger}=\sum_{i=1, \alpha_{i} \neq 0}^{r} \frac{1}{\alpha_{i}} A^{*} E_{i} .
$$

With the help of above theorem, we provide a spectrum result for GDMP inverse.
Theorem 2.9. Let $A \in \mathbb{C}^{m \times m}$ be a non-zero matrix and let $A A^{*}=\sum_{i=1}^{r} \alpha_{i} E_{i}$ be the spectral representation of $A A^{*}$, where $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right\}$ is the set of distinct eigenvalues of $A A^{*}$ and $E_{i}$ are the corresponding self-adjoint spectral projections. Then, we have

$$
A^{G D, \dagger}=\sum_{i=1}^{r} A^{G D} E_{i}=A^{G D} .
$$

### 2.2. Reverse and Forward-order laws

The reverse-order law and forward-order law are fundamental topics of generalized inverse. Kumar et al. [27] discussed the reverse-order law, forward-order law and additive properties of a GD inverse. In this section, we provide some more results for the reverse and forward-order laws of a GD inverse. We begin as a result of the reverse-order law of a GD inverse.

Theorem 2.10. Let $A, B \in \mathbb{C}^{m \times m}$ be such that $A B=B A$ and $\max \{\operatorname{ind}(A), \operatorname{ind}(B)\}=$ $k$. If $R\left(A^{G D}\right) \subseteq R(B)$, then $(A B)^{G D}=B^{G D} A^{G D}$.

Proof. The hypothesise $R\left(A^{G D}\right) \subseteq R(B)$ implies that $A^{G D}=B Y$, for some matrix $Y$. Pre-multiplying by $B B^{G D}$ in $A^{G D}=B Y$, we get $B B^{G D} A^{G D}=A^{G D}$. Set $X=B^{G D} A^{G D}$. Now,

$$
\begin{align*}
A B X A B & =A B B^{G D} A^{G D} A B \\
& =A A^{G D} A B\left(\text { since } B B^{G D} A^{G D}=A^{G D}\right) \\
& =A B, \tag{2.5}
\end{align*}
$$

and

$$
\begin{align*}
X(A B)^{k+1} & =B^{G D} A^{G D} A^{k+1} B^{k+1}(\text { since } A B=B A) \\
& =B^{G D} A^{k} B^{k+1} \\
& =B^{G D} B^{k+1} A^{k} \\
& =B^{k} A^{k} \\
& =(A B)^{k} . \tag{2.6}
\end{align*}
$$

Similarly, $(A B)^{k+1} X=(A B)^{k}$. Hence, $(A B)^{G D}=B^{G D} A^{G D}$.
Next result can be proved as similar step to the above theorem.
Theorem 2.11. Let $A, B \in \mathbb{C}^{m \times m}$ be such that $A B=B A$ and $\max \{\operatorname{ind}(A), \operatorname{ind}(B)\}=$ $k$. If $R\left(B^{G D}\right) \subseteq R(A)$, then $(A B)^{G D}=A^{G D} B^{G D}$.

Some sufficient conditions for the triple reverse-order law of a GD inverse is listed below.

Theorem 2.12. Let $A, B, C \in \mathbb{C}^{m \times m}$ be such that commute with each others and $\max \{\operatorname{ind}(A), \operatorname{ind}(B), \operatorname{ind}(C)\}=k$. If one of the following holds:
(i) $R\left(B^{G D} B\right) \subseteq R(C)$ and $A^{G D} B C=B C A^{G D}$,
(ii) $R\left(A^{G D} A\right) \subseteq R(B)$ and $C^{G D} A B=A B C^{G D}$,
(iii) $C^{G D} A B=A B C^{G D}$ and $A^{G D} A B=B A^{G D} A$,
(iv) $A^{G D} B C=B C A^{G D}$ and $C C^{G D} B=B C C^{G D}$,
then $(A B C)^{G D}=C^{G D} B^{G D} A^{G D}$.
Proof. For the proof of this result, set $X=C^{G D} B^{G D} A^{G D}$. We will prove $X$ is a GD inverse of $A B C$ by using the definition of a GD inverse.
(i) $R\left(B^{G D} B\right) \subseteq R(C)$ implies that $B^{G D} B=C Y$. Pre-multiplying by $C C^{G D}$ in $B^{G D} B=$ $C Y$, we get $C C^{G D} B^{G D} B=B^{G D} B$. Now,

$$
\begin{aligned}
A B C X A B C & =A B C C^{G D} B^{G D} A^{G D} A B C \\
& =A B C C^{G D} B^{G D} B C A^{G D} A\left(\text { since } A^{G D} B C=B C A^{G D}\right) \\
& =A B B^{G D} B C A^{G D} A \\
& =A B C A^{G D} A \\
& =B C A A^{G D} A \\
& =B C A \\
& =A B C
\end{aligned}
$$

$$
\begin{aligned}
X(A B C)^{k+1} & =C^{G D} B^{G D} A^{G D}(A B C)^{k+1} \\
& =C^{G D} B^{G D} A^{G D} A^{k+1} B^{k+1} C^{k+1} \\
& =C^{G D} B^{G D} A^{k} B^{k+1} C^{k+1} \\
& =C^{G D} B^{G D} B^{k+1} C^{k+1} A^{k} \\
& =C^{G D} C^{k+1} B^{k} A^{k} \\
& =C^{k} B^{k} A^{k} \\
& =(A B C)^{k}
\end{aligned}
$$

and

$$
\begin{align*}
(A B C)^{k+1} X & =(A B C)^{k+1} A^{G D} B^{G D} C^{G D} \\
& =A^{k+1} B^{k+1} C^{k+1} C^{G D} B^{G D} A^{G D} \\
& =A^{k+1} B^{k+1} C^{k} B^{G D} A^{G D} \\
& =C^{k} A^{k+1} B^{k+1} B^{G D} A^{G D} \\
& =C^{k} B^{k} A^{k+1} A^{G D} \\
& =C^{k} B^{k} A^{k} \\
& =(A B C)^{k} . \tag{2.7}
\end{align*}
$$

Hence, $(A B C)^{G D}=C^{G D} B^{G D} A^{G D}$.
(ii) $X(A B C)^{k+1}=(A B C)^{k}$ and $(A B C)^{k+1} X=(A B C)^{k}$ both conditions proofs are similar to part (i). $R\left(A^{G D} A\right) \subseteq R(B)$ implies that $A^{G D} A=B Z$. Pre-multiplying by
$B B^{G D}$ in $A^{G D} A=B Z$, we get $B B^{G D} A^{G D} A=A^{G D} A$.

$$
\begin{aligned}
A B C X A B C & =A B C C^{G D} B^{G D} A^{G D} A B C \\
& =C C^{G D} A B B^{G D} A^{G D} A B C\left(\text { since } C^{G D} A B=A B C^{G D}\right) \\
& =C C^{G D} A A^{G D} A B C \\
& =C C^{G D} A B C \\
& =C C^{G D} C A B \\
& =C A B \\
& =A B C
\end{aligned}
$$

(iii) $X(A B C)^{k+1}=(A B C)^{k}$ and $(A B C)^{k+1} X=(A B C)^{k}$ both conditions proofs are similar to part (i). Further,

$$
\begin{aligned}
A B C X A B C & =A B C C^{G D} B^{G D} A^{G D} A B C \\
& =C C^{G D} A B B^{G D} A^{G D} A B C\left(\text { since } C^{G D} A B=A B C^{G D}\right) \\
& =C C^{G D} A B B^{G D} B A^{G D} A C\left(\text { since } A^{G D} A B=B A^{G D} A\right) \\
& =C C^{G D} B A A^{G D} A B C \\
& =C C^{G D} A B C \\
& =C C^{G D} C A B \\
& =C A B \\
& =A B C .
\end{aligned}
$$

(iv) The proofs for $X(A B C)^{k+1}=(A B C)^{k}$ and $(A B C)^{k+1} X=(A B C)^{k}$ are similar to part (i). Furthermore,

$$
\begin{aligned}
A B C X A B C & =A B C C^{G D} B^{G D} A^{G D} A B C \\
& =A B C C^{G D} B^{G D} B C A^{G D} A\left(\text { since } A^{G D} B C=B C A^{G D}\right) \\
& =A C C^{G D} B B^{G D} B C A^{G D} A\left(\text { since } C C^{G D} B=B C C^{G D}\right) \\
& =A C C^{G D} C B A^{G D} A \\
& =A B C A^{G D} A \\
& =B C A A^{G D} A \\
& =B C A \\
& =A B C .
\end{aligned}
$$

The proof of the triple forward-order law is similar as the proof of the triple reverseorder law of a GD inverse which is stated below skipping the proof.

Theorem 2.13. Let $A, B, C \in \mathbb{C}^{m \times m}$ be such that commute with each others and $\max \{\operatorname{ind}(A), \operatorname{ind}(B), \operatorname{ind}(C)\}=k$. If one of the following holds:
(i) $R\left(C^{G D} C\right) \subseteq R(B)$ and $A^{G D} B C=B C A^{G D}$,
(ii) $R\left(B^{G D} B\right) \subseteq R(A)$ and $C^{G D} A B=A B C^{G D}$,
(iii) $C^{G D} A B=A B C^{G D}$ and $A^{G D} A B=B A^{G D} A$,
(iv) $A^{G D} B C=B C A^{G D}$ and $C C^{G D} B=B C C^{G D}$, then $(A B C)^{G D}=A^{G D} B^{G D} C^{G D}$.

## 3. GD-star matrices and GD-star order

In this section, we discuss some of the main results of this article. In particular, we first propose a new class of matrices and then investigate its various properties. We also introduce a binary relation based on this class of matrix. In addition to these, we also present a new class of matrices, we call it GD-star-one.

### 3.1. GD-star matrices

We start this section by defining a GD-star matrix.
Definition 3.1. Let $A \in \mathbb{C}^{m \times m}$ and $\operatorname{ind}(A)=k$. For each $A^{G D} \in A\{G D\}$, a GD-star matrix of $A$, denoted by $A^{G D, *}$, is an $m \times m$ matrix

$$
A^{G D, *}=A^{G D} A A^{*} .
$$

The above definition is motivated by the definition of Drazin-star matrix and GDMP generalized inverse, and it may seem that the proposed class of matrices contained in the class of these matrices. To disprove this, we present two examples. The first example shows that GD-star matrix of a matrix is not unique. Also, this class is different from the well known Drazin-star matrices. Similarly, the second example demonstrates that a GDMP inverse is different from a GD-star matrix.

Example 3.1. For $A=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ with index $k=2$. We have $A^{G D}=\left[\begin{array}{ll}a & b \\ 1 & c\end{array}\right]$, where $a, b, c \in \mathbb{C}$. Further, $A^{D}=O, A^{G D, *}=\left[\begin{array}{ll}a & 0 \\ 1 & 0\end{array}\right]$, and $A^{D, *}=O$. So, $A^{G D} \neq A^{D}$ and $A^{G D, *} \neq A^{D, *}$.

Example 3.2. Let $A=\left[\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right]$ with index $k=1$. Then, $A^{\dagger}=\left[\begin{array}{ll}0.5 & 0 \\ 0.5 & 0\end{array}\right]$ and $A^{G D}=$ $\left[\begin{array}{ll}1 & a \\ 0 & b\end{array}\right] \in A\{G D\}$, where $a+b=1$. Now, $A^{G D \dagger}=A^{G D} A A^{\dagger}=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$ and $A^{G D, *}=$ $A^{G D} A A^{*}=\left[\begin{array}{ll}2 & 0 \\ 0 & 0\end{array}\right]$, i.e., $A^{G D \dagger} \neq A^{G D, *}$. It is clear that the class of GD-star matrix is different from the class of GDMP inverse.

Remark 3.1. Since $A^{G D} A A^{*}=A^{G D} A\left(A A^{\dagger} A\right)^{*}=A^{G D} A A^{\dagger} A A^{*}=A^{G D, \dagger} A A^{*}$, the Definition 3.1 remains unaffected if we replace a GD inverse by a GDMP inverse of $A$, i.e., if we replace $A^{G D}$ by $A^{G D, \dagger}$. Similarly, one may observe that the definition of Drazin-star matrix of $A$, i.e., $A^{D, *}$ remains unchanged if we replace $A^{D}$ by $A^{D, \dagger}$.

Now, we prove that a GD-star matrix is a solution of the matrix equations $X\left(A^{\dagger}\right)^{*} X=$ $X, A^{k} X=A^{k} A^{*}$, and $X\left(A^{\dagger}\right)^{*}=A^{G D} A$.

Theorem 3.1. Let $A \in \mathbb{C}^{m \times m}$. Then, for $k \geq 1$, the system

$$
X\left(A^{\dagger}\right)^{*} X=X, A^{k} X=A^{k} A^{*}, \text { and } X\left(A^{\dagger}\right)^{*}=A^{G D} A
$$

has a solution of the form $X \in A\{G D, *\}$, where $A\{G D, *\}$ is the set of all GD-star matrices of $A$.

Proof. We will show that $X \in A\{G D, *\}$ satisfies the given matrix equations. First we see that

$$
\begin{align*}
X\left(A^{\dagger}\right)^{*} X & =A^{G D} A A^{*}\left(A^{\dagger}\right)^{*} A^{G D} A A^{*} \\
& =A^{G D} A\left(A^{\dagger} A\right)^{*} A^{G D} A A^{*} \\
& =A^{G D} A A^{\dagger} A A^{G D} A A^{*} \\
& =A^{G D} A A^{G D} A A^{*} \\
& =A^{G D} A A^{*} \\
& =X . \tag{3.1}
\end{align*}
$$

When $k \geq 1$,

$$
\begin{align*}
A^{k} X & =A^{k} A^{G D} A A^{*} \\
& =A^{k-1} A A^{G D} A A^{*} \\
& =A^{k-1} A A^{*} \\
& =A^{k} A^{*}, \tag{3.2}
\end{align*}
$$

and

$$
\begin{align*}
X\left(A^{\dagger}\right)^{*} & =A^{G D} A A^{*}\left(A^{\dagger}\right)^{*} \\
& =A^{G D} A\left(A^{\dagger} A\right)^{*} \\
& =A^{G D} A A^{\dagger} A \\
& =A^{G D} A . \tag{3.3}
\end{align*}
$$

Thus, from (3.1), (3.2) and (3.3) it is clear that $X \in A\{G D, *\}$ satisfies the given matrix equations.

Next we state a few properties that a GD-star matrix of a matrix $A$ possesses.
Lemma 3.2. Let $A \in \mathbb{C}^{m \times m}$, and $\operatorname{ind}(A)=k$. If $A^{G D} \in A\{G D\}$, then a $G D$-star matrix $X$ of the matrix $A$ satisfies the following properties:
(i) $A X\left(A^{\dagger}\right)^{*}=A$.
(ii) $A^{k} X=A^{k+1} A^{G D} A^{*}=A^{G D} A^{k+1} A^{*}$.
(iii) $A^{\dagger} A X=A^{*}$.
(iv) $A^{k} X\left(A^{\dagger}\right)^{*}=A^{k}$.
(v) $X\left(A^{\dagger}\right)^{*} A^{G D}=A^{G D} A A^{G D}$.
(vi) $X\left(A^{\dagger}\right)^{*} A^{k}=A^{k}$.
(vii) $A^{\dagger} A X^{2}=A^{*} X$.
(viii) $A^{\dagger} A X^{2} A A^{\dagger}=A^{*} X$.
(ix) $X A X=A^{G D}\left(A A^{*}\right)^{2}$.
(x) $X A A^{\dagger} X=X^{2}$.
(xi) $(A X)^{*}=A X$.
(xii) $\left(A^{\dagger}\right)^{*} X\left(A^{\dagger}\right)^{*}=\left(A^{\dagger}\right)^{*}$.
(xiii) $\left(A^{\dagger}\right)^{*} X=A A^{\dagger}$.
(xiv) $\left(X\left(A^{\dagger}\right)^{*}\right)^{2}=X\left(A^{\dagger}\right)^{*}$.
(xv) $X \in\left(A^{\dagger}\right)^{*}\{2,3\}$.

Proof. (i) We have $A X\left(A^{\dagger}\right)^{*}=A A^{G D} A A^{*}\left(A^{\dagger}\right)^{*}=A\left(A^{\dagger} A\right)^{*}=A A^{\dagger} A=A . \quad$ So, $A X\left(A^{\dagger}\right)^{*}=A$.
(ii) Observe that $A^{k} X=A^{k} A^{G D} A A^{*}=A^{G D} A^{k+1} A^{G D} A A^{*}=A^{G D} A^{k} A A^{*}=A^{G D} A^{k+1} A^{*}=$ $A^{k} A^{*}=A^{k+1} A^{G D} A^{*}$. Hence, $A^{k} X=A^{k+1} A^{G D} A^{*}=A^{G D} A^{k+1} A^{*}$.
(iii) Clearly, $A^{\dagger} A X=A^{\dagger} A A^{G D} A A^{*}=A^{\dagger} A A^{*}=A^{*}\left(A^{*}\right)^{\dagger} A^{*}=A^{*}$, i.e., $A^{\dagger} A X=A^{*}$.
(iv) From (ii), we have $A^{k} X=A^{k+1} A^{G D} A^{*}$, therefore, $A^{k} X\left(A^{\dagger}\right)^{*}=A^{k+1} A^{G D} A^{*}\left(A^{\dagger}\right)^{*}=$ $A^{k}\left(A^{\dagger} A\right)^{*}=A^{k-1} A A^{\dagger} A=A^{k}$.
(v) By Theorem 3.1, we have $X\left(A^{\dagger}\right)^{*}=A^{G D} A$, and thus $X\left(A^{\dagger}\right)^{*} A^{G D}=A^{G D} A A^{G D}$.
(vi) Applying Theorem 3.1 again, we obtain $X\left(A^{\dagger}\right)^{*} A^{k}=A^{G D} A A^{k}=A^{G D} A^{k+1}=A^{k}$, i.e., $X\left(A^{\dagger}\right)^{*} A^{k}=A^{k}$.
(vii) This is obvious as $A^{\dagger} A X^{2}=A^{\dagger} A A^{G D} A A^{*} X=A^{\dagger} A A^{*} X=A^{*} X$.
(viii) From (vii), we get $A^{\dagger} A X^{2}=A^{*} X$. Now, $A^{\dagger} A X^{2} A A^{\dagger}=A^{*} X A A^{\dagger}=A^{*} A^{G D} A A^{*}\left(A^{*}\right)^{\dagger} A^{*}=$ $A^{*} A^{G D} A A^{*}$. Hence, $A^{\dagger} A X^{2} A A^{\dagger}=A^{*} X$.
(ix) Clearly, $X A X=A^{G D} A A^{*} A A^{G D} A A^{*}=A^{G D} A A^{*} A A^{*}=A^{G D}\left(A A^{*}\right)^{2}$.
(x) We have $X A A^{\dagger} X=A^{G D} A A^{*} A A^{\dagger} X=A^{G D} A A^{*}\left(A^{*}\right)^{\dagger} A^{*} X=A^{G D} A A^{*} X=X X=$ $X^{2}$. Therefore, $X A A^{\dagger} X=X^{2}$.
(xi) This is quite trivial as $A X=A A^{G D} A A^{*}=A A^{*}$, i.e., $(A X)^{*}=A X$.
(xii) By Theorem 3.1, we have $X\left(A^{\dagger}\right)^{*}=A^{G D} A$. Since, $\left(A^{\dagger}\right)^{*} X\left(A^{\dagger}\right)^{*}=\left(A^{\dagger}\right)^{*} A^{G D} A=$ $\left(A^{\dagger} A A^{\dagger}\right)^{*} A^{G D} A=\left(A^{\dagger}\right)^{*} A^{\dagger} A A^{G D} A=\left(A^{\dagger}\right)^{*} A^{\dagger} A=\left(A^{\dagger}\right)^{*}$. Hence, $\left(A^{\dagger}\right)^{*} X\left(A^{\dagger}\right)^{*}=$ $\left(A^{\dagger}\right)^{*}$.
(xiii) We have

$$
\begin{align*}
\left(A^{\dagger}\right)^{*} X & =\left(A^{\dagger}\right)^{*} A^{G D} A A^{*} \\
& =\left(A^{\dagger} A A^{\dagger}\right)^{*} A^{G D} A A^{*} \\
& =\left(A^{\dagger}\right)^{*} A^{\dagger} A A^{G D} A A^{*} \\
& =\left(A^{\dagger}\right)^{*} A^{\dagger} A A^{*} \\
& =\left(A^{\dagger}\right)^{*} A^{*}\left(A^{*}\right)^{\dagger} A^{*} \\
& =\left(A^{\dagger}\right)^{*} A^{*} \\
& =A A^{\dagger} . \tag{3.4}
\end{align*}
$$

(xiv) Clearly, $\left(X\left(A^{\dagger}\right)^{*}\right)^{2}=X\left(A^{\dagger}\right)^{*} X\left(A^{\dagger}\right)^{*}=A^{G D} A A^{*}\left(A^{\dagger}\right)^{*} A^{G D} A A^{*}\left(A^{\dagger}\right)^{*}=$ $A^{G D} A A^{G D} A A^{*}\left(A^{\dagger}\right)^{*}=A^{G D} A A^{*}\left(A^{\dagger}\right)^{*}=X\left(A^{\dagger}\right)^{*}$.
(xv) It can be easily obtained from (3.4) and part (xiii) of Lemma 3.2.

Remark 3.2. From (xiii), we have $\left(A^{\dagger}\right)^{*} X$ is an orthogonal projector onto $R(A)$.
Under some conditions, a GD-star matrix coincides with some well known generalized inverses. The same result is proved next.

Theorem 3.3. Let $A \in \mathbb{C}^{m \times m}$ and $\operatorname{ind}(A)=k$. For each $A^{G D} \in A\{G D\}$, a $G D$-star matrix $X$ of the matrix $A$ satisfies the following properties:
(i) If $A^{*}=A$, then $X \in A^{\dagger}\{1,2,3\}$.
(ii) If $A^{G D}=A^{\#}$, then $X=A^{\#, *}$.
(iii) If $A$ is a partial isometry, then $X=A^{G D, \dagger}$, and thus $A X=P_{R(A)}$.

Proof. (i) Since, $A^{\dagger} X=\left(A^{\dagger}\right)^{*} X=A A^{\dagger}$ by equation (3.4) and $A^{*}=A$. We have

$$
\begin{aligned}
X A^{\dagger} X & =A^{G D} A A^{*} A^{\dagger} A^{G D} A A^{*} \\
& =A^{G D} A A A^{\dagger} A^{G D} A A \\
& =A^{G D} A A^{G D} A A\left(A^{*}=A \text { implies } A A^{\dagger}=A^{\dagger} A\right) \\
& =A^{G D} A A \\
& =A^{G D} A A^{*} \\
& =X,
\end{aligned}
$$

and

$$
\begin{aligned}
A^{\dagger} X A^{\dagger} & =\left(A^{\dagger}\right)^{*} A^{G D} A A^{*}\left(A^{\dagger}\right)^{*}\left(\text { since } A^{*}=A\right) \\
& =\left(A^{\dagger} A A^{\dagger}\right)^{*} A^{G D} A \\
& =\left(A^{\dagger}\right)^{*} A^{\dagger} A A^{G D} A \\
& =\left(A^{\dagger}\right)^{*} A^{\dagger} A \\
& =A^{\dagger} .
\end{aligned}
$$

(ii) We have $A^{G D}=A^{\#}$. So, $k=1$. Then, $A^{G D, *}=A^{G D} A A^{*}=A^{\#} A A^{*}=A^{\#, *}$.
(iii) Since $A$ is a partial isometry, therefore, $A^{*}=A^{\dagger}$. Thus, $A^{G D, *}=A^{G D} A A^{*}=$ $A^{G D} A A^{\dagger}=A^{G D, \dagger}$. Therefore, $A A^{G D, *}=A A^{\dagger}=P_{R(A)}$.

Next we collect some properties of a GD-star matrix for the class of EP matrices.
Theorem 3.4. Let $A \in \mathbb{C}^{m \times m}$ be an $E P$ matrix. For each $A^{G D} \in A\{G D\}$, a GD-star matrix $X$ of the matrix $A$ satisfies the following properties:
(i) $A^{\dagger} X=A^{\dagger} A^{*}$.
(ii) $A A^{\dagger} X A A^{\dagger}=A^{*}$.
(iii) $X=A^{*}$.

Proof. (i) We have

$$
\begin{aligned}
A^{\dagger} X & =A^{\dagger} A^{G D} A A^{*} \\
& =A^{\dagger} A A^{\dagger} A^{G D} A A^{*} \\
& =A^{\dagger} A^{\dagger} A A^{G D} A A^{*} \\
& =A^{\dagger} A^{\dagger} A A^{*} \\
& =A^{\dagger} A A^{\dagger} A^{*} \\
& =A^{\dagger} A^{*} .
\end{aligned}
$$

(ii) Again,

$$
\begin{aligned}
A A^{\dagger} X A A^{\dagger} & =A^{\dagger} A A^{G D} A A^{*} A A^{\dagger} \\
& =A^{\dagger} A A^{*}\left(A^{*}\right)^{\dagger} A^{*} \\
& =A^{\dagger} A A^{*} \\
& =A^{*}\left(A^{*}\right)^{\dagger} A^{*} \\
& =A^{*} .
\end{aligned}
$$

(iii) We know $\operatorname{ind}(A)=1$ because $A$ is an EP matrix, so, $A A^{G D}=A^{G D} A$ by Corollary 2.5 (ii). Now, we have $X=A^{G D} A A^{*}=A A^{G D}\left(A A^{\dagger} A\right)^{*}=A A^{G D} A^{\dagger} A A^{*}=A A^{G D} A A^{\dagger} A^{*}=$ $A A^{\dagger} A^{*}=A^{*}$. Therefore, if $A$ is an EP matrix, then $A^{G D, *}=A^{*}$.

Remark 3.3. 1. If $A$ is an EP-Hermitian matrix, then $A^{G D, *}=A$.
2. Since $A$ is an EP matrix, so $A A^{\dagger}=A^{\dagger} A$. Again, using Corollary 2.5 (ii), we have $A^{G D} A=A A^{G D}$. Therefore, $A^{G D \dagger}=A^{G D} A A^{\dagger}=A A^{G D} A^{\dagger} A A^{\dagger}=A A^{G D} A A^{\dagger} A^{\dagger}=$ $A A^{\dagger} A^{\dagger}=A^{\dagger}$. Similarly, one can show that $A^{D, *}=A^{\dagger}$. Hence, $A^{G D \dagger}=A^{\dagger}=A^{D, *}$ whenever $A$ is EP.

Now, we establish a representation of a GD-star matrix.
Theorem 3.5. Let $A \in \mathbb{C}^{m \times m}$ be in the form of (2.1) with $\operatorname{ind}(A)=k$. If $A^{G D} \in$ $A\{G D\}$, then
$A^{G D, *}=P\left[\begin{array}{cc}C^{*}+C^{-1} S S^{*}+C^{-(k+1)}\left(\widehat{T^{\prime}}-\widehat{T} N^{-}\right) N S^{*} & C^{-1} S N^{*}+C^{-(k+1)}\left(\widehat{T}-\widehat{T} N^{-}\right) N N^{*} \\ N^{-} N S^{*} & N^{-} N N^{*}\end{array}\right] P^{*}$,
where $P$ is a unitary matrix and $\widehat{T^{\prime}}-\widehat{T} N^{-}=-C^{k} S N^{-}+\sum_{j=0}^{k-1} C^{j} S N^{k-j-1}\left(I-N N^{-}\right)$.

If $S=O$ in Theorem 3.5, then the above theorem reduces to the following corollary.
Corollary 3.6. Let $A \in \mathbb{C}^{m \times m}$. If $P$ is a unitary matrix in (2.3), then

$$
A^{G D, *}=P\left[\begin{array}{cc}
C^{*} & O \\
O & N^{-} N N^{*}
\end{array}\right] P^{*} .
$$

Proof. By the definition of a GD-star matrix, we have

$$
\begin{aligned}
A^{G D, *} & =A^{G D} A A^{*} \\
& =P\left[\begin{array}{cc}
C^{-1} & O \\
O & N^{-}
\end{array}\right] P^{*} P\left[\begin{array}{cc}
C & O \\
O & N
\end{array}\right] P^{*} P\left[\begin{array}{cc}
C^{*} & O \\
O & N^{*}
\end{array}\right] P^{*} \\
& =P\left[\begin{array}{cc}
C^{-1} C C^{*} & O \\
O & N^{-} N N^{*}
\end{array}\right] P^{*} \\
& =P\left[\begin{array}{cc}
C^{*} & O \\
O & N^{-} N N^{*}
\end{array}\right] P^{*}
\end{aligned}
$$

Remark 3.4. Let $A \in \mathbb{C}^{m \times m}$ be an EP matrix. Then,

$$
A=P\left[\begin{array}{ll}
C & 0 \\
0 & 0
\end{array}\right] P^{*}
$$

where $P$ is unitary. So,

$$
A^{G D}=P\left[\begin{array}{cc}
C^{-1} & O \\
O & M
\end{array}\right] P^{*},
$$

where $M$ is an arbitrary matrix of suitable size, and

$$
A^{G D, *}=P\left[\begin{array}{cc}
C^{*} & O \\
O & O
\end{array}\right] P^{*}
$$

The Hartwig-Spindelböck decomposition [22, 23] of any matrix $A \in \mathbb{C}^{m \times m}$ of rank $r$ is given by

$$
A=U\left[\begin{array}{cc}
\sum K & \sum L  \tag{3.6}\\
O & O
\end{array}\right] U^{*}
$$

where $U \in \mathbb{C}^{m \times m}$ is a unitary matrix and $\sum=\operatorname{diag}\left(\sigma_{1} I_{r_{1}}, \sigma_{2} I_{r_{2}}, \ldots, \sigma_{t} I_{r_{t}}\right)$ is a diagonal matrix of the nonzero singular values of $A, \sigma_{1}>\sigma_{2}>\ldots>\sigma_{t}, r_{1}+r_{2}+\ldots+r_{t}=r$ $K \in \mathbb{C}^{r \times r}$ and $L \in \mathbb{C}^{r \times n-r}$ satisfy

$$
K K^{*}+L L^{*}=I_{r} .
$$

The Hartwig-Spindelböck decomposition is useful to obtain characterizations of various known classes of matrices. This decomposition is easily applicable while dealing with generalized and hypergeneralized projectors. Additionally, this representation is also used to investigate properties of singular periodic matrices. Hernández et al. [24] proposed the canonical form of a GD inverse using the Hartwig-Spindelböck decomposition. The same is recalled next.

Theorem 3.7. ([24]) Let $A \in \mathbb{C}^{m \times m}$ be the form of (3.6) and $\operatorname{ind}(A)=k$. Then, a $G D$ inverse of matrix $A$ is $A^{G D}=U\left[\begin{array}{ll}X_{1} & X_{2} \\ X_{3} & X_{4}\end{array}\right] U^{*}$, where $X_{i}$ satisfies the following conditions:
(a) $\sum K X_{1}+\sum L X_{3}=I_{r}$,
(b) $X_{1}\left(\sum K\right)^{k}=\left(\sum K\right)^{k-1}$,
(c) $X_{3}\left(\sum K\right)^{k-1}=O$,
(d) $\left(\sum K\right)^{k+1} X_{2}+\left(\sum K\right)^{k} X_{4}=\left(\sum K\right)^{k-1} \sum L$.

Now, we give a representation of a GD-star matrix by using the Hartwig-Spindelböck decomposition.

Theorem 3.8. Let $A \in \mathbb{C}^{m \times m}$ be of the form as in (3.6) with ind $(A)=k$. If $A^{G D} \in$ $A\{G D\}$ is of the form as in Theorem 3.7, then

$$
A^{G D, *}=U\left[\begin{array}{ll}
X_{1} \sum \sum^{*} & O \\
X_{3} \sum \sum^{*} & O
\end{array}\right] U^{*} .
$$

Proof. By (3.6) and Theorem [3.7, we have an expression for a GD-star matrix that is computed as

$$
\begin{aligned}
A^{G D, *}=A^{G D} A A^{*} & =U\left[\begin{array}{ll}
X_{1} & X_{2} \\
X_{3} & X_{4}
\end{array}\right] U^{*} U\left[\begin{array}{cc}
\sum K & \sum L \\
O & O
\end{array}\right] U^{*} U\left[\begin{array}{cc}
\left(\sum K\right)^{*} & O \\
\left(\sum L\right)^{*} & O
\end{array}\right] U^{*} \\
& =U\left[\begin{array}{ll}
X_{1} & X_{2} \\
X_{3} & X_{4}
\end{array}\right]\left[\begin{array}{cc}
\sum K\left(\sum K\right)^{*}+\sum L\left(\sum L\right)^{*} & O \\
O & O
\end{array}\right] U^{*} \\
& =U\left[\begin{array}{ll}
X_{1} & X_{2} \\
X_{3} & X_{4}
\end{array}\right]\left[\begin{array}{cc}
\sum K K^{*} \sum^{*}+\sum L L^{*} \sum^{*} & O \\
O & O
\end{array}\right] U^{*} \\
& =U\left[\begin{array}{ll}
X_{1} & X_{2} \\
X_{3} & X_{4}
\end{array}\right]\left[\begin{array}{cc}
\sum\left(K K^{*}+L L^{*}\right) \sum^{*} & O \\
O & O
\end{array}\right] U^{*} \\
& =U\left[\begin{array}{ll}
X_{1} & X_{2} \\
X_{3} & X_{4}
\end{array}\right]\left[\begin{array}{cc}
\sum \sum^{*} & O \\
O & O
\end{array}\right] U^{*} \\
& =U\left[\begin{array}{lll}
X_{1} & \sum \sum^{*} & O \\
X_{3} & \sum \sum^{*} & O
\end{array}\right] U^{*} .
\end{aligned}
$$

Partial isometry matrix is an important class of matrix that plays an important role in the study of contraction [18, 23]. If $A$ is partial isometry, then we have the following result.

Theorem 3.9. Let $A \in \mathbb{C}^{m \times m}$ be a partial isometry. The following conditions are equivalent:
(i) $X\left(A^{\dagger}\right)^{*} X=X$ and $A X=A A^{*}$,
(ii) There exists $A^{G D} \in A\{G D\}$ such that $X=A^{G D} A A^{*}+\left(I_{m}-A^{G D} A\right) A A^{*}$,
(iii) $X\left(A^{\dagger}\right)^{*} X=X$ and $A X=A A^{\dagger}$.

Proof. (i) $\Longleftrightarrow$ (ii) Let $A^{G D} \in A\{G D\}$. Now,

$$
\begin{align*}
A X & =A\left(A^{G D} A A^{*}+\left(I_{m}-A^{G D} A\right) A A^{*}\right) \\
& =A A^{G D} A A^{*}+\left(A-A A^{G D} A\right) A A^{*} \\
& =A A^{*} .  \tag{3.7}\\
X\left(A^{\dagger}\right)^{*} X & =X\left(A^{\dagger} A A^{\dagger}\right)^{*} X \\
& =X\left(A^{\dagger}\right)^{*} A^{\dagger} A X \\
& =X\left(A^{\dagger}\right)^{*} A^{\dagger} A A^{*} \\
& =\left(A^{G D} A A^{*}+\left(I_{m}-A^{G D} A\right) A A^{*}\right)\left(A^{\dagger}\right)^{*} A^{*} \\
& =A^{G D} A A^{*}+\left(I_{m}-A^{G D} A\right) A A^{*} \\
& =X . \tag{3.8}
\end{align*}
$$

(ii) $\Longleftrightarrow$ (iii) The proof is analogous to the above part.

Remark 3.5. 1. If $A$ is both EP and partial isometry, then $A^{G D, *}=A^{\dagger}$.
2. If $A$ is partial isometry, then a GD-star matrix is also an $\{1,3\}$-inverse, so $A^{G D, *} b$ give a least-squares solution of system $A x=b$.

We end this section with an application of a GD-star matrix.
Theorem 3.10. Let $A \in \mathbb{C}^{m \times m}$ with $\operatorname{ind}(A)=k$ and $b \in \mathbb{C}^{m}$. Then, the equation

$$
\begin{equation*}
A x=A A^{*} b \tag{3.9}
\end{equation*}
$$

is consistent and its general solution is

$$
x=A^{G D, *} b+\left(I_{m}-A^{G D} A\right) z,
$$

where $z \in \mathbb{C}^{m \times 1}$ is arbitrary.

Proof. Let $x=A^{G D} A A^{*} b$. Then,

$$
\begin{aligned}
A x & =A A^{G D} A A^{*} b \\
& =A A^{*} b .
\end{aligned}
$$

Hence, the system (3.9) is consistence. Now, $A x=A A^{G D, *} b+A\left(I_{m}-A^{G D} A\right) z=A A^{*} b$. Also, if $x$ is a solution of (3.9), then $x=A^{G D, *} b+\left(I_{m}-A^{G D} A\right) x$. So, the general solution of the system (3.9) is given by $x=A^{G D, *} b+\left(I_{m}-A^{G D} A\right) z$.

The proof of the spectral result for a GD-star matrix is similar as the proof of Theorem 2.9. So, we skip the proof.

Theorem 3.11. Let $A \in \mathbb{C}^{m \times m}$ be a non-zero matrix and let $A A^{*}=\sum_{i=1}^{r} \alpha_{i} E_{i}$ be the spectral representation of $A A^{*}$, where $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right\}$ is the set of distinct eigenvalues of $A A^{*}$ and $E_{i}$ are the corresponding self-adjoint spectral projections. Then, we have

$$
A^{G D, *}=\sum_{i=1}^{r} \alpha_{i} A^{G D} E_{i} .
$$

Let us denote $A^{G D, *} \in A\{G D\} A A^{*}$. We now obtain sufficient conditions so that $(A B)^{G D, *}=B^{G D, *} A^{G D, *}$.

Theorem 3.12. Let $A, B \in \mathbb{C}^{m \times m}$ be such that $A B=B A$ and $\max \{\operatorname{ind}(A), \operatorname{ind}(B)\}=$ $k$. If $R\left(A^{G D}\right) \subseteq R(B)$ and $A^{G D} A B B^{*}=B B^{*} A^{G D} A$, then $(A B)^{G D, *}=B^{G D, *} A^{G D, *}$.

Proof. From $A^{G D} A B B^{*}=B B^{*} A^{G D} A$ and Theorem 2.10, we get

$$
\begin{aligned}
(A B)^{G D, *} & =(A B)^{G D} A B(A B)^{*} \\
& =B^{G D} A^{G D} A B B^{*} A^{*} \\
& =B^{G D} B B^{*} A^{G D} A A^{*} \\
& =B^{G D, *} A^{G D, *} .
\end{aligned}
$$

A few sufficient conditions for the forward-order law are provided below.
Theorem 3.13. Let $A, B \in \mathbb{C}^{m \times m}$ be such that $A B=B A$ and $\max \{\operatorname{ind}(A), \operatorname{ind}(B)\}=$ $k$. If $R\left(B^{G D}\right) \subseteq R(A)$ and $B^{G D} B A A^{*}=A A^{*} B^{G D} B$, then $(A B)^{G D, *}=A^{G D, *} B^{G D, *}$.

Proof. From $B^{G D} B A A^{*}=A A^{*} B^{G D} B$ and Theorem 2.11, we have

$$
\begin{aligned}
(A B)^{G D, *} & =(A B)^{G D} A B(A B)^{*} \\
& =A^{G D} B^{G D} B A B^{*} A^{*} \\
& =A^{G D} B^{G D} B A A^{*} B^{*} \\
& =A^{G D} A A^{*} B^{G D} B B^{*} \\
& =A^{G D, *} B^{G D, *} .
\end{aligned}
$$

Kumar et al. [27] provided the additive properties of a GD inverse.
Theorem 3.14. ([27]) Let $A, B \in \mathbb{C}^{m \times m}$ with $A B=B A=O$ and $\max \{\operatorname{ind}(A), \operatorname{ind}(B)\}=$ k. If $A^{G D} B=B A^{G D}=O$ and $B^{G D} A=A B^{G D}=O$, then $(A+B)^{G D}=A^{G D}+B^{G D}$.

With the help of previous result, we describe the additive properties for a GD-star matrix.

Theorem 3.15. Let $A, B \in \mathbb{C}^{m \times m}$ with $A B=B A=B A^{*}=O$ and $\max \{\operatorname{ind}(A), \operatorname{ind}(B)\}=$ $k$. If $A^{G D} B=B A^{G D}=O$ and $B^{G D} A=A B^{G D}=O$, then $(A+B)^{G D, *}=A^{G D, *}+B^{G D, *}$.

Proof. Using the expression of a GD-star matrix.

$$
\begin{aligned}
(A+B)^{G D}(A+B)(A+B)^{*} & =\left(A^{G D}+B^{G D}\right)\left(A A^{*}+A B^{*}+B A^{*}+B B^{*}\right) \\
& =A^{G D} A A^{*}+A^{G D} A B^{*}+A^{G D} B A^{*}+A^{G D} B B^{*}+B^{G D} A A^{*} \\
& +B^{G D} A B^{*}+B^{G D} B A^{*}+B^{G D} B B^{*} \\
& =A^{G D, *}+A^{G D} A B^{*}+B^{G D} B A^{*}+B^{G D, *} \\
& =A^{G D, *}+B^{G D, *} .
\end{aligned}
$$

Theorem 3.16. Let $A, B \in \mathbb{C}^{m \times m}$ with $\max \{\operatorname{ind}(A), \operatorname{ind}(B)\}=k$. If $A^{G D, *}\left(\left(A^{*}\right)^{\dagger}+\right.$ $\left.\left(B^{*}\right)^{\dagger}\right) B^{G D, *}=A^{G D, *}+B^{G D, *}$, then
(i) $A A^{*} B B^{\dagger}=A A^{*}$.
(ii) $A^{G D} A B^{G D} B=B^{G D} B$.

Proof. (i) We have

$$
\begin{equation*}
A^{G D, *}\left(\left(A^{*}\right)^{\dagger}+\left(B^{*}\right)^{\dagger}\right) B^{G D, *}=A^{G D, *}+B^{G D, *} . \tag{3.10}
\end{equation*}
$$

Pre-multiplying (3.10) by $A$, we get $A A^{G D, *}\left(\left(A^{*}\right)^{\dagger}+\left(B^{*}\right)^{\dagger}\right) B^{G D, *}=A A^{G D, *}+$ $A B^{G D, *}$, i.e., $A A^{*}\left(\left(A^{*}\right)^{\dagger}+\left(B^{*}\right)^{\dagger}\right) B^{G D, *}=A A^{*}+A B^{G D, *}$, i.e, $A A^{*}\left(A^{*}\right)^{\dagger} B^{G D, *}+$ $A A^{*}\left(B^{*}\right)^{\dagger} B^{G D, *}=A A^{*}+A B^{G D, *}$, i.e., $A B^{G D, *}+A A^{*}\left(B^{*}\right)^{\dagger} B^{\dagger} B B^{G D} B B^{*}=A A^{*}+$ $A B^{G D, *}$, i.e., $A A^{*} B B^{\dagger}=A A^{*}$. Hence, $A A^{*} B B^{\dagger}=A A^{*}$.
(ii) Now, post-multiplying (3.10) by $\left(B^{*}\right)^{\dagger}$, we obtain $A^{G D, *}\left(\left(A^{*}\right)^{\dagger}+\left(B^{*}\right)^{\dagger}\right) B^{G D, *}\left(B^{*}\right)^{\dagger}=$ $A^{G D, *}\left(B^{*}\right)^{\dagger}+B^{G D, *}\left(B^{*}\right)^{\dagger}$, i.e., $A^{G D, *}\left(\left(A^{*}\right)^{\dagger}+\left(B^{*}\right)^{\dagger}\right) B^{G D} B=A^{G D, *}\left(B^{*}\right)^{\dagger}+B^{G D} B$, i.e., $A^{G D} A B^{G D} B+A^{G D, *}\left(B^{\dagger}\right)^{*} B^{\dagger} B B^{G D} B=A^{G D, *}\left(B^{*}\right)^{\dagger}+B^{G D} B$. Using $B B^{G D} B=$ $B$, we get $A^{G D} A B^{G D} B+A^{G D, *}\left(B^{\dagger}\right)^{*} B^{\dagger} B=A^{G D, *}\left(B^{*}\right)^{\dagger}+B^{G D} B$, i.e., $A^{G D} A B^{G D} B+$ $A^{G D, *}\left(B^{*}\right)^{\dagger}=A^{G D, *}\left(B^{*}\right)^{\dagger}+B^{G D} B$, i.e., $A^{G D} A B^{G D} B=B^{G D} B$.

### 3.2. GD-star order

This section presents a binary relation called a GD-star order and its properties. We will start with the definition of a GD-star order.

Definition 3.2. Let $A, B \in \mathbb{C}^{m \times m}$. Then, $A$ is said to be below $B$ under a GD-star order if there exists a GD-star inverse $A^{G D, *}$ of $A$ such that

$$
A^{G D, *} A=A^{G D, *} B, \text { and } A A^{G D, *}=B A^{G D, *} .
$$

It is denoted by $A \leq_{G D}^{*} B$.
Next, we describe a characterization of a GD-star order.
Theorem 3.17. Let $A \in \mathbb{C}^{m \times m}$ be such that the matrix $P$ is a unitary matrix in (2.3). Then, $A \leq_{G D}^{*} B$ if and only if

$$
B=P\left[\begin{array}{cc}
C^{*} & O \\
O & B_{4}
\end{array}\right] P^{*},
$$

where $B_{4} N^{-} N=N$ and $N^{*} B_{4}=N^{*} N$.
Proof. Let $B=P\left[\begin{array}{ll}B_{1} & B_{2} \\ B_{3} & B_{4}\end{array}\right] P^{*}$. Suppose that $A \leq_{G D}^{*} B$. So,

$$
A^{G D, *} A-A^{G D, *} B=\left[\begin{array}{cc}
C^{*} C-C^{*} B_{1} & -C^{*} B_{2} \\
-N^{-} N N^{*} B_{3} & N^{-} N N^{*} N-N^{-} N N^{*} B_{4}
\end{array}\right]=O
$$

and

$$
A A^{G D, *}-B A^{G D, *}=\left[\begin{array}{cc}
C C^{*}-B_{1} C^{*} & -B_{2} N^{-} N N^{*} \\
-B_{3} C^{*} & N N^{-} N N^{*}-B_{4} N^{-} N N^{*}
\end{array}\right]=O
$$

From the above two equations, we get $C=B_{1}, B_{2}=O, B_{3}=O, N^{-} N N^{*} N=$ $N^{-} N N^{*} B_{4}$ and $N N^{-} N N^{*}=B_{4} N^{-} N N^{*}$. Pre-multiplying by $N^{\dagger} N$ in $N^{-} N N^{*} N=$ $N^{-} N N^{*} B_{4}$, we have $N^{*} N=N^{*} B_{4}$. Post-multiplying by $\left(N^{\dagger}\right)^{*}$ in $N N^{-} N N^{*}=B_{4} N^{-} N N^{*}$,
we get $N=B_{4} N^{-} N$. Conversely, from the equality $N^{*} B_{4}=N^{*} N$, we obtain $N^{G D, *} N=$ $N^{G D, *} B$. Further, $N^{G D} \in N\{1\}$ and $B_{4} N^{-} N=N$ imply that $B_{4} N^{G D} N=N$. Postmultiplying by $N^{*}$, we get $B_{4} N^{G D} N N^{*}=N N^{G D} N N^{*}$, i.e., $B_{4} N^{G D, *}=N N^{G D, *}$. So, $N \leq_{G D}^{*} B_{4}$. Hence, $A \leq_{G D}^{*} B$.

We know that an $\{1,4\}$-inverse of a matrix $N$ is also an $\{1\}$-inverse of matrix $N$.
Remark 3.6. In equation (2.3), replace $N^{-}$by $N^{(1,4)}$. Then, $A \leq_{G D}^{*} B$ if and only if

$$
B=P\left[\begin{array}{cc}
C^{*} & O \\
O & B_{4}
\end{array}\right] P^{*},
$$

where $N \leq^{*} B_{4}$.
Theorem 3.18. Let $A, B, C \in \mathbb{C}^{m \times m}$. Then,
(i) GD-star order is reflexive.
(ii) If $A \leq_{G D}^{*} B$ and $B \leq_{G D}^{*} A$, then $A=B$, i.e., $G D$-star order is anti-symmetric.
(iii) If $A \leq_{G D}^{*} B$ and $B \leq_{G D}^{*} C$, then $A^{G D, *} A=A^{G D, *} C B^{G D} B$ and $A A^{G D, *}=C B^{G D} B A^{G D, *}$.

Proof. (i) It is obvious.
(ii) From $A \leq_{G D}^{*} B$, we get $A^{G D, *} A=A^{G D, *} B$ and $A A^{G D, *}=B A^{G D, *}$. By the last equality $A A^{G D, *}=B A^{G D, *}$, we have $A A^{G D} A A^{*}=B A^{G D} A A^{*}$, i.e., $A A^{*}=B A^{G D} A A^{*}$. Post-multiplying by $\left(A^{\dagger}\right)^{*}$ in $A A^{*}=B A^{G D} A A^{*}$, we obtain $A=B A^{G D} A$. Again, by the same process $B \leq_{G D}^{*} A$ implies $B=A B^{G D} B$. Now, pre-multiplying $A^{G D, *} A=A^{G D, *} B$ by $A$, we obtain $A A^{*} A=A A^{*} B$ implies $A^{*} A=A^{*} B$. Again, pre-multiplying $A^{*} A=A^{*} B$ by $\left(A^{\dagger}\right)^{*}$, we obtain $A=A A^{\dagger} B$. Using $B=A B^{G D} B$, we have $A=A A^{\dagger} A B^{G D} B$, i.e., $A=A B^{G D} B$. So, $A=B$.
(iii) From $A \leq_{G D}^{*} B$ and $B \leq_{G D}^{*} C$, we get $A^{G D, *} A=A^{G D, *} B, A A^{G D, *}=B A^{G D, *}$, $B^{G D, *} B=B^{G D, *} C$ and $B B^{G D, *}=C B^{G D, *}$. Now,

$$
\begin{aligned}
A^{G D, *} A & =A^{G D, *} B \\
& =A^{G D, *} B B^{G D} B \\
& =A^{G D, *} B B^{G D} B B^{\dagger} B \\
& =A^{G D, *} B B^{G D} B B^{*}\left(B^{\dagger}\right)^{*} \\
& =A^{G D, *} B B^{G D, *}\left(B^{\dagger}\right)^{*} \\
& =A^{G D, *} C B^{G D, *}\left(B^{\dagger}\right)^{*} \\
& =A^{G D, *} C B^{G D} B B^{*}\left(B^{\dagger}\right)^{*} \\
& =A^{G D, *} C B^{G D} B .
\end{aligned}
$$

Similarly, $A A^{G D, *}=C B^{G D} B A^{G D, *}$.

Next result is an equivalence relation between a GD-star order and group partial order.

Theorem 3.19. Let $A, B \in \mathbb{C}^{m \times m}$ be such that $\operatorname{ind}(A)=1$ and $A B=B A$. Then, the following are equivalent:
(i) $A \leq_{G D}^{*} B$,
(ii) $A^{G D} A A^{*}=A^{G D, *} B A^{\dagger}$ and $A=B A^{G D} A$,
(iii) $A A^{*}=A A^{*} B A^{\dagger}$ and $A^{k+1}=B A^{k}$,
(iv) $A^{*}=A^{*} B A^{\dagger}$ and $A^{2}=B A$,
(v) $R\left(A^{*}\right)=R\left(A^{*} B\right)$ and $A^{2}=B A$.

Proof. (i) $\Rightarrow$ (ii) $A \leq_{G D}^{*} B$ implies that $A^{G D, *} A=A^{G D, *} B$, and $A A^{G D, *}=B A^{G D, *}$. Postmultiplying by $A^{\dagger}$ in $A^{G D, *} A=A^{G D, *} B$, we obtain $A^{G D} A A^{*}=A^{G D, *} B A^{\dagger}$. Again, post-multiplying $A A^{G D, *}=B A^{G D, *}$ by $\left(A^{\dagger}\right)^{*}$, we get $A A^{G D} A A^{*}\left(A^{\dagger}\right)^{*}=B A^{G D} A A^{*}\left(A^{\dagger}\right)^{*}$ implies that $A A^{\dagger} A=B A^{G D} A A^{\dagger} A$, i.e., $A=B A^{G D} A$.
(ii) $\Rightarrow$ (iii) Pre-multiplying by $A$ in $A^{G D} A A^{*}=A^{G D, *} B A^{\dagger}$, we get $A A^{*}=A A^{*} B A^{\dagger}$. Postmultiplying $A=B A^{G D} A$ by $A^{k}$, we obtain $A^{k+1}=B A^{k}$.
(iii) $\Rightarrow$ (iv) Pre-multiplying $A A^{*}=A A^{*} B A^{\dagger}$ by $A^{\dagger}$, we have $A^{*}=A^{*} B A^{\dagger}$. Post-multiply $A^{k+1}=B A^{k}$ by $\left(A^{\#}\right)^{k} A$, we arrive $A^{2}=B A$.
$(\mathrm{iv}) \Rightarrow(\mathrm{v}) R\left(A^{*}\right)=R\left(A^{*} B A^{\dagger}\right) \subseteq R\left(A^{*} B\right) \subseteq R\left(A^{*}\right)$, i.e., $R\left(A^{*}\right)=R\left(A^{*} B\right)$.
(v) $\Rightarrow$ (i) The index of $A$ is 1 . So, $A^{G D} A^{2}=A$, and $A^{2}=B A$ implies that $A A^{G D} A^{2}=$ $B A^{G D} A^{2}$. Post-multiplying $A A^{G D} A^{2}=B A^{G D} A^{2}$ by $A^{\#} A^{*}$, we get $A A^{G D} A A^{*}=B A^{G D} A A^{*}$, i.e., $A A^{G D, *}=B A^{G D, *}$. We have $A B=B A$ and $A^{2}=B A$. So, $A^{2}=A B$. Similarly, we obtain $A^{G D, *} A=A^{G D, *} B$. Hence, $A \leq_{G D}^{*} B$.

For simplicity, if $A^{D, \dagger} A=A^{D, \dagger} B$ and $A A^{D, \dagger}=B A^{D, \dagger}$, then we denote it $A \leq_{D}^{\dagger} B$. Suppose $A$ is below $B$ under a GD-star order, then $A$ and $B$ satisfy some properties are stated below.

Theorem 3.20. Let $A, B \in \mathbb{C}^{m \times m}$ be such that $\operatorname{ind}(A)=k$. If $A$ is below $B$ under $a$ GD-star order, then the following hold:
(i) $A^{*} A=A^{*} B$.
(ii) $A=A A^{\dagger} B$.
(iii) $A^{k+1}=B A^{k}$.
(iv) $A A^{D}=B A^{D}$.
(v) $A \leq_{D}^{\dagger} B$.
(vi) $A^{G D, \dagger} A=A^{G D, \dagger} B$ and $B A^{G D, \dagger}=A A^{G D, \dagger}$.

Proof. We have $A$ is below $B$ under a GD-star order, i.e.,

$$
A^{G D, *} A=A^{G D, *} B, \text { and } A A^{G D, *}=B A^{G D, *}
$$

(i) Pre-multiplying by $A$ in $A^{G D, *} A=A^{G D, *} B$, we get $A A^{G D} A A^{*} A=A A^{G D} A A^{*} B$, i.e., $A A^{*} A=A A^{*} B$. Again, pre-multiplying by $A^{\dagger}$ in $A A^{*} A=A A^{*} B$, we get $A^{\dagger} A A^{*} A=$ $A^{\dagger} A A^{*} B$, i.e., $A^{*}\left(A^{*}\right)^{\dagger} A^{*} A=A^{*}\left(A^{*}\right)^{\dagger} A^{*} B$, i.e., $A^{*} A=A^{*} B$.
(ii) It is easily obtained pre-multiplying (i) by $\left(A^{\dagger}\right)^{*}$, we get $A A^{\dagger} A=A A^{\dagger} B$, i.e., $A=A A^{\dagger} B$.
(iii) Post-multiplying by $\left(A^{\dagger}\right)^{*}$ in $A A^{G D, *}=B A^{G D, *}$, we get $A A^{G D} A A^{*}\left(A^{\dagger}\right)^{*}=B A^{G D} A A^{*}\left(A^{\dagger}\right)^{*}$, i.e, $A\left(A^{\dagger} A\right)^{*}=B A^{G D} A\left(A^{\dagger} A\right)^{*}$, i.e., $A=B A^{G D} A$. Again, post-multiplying by $A^{k}$ in $A=B A^{G D} A$, we get $A^{k+1}=B A^{k}$.
(iv) Every square matrix is Drazin invertible. So, post-multiplying $A^{k+1}=B A^{k}$ by $\left(A^{D}\right)^{k+1}$, we get $A A^{D}=B A^{D}$.
(v) Post-multiplying by $A A^{\dagger}$ in (iv), we get $A A^{D, \dagger}=B A^{D, \dagger}$. Pre-multiplying by $A^{\dagger} A$ in $A^{G D, *} A=A^{G D, *} B$, we get $A^{*} A=A^{*} B$. Again, pre-multiplying $A^{*} A=A^{*} B$ by $A^{D} A A^{\dagger}\left(A^{\dagger}\right)^{*}$, we otain $A^{D, \dagger} A=A^{D, \dagger} B$. Hence, $A \leq_{D}^{\dagger} B$.
(vi) Pre-multiplying $A^{G D, *} A=A^{G D, *} B$ by $\left(A^{\dagger}\right)^{*} A$, we have $A^{*} A=A^{*} B$. Again, premultiplying by $A^{G D} A A^{\dagger}\left(A^{\dagger}\right)^{*}$ in $A^{*} A=A^{*} B$, we obtain $A^{G D, \dagger} A=A^{G D, \dagger} B$. Postmultiplying $A A^{G D, *}=B A^{G D, *}$ by $\left(A^{\dagger}\right)^{*} A^{\dagger}$, we get $A A^{G D, \dagger}=B A^{G D, \dagger}$.

If $A$ is below $B$ under the minus partial order and $*$ partial order, then $A$ is below $B$ under a GD-star order.

Theorem 3.21. Let $A, B \in \mathbb{C}^{m \times m}$ be such that $\operatorname{ind}(A)=k$. If $A \leq^{-} B$ and $A \leq^{*} B$, then $A \leq_{G D}^{*} B$.

Proof. The hypothesis $A \leq^{-} B$ implies that

$$
\begin{equation*}
A A^{-}=B A^{-} \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{-} A=A^{-} B \tag{3.12}
\end{equation*}
$$

We know that $A^{G D} \in A\{1\}$. From (3.11) and $A^{G D} \in A\{1\}$, we obtain $A A^{G D, *}=$ $A A^{G D} A A^{*}=B A^{G D} A A^{*}=B A^{G D, *}$, i.e., $A A^{G D, *}=B A^{G D, *}$. Similarly, from $A \leq^{*} B$, we get $A^{G D, *} A=A^{G D, *} B$. Hence, $A \leq_{G D}^{*} B$.

Using similar step as in the above one can prove the next result.
Corollary 3.22. Let $A, B \in \mathbb{C}^{m \times m}$ be such that ind $(A)=k$. If $A \leq^{G D} B$ and $A \leq^{*} B$, then $A \leq_{G D}^{*} B$.

From $A \leq{ }^{G D} B$, we have $A^{G D} A=A^{G D} B$ and $A A^{G D}=B A^{G D}$. Pre-multiplying $A^{G D} A=A^{G D} B$ by $\left(A^{D}\right)^{k+1} A^{k+1}$, we obtain $\left(A^{D}\right)^{k+1} A^{k+1}=\left(A^{D}\right)^{k+1} A^{k} B$, i.e., $A^{D} A=$ $A^{D} B$. Similarly, post-multiplying $A A^{G D}=B A^{G D}$ by $A^{k+1}\left(A^{D}\right)^{k+1}$, we get $A A^{D}=B A^{D}$. Therefore, $A \leq^{D} B$. We conclude this section with the following remark.

Remark 3.7. If $A \leq{ }^{G D} B$, then $A \leq^{D} B$.

### 3.3. Dual GD-star or star-GD matrices

In this section, we discus about the dual of a GD-star matrix. The proofs of a dual GD-star matrix are similar to the proof of a GD-star matrix. Owing the similarity, we deal with a few important results of a dual GD-star matrix. We will start this section with the definition of a dual GD-star matrix.

Definition 3.3. Let $A \in \mathbb{C}^{m \times m}$ and $\operatorname{ind}(A)=k$. Let $A^{G D} \in A\{G D\}$, a dual GD-star matrix of $A$, denoted by $A^{*, G D}$, be an $m \times m$ matrix

$$
A^{*, G D}=A^{*} A A^{G D} .
$$

Theorem 3.23. Let $A \in \mathbb{C}^{m \times m}$. Then, the system

$$
X\left(A^{\dagger}\right)^{*} X=X, X A^{k}=A^{*} A^{k}, \text { and }\left(A^{\dagger}\right)^{*} X=A A^{G D}
$$

has a solution of the form $X=A^{*} A A^{G D}$, for every nonnegative integer $k$.
Lemma 3.24. Let $A \in \mathbb{C}^{m \times m}$, and $\operatorname{ind}(A)=k$. If $A^{G D} \in A\{G D\}$, then a dual $G D$-star matrix $X$ of the matrix $A$ satisfies the following properties:
(i) $\left(A^{\dagger}\right)^{*} X A=A$.
(ii) $X A^{k}=A^{*} A^{k+1} A^{G D}=A^{*} A^{G D} A^{k+1}$.
(iii) $X A A^{\dagger}=A^{*}$.
(iv) $\left(A^{\dagger}\right)^{*} X A^{k}=A^{k}$.
(v) $A^{G D}\left(A^{\dagger}\right)^{*} X=A^{G D} A A^{G D}$.
(vi) $X\left(A^{\dagger}\right)^{*} A^{k}=A^{k}$.
(vii) $X^{2} A A^{\dagger}=X A^{*}$.
(viii) $X A X=\left(A^{*} A\right)^{2} A^{G D}$.
(ix) $X A^{\dagger} A X=X^{2}$.
(x) $(X A)^{*}=X A$.
(xi) $\left(A^{\dagger}\right)^{*} X\left(A^{\dagger}\right)^{*}=\left(A^{\dagger}\right)^{*}$.
(xii) $X\left(A^{\dagger}\right)^{*}=A^{\dagger} A$.

Theorem 3.25. Let $A \in \mathbb{C}^{m \times m}$ be the form of (2.1) and $\operatorname{ind}(A)=k$. If $A^{G D} \in A\{G D\}$, then

$$
A^{*, G D}=P\left[\begin{array}{ll}
C^{*} & C^{*} C^{-k}\left(\widehat{T^{\prime}}-\widehat{T} N^{-}\right)+C^{*} S N^{-}  \tag{3.1.}\\
S^{*} & S^{*} C^{-k}\left(\widehat{T^{\prime}}-\widehat{T} N^{-}\right)+N^{*} N N^{-}
\end{array}\right] P^{*}
$$

where $P$ is a unitary matrix and $\widehat{T^{\prime}}-\widehat{T} N^{-}=-C^{k} S N^{-}+\sum_{j=0}^{k-1} C^{j} S N^{k-j-1}\left(I-N N^{-}\right)$.

### 3.4. GD-star-one matrices

In this subsection, we define a new class of matrices called GD $*_{1}$ and investigate a few of its properties. First we define GD $*_{1}$ matrices as follows.

Definition 3.4. Let $A \in \mathbb{C}^{m \times m}$ and $\operatorname{ind}(A)=k$. For $A^{G D} \in A\{G D\}$, a GD $*_{1}$ matrix of $A$, denoted by $A^{G D, *_{1}}$, is an $m \times m$ matrix

$$
A^{G D, *_{1}}=A^{G D} A^{*} A
$$

An example that shows a GD-star matrix is different from a GD $*_{1}$ matrix. Obviously, a GD $*_{1}$ of a matrix $A \in \mathbb{C}^{m \times m}$ is also not unique.

Example 3.3. From Example 3.2, $A^{G D}=\left[\begin{array}{ll}1 & a \\ 0 & b\end{array}\right]$ is a GD inverse of $A=\left[\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right]$. Now, $A^{G D, *_{1}}=A^{G D} A^{*} A=\left[\begin{array}{ll}1 & a \\ 0 & b\end{array}\right]\left[\begin{array}{ll}1 & 0 \\ 1 & 0\end{array}\right]\left[\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right]=\left[\begin{array}{cc}1+a & 1+a \\ b & b\end{array}\right], A^{G D, *}=A^{G D} A A^{*}=$ $\left[\begin{array}{ll}2 & 0 \\ 0 & 0\end{array}\right]$ and $A^{*} A A^{G D}=\left[\begin{array}{ll}1 & a+b \\ 1 & a+b\end{array}\right]$. It is clear $A^{*, G D} \neq A^{G D, *_{1}} \neq A^{G D, *}$.

Some properties of a GD $*_{1}$ inverse are given below.
Lemma 3.26. Let $A \in \mathbb{C}^{m \times m}$, and $\operatorname{ind}(A)=k$. If $A^{G D} \in A\{G D\}$, then a $G D *_{1}$ inverse $X$ of the matrix $A$ satisfies the following properties:
(i) $A^{k+1} X=A^{k} A^{*} A$.
(ii) $X A^{\dagger}=A^{G D} A^{*}$.
(iii) $A^{k+1} X A^{\dagger}=A^{k} A^{*}$.
(iv) If $A$ is $E P$, then $A X A^{\dagger}=A^{*}$.
(v) $X A^{G D} A=X$.
(vi) $X Y=A^{G D} A^{*}$, where $Y \in A\{G D, \dagger\}$.
(vii) $X Z=A^{G D} A^{*} A^{G D}$, where $Z \in A\{\dagger, G D\}$.
(viii) $A^{k+1} X Y=A^{k} A^{*}$ where $Y \in A\{G D, \dagger\}$.

Proof. (i) $A^{k+1} X=A^{k+1} A^{G D} A^{*} A=A^{k} A^{*} A$.
(ii) $X A^{\dagger}=A^{G D} A^{*} A A^{\dagger}=A^{G D} A^{*}\left(A^{*}\right)^{\dagger} A^{*}=A^{G D} A^{*}$.
(iii) $A^{k+1} X A^{\dagger}=A^{k+1} A^{G D} A^{*} A A^{\dagger}=A^{k} A^{*}\left(A^{*}\right)^{\dagger} A^{*}=A^{k} A^{*}$.
(iv) We have $A A^{\dagger}=A^{\dagger} A$. Then, $A X A^{\dagger}=A A^{G D} A^{*} A A^{\dagger}=A A^{G D} A^{\dagger} A A^{*} A A^{\dagger}=A A^{G D} A A^{\dagger} A^{*} A A^{\dagger}=$ $A A^{\dagger} A^{*}=A^{\dagger} A A^{*}=A^{*}$.
(v) It is obvious.
(vi) Let $Y=A^{G D} A A^{\dagger}$. Then, $X Y=A^{G D} A^{*} A A^{G D} A A^{\dagger}=A^{G D} A^{*} A A^{\dagger}=A^{G D} A^{*}$.
(vii) Similar to the above part.
(viii) From (vi), we obtain $X Y=A^{G D} A^{*}$. Now, $A^{k+1} X Y=A^{k+1} A^{G D} A^{*}=A^{k} A^{*}$.

We conclude this section with an open problem.
Problem: Let $A \in \mathbb{C}^{m \times m}$ with $\operatorname{ind}(A)=k>1$. Then, consider the matrix equations

$$
\begin{aligned}
A X A & =A \\
X A X & =X \\
A^{k+1} X & =X A^{k+1}=A^{k} .
\end{aligned}
$$

Under what conditions a solution of the above matrix equation exist? How does the solution look like?

## 4. Conclusions

The notion of a GD-star matrix and its representation for a square matrix has been introduced. Some properties of GD-star order have been presented. Some sufficient conditions are obtained so that the triple reverse and forward-order laws for GD and GD-star generalized inverses hold. The discussed results are useful for computation of absorption law and to solve a linear system. These theories can also be studied in a ring with involution and in a tensor setting. One may also look for an integral representation of GD inverse and GD-star matrix in future research work.
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