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Abstract
Board games are fertile grounds for the display of social signals, and they provide insights into psychological indicators in
multi-person interactions. In this work, we introduce a new dataset collected from four-player board game sessions, recorded
viamultiple cameras, and containing over 46 hours of visualmaterial. The newMUMBAI dataset is extensively annotatedwith
emotional moments for all game sessions. Additional data comes from personality and game experience questionnaires. Our
four-person setup allows the investigation of non-verbal interactions beyond dyadic settings. We present three benchmarks for
expression detection and emotion classification and discuss potential research questions for the analysis of social interactions
and group dynamics during board games.
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1 Introduction

Multiplayer board games are excellent tools to stimulate spe-
cific interactions for both children and adults. Players of
board games exhibit awealth of social signals, related to deci-
sions made in the game, game outcome, and game progress.
Consequently, multi-player board games can be used to study
affective responses to game events and other players and
emotion contagion, possibly in interaction with personal and
interpersonal factors. Board games have been adopted for
therapeutic purposes by psychologists [49,72], for example,
to assess behavioural patterns, cognitive abilities, and atti-
tudes [26,53], but the setting allows other analyses in the
areas of affective computing and social signal processing, as
well as for applications in the area of education and serious
games.

Using board games for affect analysis presents sev-
eral methodological challenges. First, games elicit valuable
behavioural and affective responses, but these responses
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are relatively scarce and brief [27]. Second, exhibited play
behaviour typically cannot be annotated objectively. There
is a fair amount of subjectivity as a result of the annotator’s
insight into human affect and decision-making processes, but
also player personality and motivation, the state of the game,
and the dynamics of the social context. Finally,manually cod-
ing a player’s behaviour is inherently time-intensive.As such,
while the potential for employing board games as an analysis
tool is clear, at present it generally is time-consuming for a
therapist to fully exploit this potential.

An effective computational approach to behavioural anal-
ysis would mitigate these challenges. With rapid devel-
opments in automated behaviour analysis, it is becoming
feasible to automatically process large amounts of play obser-
vations and, if needed, prepare indices for therapists. This
has important advantages. First, depending on the observed
behaviour, a limited number of observations may suffice
for accurate analysis. Second, multiple modalities such as
the face, body, and voice can be analysed simultaneously.
Third, automated analysis can be expected to be significantly
more efficient thanmanual analysis. There are, however, also
drawbacks to fully automatic analysis, including limited gen-
eralization capabilities of such algorithms, their dependence
on rich annotations, and the lack of a semantic grounding that
complicates the interpretationof rare events and idiosyncratic
displays.

In this paper, we investigate the feasibility of auto-
mated analysis ofmultimodal behaviour inmultiplayer board
games. We focus on adults interacting with each other while
playing different types of board games. We introduce the
Multi-Person, Multimodal Board Game Affect and Interac-
tion Analysis Dataset (MUMBAI), a dataset with recordings
of 62 game sessions, each involving four players. Our setup
includes the recording of videos of interacting players and
the game board, the collection of personality traits for each
player, and an assessment of the game experience after
each played game. Using MUMBAI, we investigate to what
extent we can derive information on the emotional states
and social interactions of adults from recordings of their
behaviour. We discuss the possibility of analysing the rela-
tionship between self-reported personality traits, apparent
gameplay behaviour, and self-reported game experience.

This paper makes the following contributions:

1. We introduce amulti-person dataset of recorded game ses-
sions with two sets of segment-level annotations of affect,
self-reported game experience questionnaires, game out-
comes, and additional personality tests. This is the first
publicly available database for board game settings that
goes beyond dyadic interactions1.

1 The videos, annotations, as well as questionnaires are made publicly
available at https://github.com/dmetehan/MUMBAI.

2. We present benchmark evaluation results using state-
of-the-art feature extraction and emotional expression
classification methods.

3. We investigate the feasibility of automated analysis of
multimodal behavior in multiplayer board games, as well
as the link between personality traits and game experi-
ence.

This paper significantly extends our eNTERFACE’19
paper [69] by completing the annotations of the database,
providing evaluations with new feature sets, presenting three
benchmark tests, and in-depth discussion of several aspects
of the database.

We proceed with a discussion of related work on multi-
modal behaviour analysis for games and publicly available
datasets on multi-person interaction. Section 3 introduces
our dataset, MUMBAI. In Sect. 4, the annotation and fea-
ture extraction processes are detailed.We present benchmark
results for several automated analysis tasks in Sect. 5 and con-
clude with a discussion in Sect. 6.

2 Related work

Research in the domain of affective computing focuses on
equipping computer programs with the ability to sense affec-
tive cues exhibited by humans [56]. The application of
affective analysis during gameplay can directly benefit game
design and evaluation activities, as well as investigations that
use games as rich platforms for observing human behaviour,
such as by psychologists who observe, describe, and quan-
tify behaviours during long-term therapy. Since the type
of features that can be automatically derived from human
behaviour analysis is vast [64,65], a comprehensive review
is not included here. Rather, we focus on the automatic anal-
ysis of player behaviour during co-located gameplay.

We focus on a scenario where multiple persons are sit-
ting around a table to play a game with materials on it. The
most interesting behaviours during such a scenario involve
responses to the game events or other players, such as dis-
plays of frustration, anger, elation, boredom, excitement, dis-
appointment, concentration, puzzlement, expectation, pride,
and shame. There are affective constructs (such as emotion
models) that can be used to describe the state of a person
during a potentially emotional interaction. Automatic analy-
sis focuses on the behavioural indicators that may point out
the presence of affective states, and more prominently, on
the apparent exhibits of affective and communication-related
cues. The social context is relevant for the interpretation of
such indicators, and -at least for the moment- the expertise
required to properly relate indicators to constructs is mostly
beyond automatic analysis tools, except for very simple and
straightforward affective states. However, these tools can
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provide the experts with valuable insights and save time in
analysis.

In the remainder of this section, we will give a brief sur-
vey on multimodal behaviour analysis for games and play,
focusing on facial affect as the most prominent source of
signals.

2.1 Multimodal behaviour analysis

The face is regarded as the most expressive part of the
body [54], which provides the most discriminative features
for a range of affect recognition tasks [23,29,36], and there
are works specialised in processing faces during gameplay or
other activities such as problem-solving (e.g. [37,44]). Gaze
is in particular shown to be a good indicator of a person’s
engagement with an activity [71,74]. On the other hand,
the use of the bodily motions alone in affect recognition
is less common than using facial expressions [62]. Some
expressions may be better inferred from the body than the
face [2,10]. Kleinsmith and Bianchi–Berthouze have sur-
veyed the different techniques that have been used in the
field of affective body expression recognition [40].

The challenges of affect analysis with a broad range of
affective states include the relatively rare observation and
subtle expression of some affective behaviours, as well as
the imbalance of sample distributions [36,45]. We stress the
importance of studying affective behaviours in natural con-
ditions, in contrast to the analysis of acted material. Facial
displays by themselves may be insufficient for fully captur-
ing these states automatically, as the face is also deformed via
non-emotional speech. With the use of multiple modalities,
a system can increase performance by taking into account
the redundant and complementary information in the various
channels. A combination of facial and bodily modalities is
most widely used for automatic analysis of interactions [70].
Filntisis [24] et al. addressed affect recognition during child–
robot interaction and illustrated how the combination of face
and bodily cues in a machine learning algorithm could yield
better results than the use of a single modality. A simi-
lar finding in the application domain of serious games was
reported by Psaltis et al. [60] where decision level fusion was
employed and the individual modalities were fused with the
help of confidence levels .

For facial expressions, Ekman and Friesen introduced the
Facial Action Coding System (FACS) [21,22], which pro-
vides an objective way to describe facial movements of the
face in terms of action units. However, there is no clear
and unambiguous mapping from action units to expressions;
there are only indicators for a number of expressions, some
strongly correlated, and some not. For example, the upwards
movement of lip corners, coded as AU12, is a good indicator
of a smile. Yet it does not immediately tell us whether it is
due to genuine enjoyment, or used as a social back-channel

signal [17]. Manual FACS coding is a lengthy and expensive
process.

Currently, there is no widely-adopted coding scheme for
bodily behaviour. Body language associated with certain
emotions is usually described by how specific body parts
move, but it is much more idiosyncratic [13,76]. Movement
and posture are the most common meaningful low-level fea-
tures that are widely used [40]. In addition to these features,
machine learning researchers use representations that rely on
feature extraction (e.g. via deep learning), which are more
difficult to interpret than movement and posture [58].

How to represent affect is still up for debate [62]. In 1981,
Kleinginna created an overview of the definitions of emotion
that existed until then [39], and listed 92 different defini-
tions. Since then, there have been many works on affect
and what it precisely is (e.g. [52,73]). A working definition
is given by Desmet [15]: “emotions are best treated as a
multifaceted phenomenon consisting of the following compo-
nents: behavioural reactions (e.g. approaching), expressive
reactions (e.g. smiling), physiological reactions (e.g. heart
pounding), and subjective feelings (e.g. feeling amused)”.
This definition agrees with our aims, as in this work, we
create a dataset where participants’ subjective feelings dur-
ing gameplay and their expressive reactions can be analysed
more closely.

2.2 Multimodal behaviour analysis for games

In the domain of (video) game playing, numerous investi-
gators have focused on assessing the affective state of the
involved players, including for clinical purposes [18,19]. For
human players this task is important, as typically the overall
experience is moderated by group dynamics, and as individ-
ual players may often achieve a competitive advantage when
they succeed in correctly assessing another player’s affective
state (cf. numerous eSports (electronic sports) games and
Poker). Indeed, as with card games, players often seek to
extract hidden information from their opponents by analysing
social signals such as speech, bodymotion, and facial expres-
sions [34].

In this context, one may observe that a certain body
of work has focused on automatically modelling player
stress levels. For instance, Mavromoustakos-Blom et al. [7]
proposed a multi-modal approach towards stress response
modeling in the competitive League of Legends video game;
a leading eSports title, where they collected wearable phys-
iological sensor data, mouse & keyboard logs, and in-game
data in order to study the relationship between player stress
responses and in-game behaviour.

Analogously, studies with competitive video-game play-
ing have shown that there is a strong correlation between
players’ cognitive and in-game performance [4,8,75]. More
specifically, Bonny et al. [8] examined the correlation
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between cognitive and in-game player skills, revealing that
players with higher levels of gaming expertise respond faster
to decisions that rely on spatial memory. In addition, it was
shown that in video games the subjectively perceived diffi-
culty can be assessed automatically through facial expression
analysis [50]. In a related work, Mavromoustakos-Blom et
al. employed recordings of players’ facial expressions dur-
ing competitiveHearthstone games to analyse the correlation
between in-game player affective responses and subjective
post-game self-reports [51]. Correlation analyses between
in-game and post-game variables reveal that players’ facial
expressions and eye gaze measurements are correlated to
both players’ attention to the opponent and their mood influ-
enced by the opponent.

Finally, a notable application areaofmultimodal behaviour
analysis for games is training of professional players. For
instance, Korotin et al. [41] have collected affective data
from professional Counter-Strike players for this purpose.
Hung et al. [33] are presently developing a player training
tool which is to recognise player affective states and provide
personalised training sessions. Indeed, this research direc-
tion is similar to simulation training, in which the affective
states of groups of participants are analysed [46,78] in order
to provide more effective learning experiences.

2.3 Game behaviour datasets

Some existing datasets provide researchers with audio,
visual, or audiovisual data to aid research on affective com-
puting and social interaction analysis. Mimicry database
[77], Static Multimodal Dyadic Behavior (MMDB) database
[61], TowerGameDataset [67], PInSoRodatabase [43],Hag-
gling database recorded within the CMU Panoptic Studio
[35], andGAME-ONdataset [47] are among themost impor-
tant resources to study social interactions during gameplay.
The interactions in these datasets happen between adults,
between a child and an adult, or a child and a robot. Table 1
summarises available gamebehaviour datasets and their char-
acteristics.

The Multimodal Mimicry database [77] is recorded dur-
ing two experiments: a discussion on a political topic
and a role-playing game, respectively. The annotation con-
sists of a number of social signaling cues (mimicry) and
“conscious/non-conscious” labels illustrating the status of
these cues. Mimicry is an automatic process that regulates
social interactions [48].

The Tower Game Dataset [67] consists of audio-visual
recordings of two players, and the work focuses on the joint
attention and entertainment during a cooperative tower build-
inggame.Although thegameallows a rich interaction setting,
thewearable cameras on the participantsmay create anunnat-
ural feeling and therefore affect the interaction.

The Multimodal Dyadic Behavior (MMDB) Dataset [61]
focuses on dyadic interactions between adults and 15- to 30-
month old children. The examiner performs a set of scripted
actions, such as showing a ball or a book, and the child’s
responses are labelled into 17 binary behaviour classes. The
dataset provides a valuable multimodal resource for social
engagement analysis for infants.

The PInSoRo dataset [43] has recordings of both child–
child and child–robot interactions during free play without
any adult intervention. This dataset is annotated using three
different social interaction codes: task engagement, social
engagement, and social attitude, respectively.

Haggling DB [35] has multiview audiovisual data of
triadic interactions between two sellers and a buyer in a hag-
gling setting. The prediction tasks are for speaking status,
social formations, and body gestures, using both interper-
sonal and intrapersonal features.

TheGAME-ONdataset is specifically collected for study-
ing task cohesion and social cohesion amongst friends [47].
Three friends play an escape game together and try to coop-
erate with each other in order to win the game. Additionally,
the authors have collected self-reported questionnaires, con-
sisting of a participant’s emotional state and their perception
of leadership, warmth, and competence of their group mem-
bers.

The datasets we reviewed here, as well as other social
interaction datasets in the literature, are mostly based on
dyadic and triadic interactions. Some of them are scripted
and some use wearables to capture data. The IdiapWolf Cor-
pus [32] is an interesting game corpus that has audio-visual
recordings of 8–12 people during a role-playing game, where
roles vary between deceptive and non-deceptive. Conversa-
tion is the main interaction channel and the deceptive players
try to hide their expressions in order to succeed.

In the Multi-Person, Multimodal Board Game Affect
and Interaction Analysis Dataset introduced by this paper,
four board game players are recorded simultaneously during
each session, which affords for more complex interactions
between participants. We have focused on cooperative board
games, in which players win and lose the game together.
These games create a rich setting for social interaction,
and there are plenty of opportunities to observe emotional
contagion. We chose the Magic Maze game as our main
board-game for our data collection, because of its rules that
forbid speaking for most of the game and further enforce
people to use non-verbal communication signals like face
and body expressions. We also include other games (both
cooperative and competitive) to allow comparative analyses.
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Fig. 1 A screenshot from the recording stream, where four players respond to a player’s mistake

Table 2 The games played in MUMBAI

Type Games Sessions Mins. Players

Coop. Magic Maze 39 405 57

Pandemic 2 78 4

The Mind 1 6 4

Comp. Qwixx 10 203 17

Kingdomino 8 140 17

King of Tokyo 2 73 5

(Coop cooperative, Comp competitive,Mins minutes)

3 MUMBAI dataset

In this section, we introduce the Multi-Person, Multimodal
BoardGameAffect and InteractionAnalysisDataset (MUM-
BAI). The dataset features participants playing cooperative
(co-op) and competitive board games. Every game session
consisted of four participants, recorded by two separate cam-
eras, and an additional recording of the board game itself to
allow for the detection of in-game events. Every participant
filled in aHEXACOpersonality test [3] and after every game,
they completed the in-game and social modules of the Game
Experience Questionnaire (GEQ) [57]. In total, there are 62
recorded sessions.MUMBAI containsmanual annotations of
affect, self-reported personality, and game experience data,
as well as automatically extracted facial features and bodily
landmarks.

The study received ethical approval from the Internal
Review Board for Ethical Questions by the Scientific Eth-
ical Committee of the university. In this section, we describe
the games, participants, recordings, annotations, and ques-
tionnaires.

3.1 Games

According to Schaefer and Reid [68], there are four cate-
gories of games for therapeutic use: communication games,
problem-solving games, ego-enhancing games, and social-

ization games.MUMBAI features two types: communication
games and ego-enhancing games, respectively. In com-
munication games, competition plays a smaller role, and
inter-player communication is the key [79]. Ego-enhancing
games trigger stress, feelings of competition, and challenge.
This potentially leads to conflicts between game players, cre-
ating emotional states such as frustration, disappointment,
anger, but also relief, triumph, and elation.

Each game session consisted of four participants that
played one of sixmultiplayer games (see Table 2). Some peo-
ple participated in more than one game session (See Fig. 5).
The game that was played was chosen by the participants.
Before playing, the rules of the game were explained by the
experimenters. We summarize the six games.

Magic Maze is the most played game in MUMBAI. It is a
cooperative game, players win by collectivelymanaging four
game characters to explore a maze. These characters need to
steal items from specific locations in the maze and use spe-
cific escape locations to complete the task against a running
hourglass. Players do not take turns and are allowed to move
whenever they can. Each player has a complementary set of
moves. The game is played in real-time and if the hourglass
(green circle in Fig. 2) runs out, the players lose the game.
Players are not allowed to speakwith each other but can place
a big red cone (red circle in Fig. 2) in front of another player
to nudge that player to do something. In Magic Maze, play-
ers naturally show emotions due to the tension generated by
the game. The most stress-related emotions arise when the
hourglass is about to run out. More positive responses are
typically observed when using the red cone, as it is usually
placed in front of a playerwith a lot of enthusiasm. The player
who gets it often displays frustration or confusion (e.g. left
player in Fig. 2). A game of Magic Maze takes around 10–15
min.

Pandemic is a cooperative gamewhere players try to save the
world from an epidemic. Players work together to keep the
outbreaks of diseases under control, while at the same time
finding the cures for these diseases. The game decides where
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Fig. 2 Moment in a Magic Maze session, where the red cone was just
placed in front of the player on the left, who is confused about what is
expected

the next outbreak is, based on a deck of cards which players
need to draw from every turn. This creates a lot of tension in
these moments because depending on which card is drawn,
the game can swing in favor of the players or it will become
harder to win. As each player has a different unique role with
specific advantages, and players need to discuss their moves
with others to get the best results. A game of Pandemic takes
approximately 40 min.

The Mind requires players to work together to play cards
in the right order. Every player receives the same number
of cards, ranging from 1 to 100 and without duplicates. The
players need to play the lowest card, compared to all the cards
in every hand, on the table. After that, the second-lowest card
is played, and so on until all cards are played in order. The
problem is that the players do not know each others’ cards
and they are not allowed to speak with each other. Players
are not allowed to talk to each other, which often results in
hilarious moments when players look intensely at each other
and wait for the others to do something.

Qwixx is a competitive game, primarily based on luck. Play-
ers throw dice every turn and take some of them to cross off
numbers, based on certain restrictions, on their own sheet.
Each action disables a number of future actions, thus the
game requires the players to calculate and take risks. At the
end of the game, the player with the most crosses wins. The
emotions that are shown during a Qwixx game are mostly
moments of surprise, both happy and sad when players see
the results of the dice throw. Another commonly occurring
type of emotion is ‘schadenfreude,’ i.e., enjoyment of another
player’s demise. When a player cannot cross something off,
other players typically enjoy these moments.

Kingdomino is also a competitive game, where players com-
pete to create themost valuable kingdom. Every turn, players
take a piece of land to place it in their kingdoms. The pieces
work just like domino stones and have similar placement
restrictions. New pieces are revealed at the start of every

turn. This typically evokes emotions such as positive and
negative surprise. A player’s choices directly influence the
other players, as the piece of land can only be chosen by one
player. This creates moments of friction between the players.
In Kingdomino, players sometimes display boredom when a
player takes a long time to think. Players also take the oppor-
tunity to talk to other players to convince them to take a
certain piece.

King of Tokyo is a competitive game mostly based on luck.
In each turn, a player throws some custom dice to determine
what action they can perform. Based on the dice outcome, a
player receives points, currency, lives, or attack points. All
results are positive for the player and can be used to become
stronger, except for the attacks, which can be used to dam-
age other players. When this happens, friction often arises
between players. Typically, all players pay attention to each
throw of the dice. If there is a possibility to attack, players
will plead and argue about who will be attacked.

3.2 Participants

In MUMBAI 58 participants were recorded at a workshop
venue and a board game cafe. The participants who were
recruited at the workshop venue were asked to play a board
game for this project.All of themwere otherworkshoppartic-
ipants. Some of those participants wanted to play more board
games and came backmultiple times.At the board game cafe,
the participants were notified beforehand via social media
groups. These participants were generally of a higher board
game experience level. The participants usually stayed for
a couple of games. The demographic information provided
by the participants themselves consists of sex (40 male, 18
female), age (Fig. 3), and how often they play board games
(Fig. 4). Participants are instructed about the rules of the
games and when they should fill the questionnaires (person-
ality test when they sign in to participate and GEQ at the end
of each game session).

The participants varied from beginners to experienced
players. The most experienced player assumed the role of
‘game master’. If there was no experienced player, one of
the authors played as the game master. The game master’s
role was to answer questions and to make sure the game rules
were adhered to. Figure 5 shows the game count histogram
where the 11+ bar consists of three game masters who par-
ticipated in 28 games on average.

3.3 Recording

The setup for the recordings can be seen in Fig. 6. Play-
ers sit side-by-side in pairs at two sides of a table. Two
cameras are placed opposite to record both pairs (see left
and middle frames in Fig. 1). A third camera recorded the
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Fig. 3 Age histogram for all participants

Fig. 4 Board Game playing frequency histogram for all participants

Fig. 5 Game count histogram for all participants

Fig. 6 Recording setup

board and was placed slightly higher to have a better view
(right frame in Fig. 1). The three videos were first synchro-
nized and then merged into a single one (Fig. 1) using Open
Broadcaster Software2 (OBS) for annotation purposes only.
Automatic processing is performedon the individual streams.
The videos of the participants have a resolution of 1280×720
and the recording of the board game state (right frame in
Fig. 1) has a resolution of 800 × 448. All recordings were
captured at 30 fps. We decided not to focus on the audio
in the recordings, because our recordings took place in a
noisy environment. Furthermore, our participants were from
different nationalities and they were not using their native
language.

4 Data annotation

MUMBAI contains manual, self-reported and automated
annotations. Manual annotations include game outcome and
player affect, and are discussed in Sect. 4.1. The self-reported
personality and game experience tests are introduced in
Sect. 4.2. The automated feature annotation is detailed in
Sect. 4.3.

4.1 Manual annotations of affect

We provide two sets of manual, affective annotations. Set A
contains segment-level annotations of expressive moments.
Using ELAN3, we annotated for each player the devia-
tions from a neutral facial expression using seven different

2 https://obsproject.com/.
3 https://tla.mpi.nl/tools/tla-tools/elan/.
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Table 3 Expressive moments
annotation

Label Name Meaning

+ Positive The most positive expressions: laughter, open mouth
smiles, excitement, cheering

+? Small positive Somewhat positive expressions: gentle smiles,
peaceful happiness

‘No label’ Neutral Represents the state of the player that is generally
shown throughout the game. Each player has a
different neutral state, so annotations are done
considering the most occurring state of that player

–? Small negative Somewhat negative expressions: short frowns,
lowered mouth corners, slight scowl

– Negative The most negative expressions: looking angry,
extensive scowl, closed eyes with tightened lips

f Focus Not ranked in valence space. Player gives full
attention to the board game: narrowed eyes and
lower blink rate

f? Small focus Less intense version of the focus label

x Non-game event For example taking a call or talking with another
person outside of the game

labels, see Table 3. The set of expressions important for
gaming experience include pleasure, but also boredom and
anxiety [66]. In particular, the latter two are important
for the flow experience, as the game establishes a balance
between skill and challenge [14]. Other important emotions
are triumph (i.e. moments of success in the game) and frus-
tration/confusion, particularly for learning experience [66].

Each recording was annotated by one of two annotators.
To assess the reliability of the manual coding, four videos
were annotated by both annotators. The annotators were free
to choose starting and ending of each annotated segment. To
allow for structured comparison, we used a sliding window
approach with various length and stride selections to map
annotations to different sets of segments. The inter-rater reli-
ability, calculated using Cohen’s Kappa [12], was 0.735 for
binary neutral class vs the rest and 0.669 for all categories
using 50 frames long (1.67 s) segments and 16 frames (0.53 s)
stride. The label distribution for Set A annotations appears
in Fig. 7. It is clear that positive displays are more common
than negative ones.

We collected a second set of annotations, Set B, from
54 annotators. These annotations consider more specific
game-related emotions, see Table 4. Figure 8, and Fig. 9
show instances of these emotions. Annotators used expres-
sive moment annotations and classified them into one of
four categories. Annotators used the ELAN software to view
the expressive moment annotations and to classify the exist-
ing segments with their new annotations. We preferred this
option over a tool where we show only the segments because,
with the ELAN software, the annotators have the freedom to
watch non-labelled segments to get more context about the
session. Each annotator annotated three randomly selected

Fig. 7 Annotation Set A label distribution for won and lost games.
Table 3 shows class mappings

videos. Each video is annotated by three to six annotators.
The average inter-rater reliability, calculated using Fleiss’
Kappa [25],was 0.381 ranging from0.013 to 0.659per video.
To increase the annotation quality, we calculated inter-rater
reliability between each pair of annotators using Cohen’s
Kappa and for each video, we chose the annotator pair with
the highest agreement. After this process, the average inter-
rater reliability increased to 0.573 ranging from 0.289 to
0.859.We combined all of the annotations into a single anno-
tation by using the agreed labels of the annotator pair with the
highest inter-rater agreement for each recording. When there
was a disagreement, we performed majority voting over all
annotators. For the tie situations, we chose the highest voted
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Table 4 Game related emotion labels

Label Emotions

A Anxious/frustrated/disappointed/angry

B Bored

C Confused

D Delighted/happy

Fig. 8 Examples for delighted/happy (D) on the left and disappointed
(A) on the right (see Table 4)

Fig. 9 Examples for confused (C) on the left and bored (B) on the right

label between the best annotator pair. Only for one segment
the tie still remained and we then chose the top annotator’s
label.

We visualize the label distribution of Set B annota-
tions separately for win and loss outcomes, in Fig. 10.
Delighted/Happy (class D) is the dominant label. Both game
outcomes have very similar label distribution. We believe
that our game choice, Magic Maze, is responsible for this
balance. In Magic Maze, the players are most of the time
intrigued by the fast-paced gameplay, and they become only
aware that they are losing the game when the time runs out.
The label distribution would be different in games where the
win/loss probability can be estimated by looking at the board
state before the end of the game.

Fig. 10 Set B label distribution for won and lost games. Table 4 shows
class mappings

4.2 Self-reported personality and game experience

The participants filled in two different questionnaires, which
provided an opportunity to investigate the role of personality
traits and game experience on game outcome and displayed
affect.

Each participant filled in a 60-item HEXACO-PI-R
test (HEXACO-60) [3] to assess personality along six
dimensions: Honesty–Humility, Emotionality, Extraversion,
Agreeableness, Conscientiousness, and Openness to Expe-
rience. Participants rated 60 statements from 1 (strongly
disagree) to 5 (strongly agree).We also translated the original
HEXACO-60 test to Turkish, because 48 out of 58 partici-
pants’ native language was Turkish and some of them were
not fluent in English to answer all of the questions. Our trans-
lation consisted of three levels. One person translated the
test to Turkish, then another person without seeing the orig-
inal English test translated the Turkish test back to English.
A third person compared the back-translated test with the
original English test and marked the questions with discrep-
ancies. This process was repeated until all the differences
were acceptable, meaning that all questions in the Turkish
test had the same meaning as the original English test.

After playing a game session, each player filled in a Game
Experience Questionnaire (GEQ [57]). This form was also
translated to Turkish with the same process explained above.
The GEQ consists of four separate modules, which can be
used individually. We used the in-game and social pres-
ence modules to evaluate the participant’s experience during
the game, and to evaluate empathy, negative feelings, and
behavioural involvement with the other players, respectively.
Players filled in the GEQ every time they participated in a
game session. This gave MUMBAI 248 GEQ tests, which
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can be combined with the HEXACO-60 tests and in-game
moments.

There are several tools for measuring player experience
in games, and each tool looks at a slightly different set of
psychological constructs [1]. Some of these tools look at
constructs that cannot be observed in a ‘laboratory’ study,
such as the socio-cultural context of gameplay. GEQ is one
of themost frequently employed tools, andmore importantly,
has items for positive and negative affect. However, its factor
structure is recently criticised to be unstable [42]. Subse-
quently, we do not analyse GEQ results in detail here, but
provide the responses with the dataset to serve as a source of
further insights.

We checked the Pearson Correlation coefficient between
GEQ in-game module and HEXACO dimensions. For doing
that we first took the mean of all the GEQ forms filled by
each person after the Magic Maze games and calculated the
seven dimensions of the in-game module. Our findings in
Fig. 11 indicate a moderate association between the ‘Emo-
tionality’ dimension of HEXACO with four dimensions of
GEQ. While ‘Positive Affect’ and ‘Competence’ are neg-
atively correlated, ‘Negative Affect’ and ‘Tension’ have a
positive correlation. Lee and Hashton4 describe people with
high ‘Emotionality’ as “experience anxiety in response to
life’s stresses, feel a need for emotional support from others”,
and people with low ‘Emotionality’ as “feel little worry even
in stressful situations, have little need to share their concerns
with others, and feel emotionally detached from others”.
These definitions are in line with our findings because the
Magic Maze game creates a stressful experience by mak-
ing people worry about making mistakes, running out of
time, and losing the game. Also, being a cooperative game, it
creates social pressure on the players bymaking them respon-
sible to each other.

4.3 Automated feature annotation

We automatically annotated face and body features from the
recordings of theMagicMaze games.All players have played
this game. The extracted features are provided as part of the
dataset, to facilitate comparisons and to allow researchers
to focus on the social aspects of the game such as group
structure and personality.

4.3.1 Face and head features

Weused an open-source face analysis tool, OpenFace 2.25 [5,
6], to locate faces in the video frames, and to extract facial
landmark locations, head pose, eye gaze, and facial expres-

4 https://hexaco.org/scaledescriptions.
5 https://github.com/TadasBaltrusaitis/OpenFace.

Fig. 11 Correlation between GEQ and HEXACO dimensions
(honesty–humility, emotionality, extraversion, agreeableness, consci-
entiousness, openness to experience)

sions. The processing we applied below is used for our
experiments and can be optimized further.

OpenFace face detections are not consistently mapped to
the same person throughout the videos. Therefore, our first
step is to assign all detections to the correct identity. In each
video, we have two players sitting side-by-side. As their rel-
ative positions do not change, tracking the nose landmark
locations is sufficient to determine whether the output of
OpenFace belongs to the left or right person in view. During
a play session, it sometimes happens that a player reaches
for something far away or the session administrator stands
up. A person then might appear in the recording of the other
two players. To eliminate these unwanted faces, we check for
clusters of outliers that correspond to incidental face detec-
tions. To determine whether this process correctly labels the
players,we selected fromeach videofive random frameswith
more than two OpenFace detections and manually checked
the outputs. From these frames, 93.7% of the faces was cor-
rectly labeled.

OpenFace provides a confidence score for each detection,
which we used to exclude false or problematic detections
from the feature set. In preliminary experiments on the
validation set, we observed that a confidence threshold of
0.5 performed the best. Confidence thresholding gives us
an improved feature set, but with a cost of more missing
frames. To counteract this problem we interpolated the miss-
ingdetections.After interpolation,we smoothedout the noisy
landmark locations with a Savitzky-Golay smoothing fil-
ter [59]. We selected this filter’s window length (15) and
polynomial order (3) empirically on the validation set.

The processed OpenFace outputs are then used to extract
features over segments of a video.We used the same segment
settings as in the annotations of SetA (Sect. 4.1). The features
are divided into two categories: low-level and high-level fea-
tures. We calculated low-level features together with first-
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Table 5 The facial action units used in the analysis

Action unit Corresponding action

AU-04 Lowering of the brow

AU-05 Raising of the upper eye lid

AU-06 Raising of the cheeks

AU-07 Tightening of the eye lid

AU-09 Wrinkle in the nose

AU-15 Lowering of the lip corner

AU-20 Stretching of the lip

AU-23 Tightening of the lips

AU-26 Dropping of the jaw

and second-order derivatives and using summarizing func-
tionals over segments for head movement, gaze movement,
and facial action units.

– Head movement: OpenFace provides us with the loca-
tion of the head inmillimeters with respect to the camera.
The location is given in 3D coordinates. We calculate
the absolute movement of the head. The velocity and
acceleration are calculated as the first- and second-order
derivatives of the positionwith respect to time. OpenFace
also provides the rotation of the head. These values can
be seen as pitch, yaw, and roll. We calculate the abso-
lute rotation to determine velocity and acceleration. For
every segment, the mean and variance are calculated for
the 3D coordinates of movement and pitch, yaw and roll
for rotation. This provides us with 24 features for head
movement: [3 mean + 3 variance velocity] + [3 mean +
3 variance acceleration] of 3D Cartesian coordinates and
the same 12 summarizing functionals for the 3D rota-
tional coordinates.

– Gaze behaviour: The angle of the gaze is produced by
taking the average of the gaze vectors of both eyes. This
creates two gaze angles, in the horizontal and vertical
directions, respectively. Similar to head movement, we
calculated the mean and variance of the velocity and
acceleration per segment. This gives eight features for
the gaze.

– FacialActionUnits:OpenFace provides uswith a subset
of facial action units (AU), used to describe facial move-
ments, as well as an intensity value between 1 and 5. The
AUs that are used are shown in Table 5. The mean and
variance of the intensity are calculated for eachAU.Addi-
tionally, we consider AU-45 which corresponds to the
closing of the eye. Simple thresholding of the smoothed
intensity of AU-45 as a function of time provides us with
the number of eye blinks. In total, this gives 19 features.

High-level features capture contextual details such as
affective facial expressions, mouth movements, and categor-
ical gaze direction:

– Affective facial expressions: Following the mappings
from AUs to compound facial expressions [20], we com-
bined AUs by averaging their intensities: One happiness,
two sadness, three surprise/fear, seven fear, and three
anger expressions are coded using different combinations
of AUs from OpenFace. We applied mean and variance
over segments to summarize these 16 expressions into 32
features.

– Mouth movements: To capture mouth openness and
movements we used the upper and lower lip landmarks.
We summarized the distance change between these land-
marks using mean and variance over video segments.
These features indicate the segments where players talk
and where they keep their mouths open. The latter can be
a signal of shock, focus, or laughter.

– Categorical gaze direction:Gaze angle output of Open-
Face is not informative for a classification systemwithout
any additional knowledge such as the height and the rela-
tive location of a participant.We processed these features
to compute one categorical gaze direction variable with
three categories: looking at the board, at another player, or
elsewhere.We summed up the gaze and head orientations
of a player and applied thresholds based on their height
and seating position. Summarizing this feature over a
segment is done by majority voting.

4.3.2 Pose features

We extracted body keypoint locations with OpenPose,
an open-source multi-person human body keypoint detec-
tor [11]. The detector provided us 25 two dimensional
keypoints, of which we used 9 for each detected upper body.
Lower body keypoints were typically not visible and Open-
Face already provides head keypoints. We did not use the
hand and face keypoint detectors. Different fromOpenFace’s
single detection confidence score, each body keypoints
detection in OpenPose has its own confidence score. After
analysing the detections throughout the videos we chose to
apply distance thresholding between neck and nose keypoints
instead of applying average confidence thresholding over all
the keypoints. This technique of eliminating outlier detec-
tions performed well for our dataset since our participants
are seated facing towards the cameras.

Similar to the face detections, we assigned all body detec-
tions over time to the same person using the same procedure
and smoothing. We chose neck points to represent the loca-
tion of the detections for k-means.

We chose the same segment length and stride to sum-
marize the OpenPose features per segment. Our low-level
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OpenPose features consist of summarizing 9 keypoints and
their first- and second-order derivatives using mean and vari-
ance. This results in 108 features: considering both x and
y dimensions 18 values for keypoint means, 18 more for
variance; 36 for mean (18) and variance (18) of first-order
derivatives and 36 more for mean (18) and variance (18) of
second-order derivatives. High-level OpenPose features are
mean and variance summarization of left and right shoulder
distance and hands-to-face distance, 6 features in total. We
noticed that people tend to touch their faces and hold their
chin when they are focused. Shoulder distance is calculated
to inform the classifiers of the proximity of the players to
the camera since they face towards the camera most of the
frames. Lower shoulder distance means the player is seated
normally and higher shoulder distance means the player is
bending over the game board towards the camera.

5 Baseline experiments and results

In this section, we present classification results for two tasks
that can be addressed using theMUMBAI dataset: expressive
moment detection and emotional expression classification,
respectively. We provide both qualitative and quantitative
results. As such, these experiments provide insights into the
challenges that can be addressed and the particular richness
of the data.

In all of our experiments, we follow the same experimen-
tal protocol. We randomly divided the whole dataset into
70% training set and 30% test set based on the game ses-
sions. Counting all the small segments in these sessions,
a total of 132,352 training and 45,770 test segments are
used for expressivemoment detection. For emotional expres-
sion detection, we have 11,244 segments for training and
6,632 segments for testing. All the hyper-parameter tuning
was done on the training set using 3-fold cross-validation.
Feature set selection for each classifier was also performed
during the cross-validation. Our benchmark results are pre-
sented on the test set using both classical machine learning
methods such as K-Nearest Neighbours (KNN), Decision
Trees (DT) [63], RandomForests (RF) [9], ExtremeLearning
Machines (ELM) [31] as well as Long-Short Term Mem-
ory networks (LSTM) [30] which are responsible for many
state-of-the-art results in temporal analysis problems [28].
We chose F1 score, which is the harmonic mean of precision
and recall, to be our evaluation metric. Precision and recall
scores are also presented in our benchmark tables.

We excluded non-game event segments from our experi-
ments since they contain irrelevant facial and bodily expres-
sions. 0.92% of all the segments are removed by excluding
non-game events.

Fig. 12 Feature set comparison for binary expressivemoment detection
using cross-validation. Black line shows F1 score for the expressive
(minority) class predictor

Fig. 13 OpenPose misses the player on the left and incorrectly detects
the hands of the player on the right as other players’ hands. OpenFace
detections are correct

5.1 Expressive moment detection

We perform expressive moment detection on Set A annota-
tions as a binary classification problem, into expressive or
neutral categories. The distribution of the classes in Set A
annotations is highly imbalanced. 86.05% of all the video
segments belong to the neutral class. The expression classes
are combined into a single class called ‘expressive’ for this
experiment. The results on the test set are presented in
Table 6.

ELM and LSTM classifiers have the best F1 scores on
the test set for expressive moment detection. We perform a
feature set selection as well as hyperparameter tuning via
cross-validation. The ‘Features’ column shows the selected
feature set for the specified classifier on cross-validation. The
hyper-parameters chosen for each classifier in Table 6 are as
follows: 31 nearest neighbours for KNN; maximum depth of
5 for DT; 50 trees and maximum depth of 50 for RF; 100
hidden units with radial basis function with 0.01 width as the
activation function for ELM; 25 hidden units LSTM layer
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Table 6 Expressive moment detection binary classification results
using Set A annotations

Classifier Features F1 Precision Recall

KNN Face high 0.319 0.596 0.218

DT Face + body 0.463 0.584 0.385

RF Face 0.379 0.611 0.275

ELM Face low 0.538 0.501 0.582

LSTM Face 0.521 0.414 0.703

All expressive 0.183 0.111 1.000

followed by 100 units dense layer with the rectified linear
unit and 2 units dense layer with softmax for LSTM. We
trained our LSTM for 10 epochs with a batch size of 512.
We chose Adam optimizer [38] with 0.001 learning rate and
applied dropout regularization. To overcome the data imbal-
ance (86.05% neutral versus 13.95% expressive), inversely
proportional class weights are used for DT, RF, and LSTM.
When training ELM, we chose to upsample our minority
class instead of utilizing Weighted Kernel ELM [80], which
is another method for overcoming data imbalance.

We compare the feature sets in Fig. 12 by creating box
plots of the results acquired by all classifiers with all
hyper-parameter settings we used during cross-validation for
expressive moment detection. The black line shows F1 score
for the expressive (minority) class predictor. It is clear that
feature sets including face features are doing better in expres-
sive moment classification than using the body modality.
Each frame in the dataset contains two persons, and Open-
Face detects 1.99 faces on the average, whereas OpenPose
detects bodies with a lower rate, 0.86 on the average before
eliminating outliers. The problem is partly caused by the fact
that the lower body is often not in view, and the hands of the
players are confused with each other. Especially in games
where excessive hand movements are involved, such as the
Magic Maze, this is the case (Fig. 13).

Figure 14 shows the affective interaction of four players in
five Magic Maze game sessions. We combined Set A anno-
tations into three categories: the focus classes are combined
into neutral and the affect classes are combined into negative
and positive classes. In these representative visualizations,
we see several patterns. Other than a few instances, expres-
sivemoments of a player aremostly followedor accompanied
by other players’ expressive moments, not unlike turn-taking
behaviour. Black rectangles show emotional contagion in
mostly positive expressions. We observe for example that
a player initiates a chain reaction by making a funny face
to hint possible moves to other players. A less common but
still notable pattern is marked with green ellipses, showing
negative emotional contagion. In our dataset, we observed
that negative expressions are less contagious during game-
play, and do not reach all players like positive expressions

Table 7 Emotional expression classification results using emotion
labels of Set A annotations

Classifier Features F1 Precision Recall

KNN Face high 0.359 0.406 0.359

DT Face high 0.380 0.390 0.392

RF Face 0.467 0.463 0.482

ELM Face high 0.431 0.456 0.415

LSTM Face 0.453 0.442 0.490

Random 0.218 0.250 0.248

usually do. A third pattern is marked with purple pentagons.
These are the moments that a player makes a (silly) mistake
and displays a negative expression, which results in positive
expression bursts from other players, such as laughter.

In order to evaluate the degree to which emotional con-
tagion can be processed automatically, we trained a 4-layer
convolutional neural network that takes the binary expres-
siveness annotations as an input. The network predicted each
player’s annotations using the annotations of other three play-
ers of a ten-segmentwindowcentered on the current segment.
That way we provide temporal information to the network.
The network achieved an F1 score of 0.407. A baseline clas-
sifier predicting always expressive achieves an F1 score of
0.234, which is higher than a random predictor (0.21). This
experiment illustrates that emotion contagion can be auto-
matically assessed using facial expressions to some extent.

5.2 Emotional expression classification

We next investigated the degree with which we can automat-
ically detect and classify emotional expressions via standard
classifiers. We first performed a test using all the segments
that have emotion labels from Set A annotations, which uses
four classes of positive and negative affect. Table 7 shows
the test results. The selected hyper-parameters which are
different than the first benchmark’s are the following: five
neighbours for KNN; maximum depth of 15 for DT; 25 trees
with maximum depths of 10 for RF; 500 hidden units for
ELM; 100 LSTM units for the first layer for LSTM. In this
benchmark, RF achieves a better F1 score than the rest.

We present our last benchmark on Set B annotations,
which are four groups of game-related emotions (i.e. Anx-
ious, Bored, Confused, Delighted). Classification results on
the test set are shown in Table 8. The optimized parameters
for the selected classifiers show some differences: three near-
est neighbours for KNN; maximum depth of 15 for DT; 100
trees with maximum depth of 10 for RF; 100 hidden units
with hyperbolic tangent function as the activation function
for ELM; 250 hidden units LSTM layer for LSTM. Similar
to the previous benchmark, RF achieves a better F1 score
than other tested classifiers for this task.
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Fig. 14 Expressiveness of players throughout five Magic Maze games. Each segment is 0.5 s long. Best viewed in color

Table 8 Game emotion classification results on annotation set B, with
four labels of anxious, bored, confused, and delighted

Classifier Features F1 Precision Recall

KNN Face high 0.272 0.297 0.277

DT Face all 0.282 0.292 0.282

RF Face low 0.316 0.366 0.311

ELM Face all 0.293 0.307 0.299

LSTM Face all 0.309 0.308 0.323

All delighted 0.213 0.186 0.250

The overall emotion classification results illustrate the dif-
ficulty of detecting the often subtle emotional displays. From
the confusion matrix (Fig. 15), we see that the bored class is
too rare for automatic detection, and confusion and frustrated
classes could be fused for further analysis. We keep these
labels in the database for providing a resource for further
studies. Focusing on basic emotional expressions allows one
to have larger sets of samples for training models, as these
expressions have been studied for a long time. Conversely,

Fig. 15 Confusion matrix for emotional expression classification task,
given as percentage (raw count of samples)

using dimensional models may hide some of these issues
related to specific expressions.

As an extra experiment, we have trained our best classifier
on a different set of labels, where we have added the neutral
class from annotation Set A, removed the bored class (too
few samples) and combined the “confused” and “frustrated”
classes. The confusion matrix for the three-class classifica-
tion problem is provided in Fig. 16, illustrating that while
“happy” is separable from the neutral class, the detection of
the confused/frustrated state automatically is still very chal-
lenging.
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Fig. 16 Confusion matrix for the revisited emotional expression clas-
sification task, given as percentage (raw count of samples). The class
imbalance is evident from the raw counts

Our preliminary investigations into game enjoyment (as
measured by GEQ - the game experience questionnaire) did
not reveal clear links between emotional displays and game
experience. [55] added a new set of annotations to theMUM-
BAI dataset and showed that anxiety and self-reported player
experience can be predicted by analysing facial expressions
during critical game events.

6 Conclusions

We have introduced the Multi-Person, Multimodal Board
Game Affect and Interaction Analysis Dataset, MUMBAI,
consisting of video recordings of players playing different
types of board games engaging in multi-person interactions.
Two sets of manual expression and emotion annotations,
accompanied by self-reported personality tests of all the par-
ticipants and self-reported game experience questionnaires
filled after every game sessions make this dataset open
to various research directions on multi-person interaction
and affect analysis. We also extracted face and body fea-
tures of each player that we make available online with our
dataset.

The unique setup of the dataset creates some specific chal-
lenges for automatic body analysis, which can be considered
to be typical for such game observation settings. The body
features are not easy to capture, as the lower body is typ-
ically hidden (Fig. 12). Furthermore, the orientation of the
cameras creates an unusual perspective, where whenever
players interact with the board, the visible hand images are
over-sized as they get closer to the cameras (Fig. 13). Facial
expressions, on the other hand, are easier to spot and analyse
automatically, but game-specific emotions like frustration
and confusion occur rarely, and more research is needed
to deal with in-the-wild conditions and severe class imbal-
ance [16].

We presented three experiments for expression detec-
tion and emotion classification to serve as a benchmark.
MUMBAI is also challenging for affective analysis because
four-person interactions during a highly engaging board-
game play create both strong and subtle expressions and
actions. This dynamic range suggests the use of multiple

levels of annotation, and we provided two different sets of
annotations to cope with this issue.

Our benchmark experiments consist of one dynamic col-
laborative game, but the dataset includes both collaborative
and competitive game settings to provide room for compar-
ative analyses. Our analysis of personality traits and game
experience indicated some expected results (such as the link
between emotionality and the self-reported game affect), but
also some unexpected pointers such as the negative correla-
tion between extraversion and immersion that deserve further
exploration.
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