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#### Abstract

Several scholars have utilized hierarchical network Data Envelopment Analysis modeling techniques to assess the performance of complex structures. However, there has been limited consideration given to the integration of a peer-appraisal setting within a self-evaluation hierarchical context. This aims to enhance discriminatory power and mitigate the issue of unrealistic weighting scheme. To this end, our study extends the single-stage hierarchical additive self-evaluation model of Kao (Omega 51:121-127, 2015. https://doi.org/10.1016/j.omega.2014.09.008), by integrating the well-established cross-efficiency method. An original combination of a maxmin secondary goal model and the Criteria Importance Through Inter-criteria Correlation (CRITIC) method is proposed, to expand the basic hierarchical selfevaluation model. The maxmin model addresses the issue of the non-unique optimal multipliers obtained from the self-evaluation model, ensuring a more realistic weight scheme. The CRITIC method, that tackles the aggregation problem by objectively determining weights of criteria, rewards the minority and is conducive to a fairer evaluation. Results indicate that the proposed approach is more likely to obtain a unique efficiency and ranking score for the units under consideration. This study entails a numerical experimentation aimed at evaluating the efficiency of a set of 20 universities while validating the applicability of our proposed approach. To conclude, the practical applications of this methodological framework could encompass assessing services within the higher education sector or fostering sustainable development across various operations within a hierarchical structure.
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## 1 Introduction

### 1.1 Traditional DEA and the emergence of network DEA

Data envelopment analysis (DEA) is a mathematical programming-based approach for the comparison of the relative efficiency of typically homogeneous decision-making units (DMUs) that make use of inputs to yield outputs (SinuanyStern 2023). The potency of the DEA approach has become increasingly compelling as its application expands across a diverse array of fields such as agriculture (Kyrgiakos et al. 2023), banking (Omrani et al. 2023), healthcare (Azadi et al. 2023), information technology (Zhang et al. 2023), supply chain management and transportation (Saen et al. 2022; Miškić et al. 2022; Wong and Wong 2007), sustainable development (Goto and Sueyoshi 2023; Vaez-Ghasemi et al. 2022), and higher education (Kounetas et al. 2023; Kremantzis et al. 2022a, b; Ghasemi et al. 2020; Kao 2015).

The DEA model was originally proposed by Charnes et al. (1978) and later expanded by Banker et al. (1984). A traditional DEA structure essentially treats each DMU as a comprehensive system, without considering its internal operational mechanism. This traditional black-box model can potentially cause measurement bias and weakness in detecting inefficient components (Zhong et al. 2021; Liu and Wang 2015; Lewis and Sexton 2004). Additionally, since a blackbox structure evaluates a DMU at its best possible light, the non-unique input and output multipliers of DMUs pose a challenge to how realistic and acceptable the weighting scheme is. To cope with those issues, the concept of network DEA has been proposed (Kao 2017; Färe and Grosskopf 2000). Network DEA is capable of providing managerial insights for organizational resource control, particularly in finding inefficient components and devising targeted remedial measures (Ratner et al. 2023; Lozano and Khezri 2021; Chu and Zhu 2021; Avkiran 2009).

When measuring the efficiency of a network structure, two fundamental approaches are commonly employed: efficiency decomposition and efficiency aggregation (Lu et al. 2022; Kao 2016). These methods diverge in their approach to defining the efficiencies of both the overall system and its constituent sub-systems. Prior research has shown that network system efficiency can be formulated either through additive aggregation of divisional efficiencies adjusted by a factor, or via a multiplicative aggregation form adjusted by a factor greater than one (Kao 2017, 2016).

Numerous network DEA models have been studied, and this paper delves into two fundamental categories: parallel and hierarchical structures. A parallel system treats each production unit as a sub-system under a whole mechanism, which highlights that each unit acts autonomously. Parallel-based models have been applied to multiple sectors, such as banking, retail sales, railway, city transportation, universities, and energy (Sun et al. 2023; Ding et al. 2023; Bian et al. 2015; Lozano 2015; Chao et al. 2010; Vaz et al. 2010; Yu 2008). Kao (2009) proposed a parallel system model in which the system efficiency is equal to the weighted average of the constituent efficiencies.

### 1.2 Challenges and advances in hierarchical DEA models

Compared with the previous structure, the hierarchical structure is more complicated to analyse due to its features of multiple levels of functions (Kao 2014). Since almost all real-world entities are operating under a hierarchical structure, some studies have been done using hierarchical-structured DEA models. Yu et al. (2022) utilized a hierarchical DEA model to measure the capital index of global airlines. Hendrawan et al. (2021) proposed a hierarchical DEA model to compare the undergraduate departments of a University in Indonesia. Zhang and Chen (2019) integrated a series two-stage model into a single stage hierarchical network DEA system to assess the high-tech sector in China. Gan et al. (2020) considered the integration of a multi-layer hierarchy into a generalised two-stage series network to evaluate the international shipping industry. Kashim et al. (2018) introduced an improved hierarchical network DEA approach for evaluating the relative performance of a set of 14 university faculties. Kao (2015) discussed the shared-input problem among departments of teaching, research, and service for divisions under a single stage hierarchical system. Through an additive decomposition model, Kao demonstrated that the overall efficiency is equivalent to the weighted arithmetic average of the bottomlevel units. A number of studies have been reported in this direction such as Chou et al. (2023), Zhu et al. (2023), and Kashim et al. (2017).

While Kao's (2015) findings illustrate strong discriminatory capabilities in ranking system and division efficiencies, they still exhibit certain limitations within the context of this study. To begin with, the self-evaluation hierarchical network model offers alternative optimal solutions that could potentially result in unrealistic input and output multipliers. Consequently, an inefficient DMU may be erroneously assessed as efficient, leading to potentially misleading insights. Moreover, recent research employing one-stage hierarchical DEA models faces the challenge of inadequately distinguishing inefficiencies at the bottom-level components, particularly when integrating a greater number of sub-functions, as observed in studies by Kashim et al. (2018) and Gan et al. (2020). Lastly, the inherent nature of self-efficiency scores precludes the incorporation of peer opinions, which is a noteworthy limitation.

### 1.3 Addressing fairness in cross-efficiency approaches

The cross-efficiency evaluation method of Sexton et al. (1986) has been proposed to overcome such shortcomings by enabling each DMU to not only be evaluated based on their own optimal multipliers, but by additionally considering the optimal multipliers of each of the remaining ( $\mathrm{n}-1$ ) DMUs. Nevertheless, given that the evaluation system ignores the relationship among peers, less attention is paid to fairness in the evaluation outcomes. Beullens et al. (2012) defines fairness as a principle corresponding to a system in which the evaluation and ranking results are acceptable for all DMUs. Fairness, as highlighted by Cui et al. (2007), refers to a concept in which a player shows concern not only for their own benefits but also for how profits are attained by other players. Such an understanding is anticipated to motivate

DMUs to accept their measurement results during DEA evaluations. In the pursuit of enhancing fairness, an alternative secondary goal can be incorporated into the cross-efficiency framework, wherein the optimal self-evaluated score for the target DMU is considered. For instance, Zhu et al. (2021) proposed a maxmin secondary goal model aimed at maximising the efficiency of the worst-performing DMUs.

The aggregation of peer-efficiency scores is a critical concern in cross-efficiency applications. Conventional methods, such as the arithmetic mean aggregation strategy, treat opinions under each DMU equally (Wang and Chin 2010; Liang et al. 2008), which overlooks the significance of the assigned weights to scores (Wang and Wang 2013). Additionally, the average cross-efficiency approach might disregard contradictions arising from different principles, including irrational risky attitudes and competitive relationships among them (Zhang et al. 2022; Zuo and Guan 2017).

To cope with these drawbacks, several methods have been introduced in a DEA context to derive the weights of the criteria. The first method of aggregating crossefficiency scores considers players in a cooperative mode, see studies (Wang et al. 2021; Dong et al. 2020). The second approach, as proposed by Angize et al. (2013), converts the original cross-efficiency matrix into a ranking table and applies a firstorder model to obtain aggregation weights. Compared to the two previous methods, the third approach takes advantage of the information value, which is also known as entropy (Rezvani and Khazaei 2013). Sharafi et al. (2020) introduced a fixed-cost allocation method within cross efficiency, ensuring a Pareto cross-efficient outcome. Song and Liu (2018) developed the cross-efficiency DEA model based on Shannon entropy to derive an objective weight distribution among a set of evaluators. Maddahi et al. (2014) suggested a proportional weight assignment approach within the cross-efficiency. Wang and Chin (2011) proposed the use of ordered weighted averaging (OWA) operator weights for cross efficiency aggregation in DEA to consider the decision maker's optimism level in the final overall efficiency assessment. Contreras et al. (2021) introduced a new method for cross-efficiency evaluation in DEA by using bargaining problems and the Kalai-Smorodinsky solution; this enabled the discrimination between optimal weighting profiles for DMUs by agreeing upon input and output multipliers among peer DMUs. Kremantzis et al. (2022a, b) proposed a Criteria Importance Through Inter-criteria Correlation (CRITIC) peerevaluation approach applied to a generalised two-stage network system, allowing each stage to achieve a higher efficiency score, and encouraging units to accept the evaluation process. Numerous studies have explored this aspect, as exemplified by Borrás et al. (2023), Ning et al. (2023), and Xu et al. (2023).

### 1.4 Research contributions

Hierarchical network DEA models have proven valuable for assessing efficiency and ranking DMUs within hierarchical structures. More precisely, multi-level decisionmaking can act as a support tool to identify inefficient units within an organization or entity and recommend resource allocation strategies to enhance overall system efficiency. From an operational research standpoint, this aids in strategic planning,
ultimately resulting in a more practical and timely decision-making process. Nonetheless, existing hierarchical DEA models suffer from issues such as unrealistic weights, non-unique efficiency results, and lack of peer opinion that may lead to a less acceptable ranking. Notably, there has been limited research addressing fairness concerns within a single-stage hierarchical structure when using a DEA cross-efficiency approach. This paper contributes to two different aspects. Firstly, we propose a novel approach that combines a maxmin secondary objective with a CRITIC cross-efficiency approach to extend Kao's (2015) additive self-evaluation model. This combination is advantageous as it better captures the internal structures of DMUs, leading to more realistic weightings and enhanced discriminatory power, thereby improving efficiency outcomes. Secondly, our proposed cross-efficiency DEA approach allows the system to highlight minority viewpoints alongside mainstream ones. This inclusion promotes a more acceptable ranking outcome, contributing to fairness improvement within the hierarchical network DEA framework. The proposed model is compared with two of the most prevalent hierarchical DEA approaches (Liu et al. 2022; Kao 2015) within the operational research field, providing insights on the effectiveness of the CRITIC cross-efficiency approach.

The remainder of this paper is organized as follows. Section 2 describes the methodological background while Sect. 3 proposes a new methodological approach to ensure fairer evaluation and ranking results in DMUs under a single stage hierarchical structure. A numerical example of 20 universities will be used to examine the empirical results and discuss important implications in Sect. 4. Section 5 will summarize the key findings, provide managerial implications, and suggest future guidelines.

## 2 Research background

### 2.1 A parallel network DEA model

A parallel system treats each component as a well-functional unit that operates independently and similarly (Liu et al. 2022; Kao 2009). Suppose a general parallel network system having n DMUs under evaluation and each has q production units with input $X_{i k}^{(p)}, i \in I^{(p)}$, and outputs $Y_{r k}^{(p)}, r \varepsilon O^{(p)}$, denoting that the superscript stands for the $p$ th production unit ( $\mathrm{p}=1,2, \ldots, \mathrm{q}$ ). Under the precondition of identical production elements, the indicators of inputs and outputs, along with their corresponding weights, are uniform across all production units. Liu et al. (2022) argued that imposing a common set of weights on all production units would cause them to operate under a similar mechanism, potentially disregarding the individual strengths of each unit. Consequently, each production process within the parallel structure should be permitted to have its distinct weight scheme. Nevertheless, adopting a unique weight scheme for each production process could result in less distinguishable efficiency results as the number of variables increases. Additionally, maintaining stable values for the importance of inputs and outputs facilitates the negotiation process among DMUs (Zhou et al.
2022). Drawing upon the aforementioned points, a common set of weights is shared among parallel production processes, as depicted in the subsequent model (1):

$$
\begin{align*}
& \max =\sum_{p=1}^{q} \sum_{r \in O^{(p)}} u_{r k} Y_{r k}^{(p)}, \\
& \text { s.t. } \sum_{p=1}^{q} \sum_{i \in I^{(p)}} v_{i k} X_{i k}^{(p)}=1,  \tag{1}\\
& \sum_{r \in O^{(p)}} u_{r k} Y_{r j}^{(p)}-\sum_{i \in I^{(p)}} v_{i k} X_{i k}^{(p)} \leq 0, p=1, \ldots q, j=1, \ldots n, \\
& u_{r}, v_{i} \geq \varepsilon, i \in I^{(p)}, r \in O^{(p)},
\end{align*}
$$

where $v_{i k}$ and $u_{k}$ indicate the weights of the $i$ th input and $r$ th output for target $\mathrm{DMU}_{\mathrm{k}}$. From model (1), we obtain the self-evaluation optimal efficiency score for $\mathrm{DMU}_{\mathrm{k}}$ through: (a) $E_{k}^{*}=\sum_{p=1}^{q} \sum_{r \in O^{(p)}} u_{r k}^{*} Y_{r k}^{(p)}$; (b) $E_{k}^{(p) *}=\sum_{r \in O^{(p)}} u_{r k}^{*} Y_{r k}^{(p)} / \sum_{i \in I^{(p)}} v_{i k}^{*} X_{i k}^{(p)}$. Note that (a) is equal to the overall efficiency for the parallel structure and the results from (b) calculate the efficiency of each production unit in the system. One main property of a parallel model is that the overall efficiency can be decomposed into the weighted arithmetic average of the efficiencies of each of the constituent production units (Kao 2009). As already proved by Liu et al. (2022), the efficiency of the parallel network system can be evaluated through: $E_{k}=\sum_{p=1}^{q} \sum_{r \in O^{(p)}} u_{r k} Y_{r k}^{(p)}=\sum_{p=1}^{q} \omega_{k}^{(p)} E_{k}^{(p)}$, where $\omega_{k}^{(p)}=\frac{\sum_{i \in I^{(p)}} v_{i k} X_{i k}^{(p)}}{\sum_{p=1}^{q} \sum_{i \in I^{(p)}} v_{i k} X_{i k}^{(p)}}$ is the relative importance of an individual production unit $p$. The following section presents the evaluation of a hierarchical-structured network DEA model, which has been empirically demonstrated by Kao (2015) to be equivalent to a parallel structure in terms of measurement.

### 2.2 Additive aggregation model for a single-stage hierarchical system

We now consider a single-stage hierarchical structure (Kao 2015), as shown in Fig. 1, to illustrate the relationship between upper-level and lower-level sub-units. The overall system which consumes all the flow-in inputs is labeled 0 at the top in Fig. 1 and is then followed by first-level sub-units, (1) and (2). Next, unit (1) flows outputs to its second-level sub-units $(1,1),(1,2),(1,3)$. Similarly, sub-units $(2,1)$, $(2,2)$ receive outputs from (2). Lastly, at the third level, sub-units $(2,2,1),(2,2,2)$ produce final outputs from unit $(2,2)$.

Denote the $i$ th input and the $r$ th output used by unit $P$ for target $\mathrm{DMU}_{\mathrm{k}}$ as $X_{i j}^{P}$ and $Y_{r j}^{P}$, where $P$ is a set of indices and $P \varepsilon Q=\{(1,1),(1,2),(1,3),(2,1),(2,2,1),(2,2,2)\}$. Similarly, to production processes in a parallel structure, icI $I^{P}$ andre $O^{P}$ denote the inputs and outputs employed at unit $P$, belonging to the respective set of inputs and outputs. Units at higher levels allocate resources to those at the lower level. For example, unit $(2,2)$ receives outputs from unit ( 2 ) and allocates them to units $(2,2$, $1)$ and (2, 2, 2), respectively. The corresponding linear program, developed by Kao (2015), is provided in below:


Fig. 1 A single-stage hierarchical system with three levels (Kao 2015)

$$
\begin{aligned}
& \max E_{k}^{N W}=\sum_{P \in Q} \sum_{r \in O^{P}} u_{r} Y_{r k}^{P} \\
& \text { s.t. } \sum_{P \in Q} \sum_{i \in I^{P}} v_{i} X_{i k}^{P}=1, \\
& \sum_{r \in O^{P}} u_{r} Y_{r j}^{P}-\sum_{i \in i i^{P}} v_{i} X_{i j}^{P} \leq 0, j=1, \ldots, n, \\
& Q=\{(1,1),(1,2),(1,3),(2,1),(2,2,1),(2,2,2)\}, \\
& u_{r}, v_{i} \geq \varepsilon, i \in I^{P}, r \in O^{P} .
\end{aligned}
$$

Note that $P$ considers only the bottom-level units of the integrated hierarchy to avoid redundancy (Kao 2015). These bottom-level units have no lower-level units that take their inputs to produce new outputs, and their production patterns are similar to a parallel structure. Therefore, the formulation for calculating the efficiency of the system and production units within a parallel structure network is also applicable to this situation: $E_{k}^{P^{\prime}}=\sum_{r \in O^{P}} u_{r k} Y_{r k}^{P} / \sum_{i \in I^{P}} v_{i k} X_{i k}^{P}$-the efficiency for the $P^{\prime}$ sub-unit within this hierarchical structure, equals the weighted sum of total generated outputs divided by the weighted sum of the total consumed inputs in its production process.

To calculate the efficiency of other subordinate units and the whole system, an additive aggregation model combined with an input-proportion strategy is adopted. Based on the input proportion strategy, those units not at the bottom level of the integrated hierarchy can be represented as the sum of weighted efficiency of bottomlevel units that receive their outputs, i.e., the efficiency of any non-bottom-level (higher-level) unit $\quad P(2), \quad E_{k}^{P(2)}=\frac{\sum_{i \in I} p(1) v_{i k} K_{i k}^{P(2)}}{\sum_{P(2) \in B} \sum_{i \in I} P(2) v_{i k} X_{i k}^{(2)}}$, where $\quad P(2) \varepsilon B=$ $P(2) \varepsilon B=\{(2,2),(1),(2),(0)\}$. Another method representing the efficiency of higherlevel units within the hierarchical structure measures $E_{k}^{P(2)}=\sum_{P(1) \in M}\left(\omega_{k}^{P(1)} / \sum_{P \in M} \omega_{k}^{P(1)} E_{k}^{P(1)}\right)=\sum_{P(1) \in M} t^{P(1)} E_{k}^{P(1)}$, where $P(1) \in M$ $=\{\{(1),(2)\}|P(2)=(0),\{(1,1),(1,2),(1,3)\}| P(2)=(1),\{(2,1),(2,2)\} \mid P(2)=(2)$, $\{(2,2,1),(2,2,2)\} \mid P(2)=(2,2)\}$ and $t^{P(1)}$ satisfies $\sum_{P(1) \in M} t^{P(1)}=1$. Denoting
$\omega_{k}^{P(1)}=\frac{\sum_{i \in I} P^{P(1)} v_{i k} X_{i k}^{P(1)}}{\sum_{P(1) \in B} \sum_{i \in I^{P(1)}} v_{i k} X_{i k}^{P(1)}}$ is the relative importance of lower-level sub-unit $P(1)$ that receive outputs from upper-level units $P(2)$. For example, the efficiency scores of unit $(2,2,1)$ and $(2,2,2)$ can be aggregated to the score of higher-level unit $(2,2)$, which is formulated as: $E_{k}^{(2,2)}=t \cdot E_{k}^{(2,2,1)}+(1-t) E_{k}^{(2,2,2)}$, denoting $t=\omega_{k}^{(2,2,1)} /$ $\left(\omega_{k}^{(2,2,1)}+\omega_{k}^{(2,2,2)}\right)$, just equaling the ratio of relative importance of $P(2,2,1)$ to the sum of relative importance of all subordinates belonging to $P(2,2)$. A bottom-level or upper-level unit is measured as efficient only when the optimal efficiency equals to 1 $\left(E_{k}^{P}=1\right)$. The same method is applicable to any other joint unit within the system.

## 3 Models development

### 3.1 Maxmin secondary objective model and cross-efficiency

The efficiency scores obtained by model (2) are self-evaluated, in that they do not consider the relationship between DMUs potentially leading to unrealistic input and output weights. Besides, their optimal weighting scheme may be non-unique. To cope with such issues, this paper proposes a combination of an alternative secondary objective model and a CRITIC cross-efficiency approach based on the single-stage hierarchical structure.

Existing methods of the secondary objective model include aggressive, benevolent, neutral and other strategic models ( Wu et al. 2021). Under aggressive and benevolent models' framework, the $\mathrm{DMU}_{\mathrm{k}}$ maintains its optimal self-efficiency, while minimizing/maximizing the average efficiency of other DMUs, accordingly. On the contrary, Liu et al. (2022) proposed a neutral secondary model on a parallel network; this does not focus on the relationship of the examined $\mathrm{DMU}_{\mathrm{k}}$ over other DMUs, ensuring the obtained results are not either aggressive or benevolent. Inspired by Liu et al.'s (2022) model, we propose model (3) that corresponds to the single-stage hierarchical structure in Fig. 1:

$$
\begin{align*}
& \max =\min \left\{u_{r} Y_{r k}^{P} / \sum_{i \in I^{P}} v_{i} X_{i k}^{P}\right\} \\
& \text { s.t. } E_{k}^{N W *}=\sum_{P \in Q} \frac{\sum_{r \in O^{P}} u_{r} Y_{r k}^{P}}{\sum_{i \in I^{P}} v_{i} X_{i k}^{P}}, E_{k}^{P *}=\frac{\sum_{r \in O^{P}} u_{r} Y_{r k}^{P}}{\sum_{i \in I^{P}} v_{i} X_{i k}^{P}},  \tag{3}\\
& \sum_{r \in O^{P}} u_{r} Y_{r j}^{P}-\sum_{i \in I^{P}} v_{i} X_{i j}^{P} \leq 0, j=1, \ldots, n, j \neq k, \\
& Q=\{(1,1),(1,2),(1,3),(2,1),(2,2,1),(2,2,2)\}, \\
& u_{r}, v_{i} \geq \varepsilon, i \in I^{P}, r \in O^{P} .
\end{align*}
$$

In model (3), $u_{r} Y_{r k}^{P} / \sum_{i \in I^{P}} v_{i} X_{i k}^{P}$ is the efficiency of the $r$ th output in unit P of $\mathrm{DMU}_{k} . E_{k}^{N W^{*}}$ and $E_{k}^{P *}$ are obtained from model (2) to maintain the optimal selfefficiency for $\mathrm{DMU}_{k}$. The objective function of model (3) $u_{r} Y_{r k}^{P} / \sum_{i \in I^{P}} v_{i} X_{i k}^{P}$, allows
units, within the hierarchical-structured system, to pursue the efficiency that optimizes the lowest boundary. Additionally, the output weights of model (3) are efficient in reducing the values of zero because when $\max =\min u_{r} Y_{r k}^{P} / \sum_{i \in i^{p}} v_{i} X_{i k}^{P}$, $u_{r}^{L}(L \neq P)$ must satisfy $u_{r}^{L}>u_{r}^{P} \geq \varepsilon$.

Our proposed model (3) is non-linear due to its nonlinear objective function and some of its non-linear constraints. By implementing the variable substitution technique (Charnes and Cooper 1962), we build model (4), which calculates the efficiency scores for each of the remaining $(n-1)$ DMUs.

$$
\begin{align*}
& \max =\min \left\{u_{r} Y_{r k}^{P}\right\} \\
& \text { s.t } E_{k}^{N W^{*}}=\frac{\sum_{P \in O} \sum_{r \in O^{P}} u_{r} Y_{r k}^{P}}{\sum_{P \in O} \sum_{i \in i^{P}} v_{i} X_{i k}^{P}}, \\
& E_{k}^{P *}=\sum_{r \in O^{P}} u_{r} Y_{r k}^{P} \\
& \sum_{i \in I^{P}} v_{i} X_{i k}^{P}=1,  \tag{4}\\
& \sum_{r \in O^{P}} u_{r} Y_{r j}^{P}-\sum_{i \in I^{P}} v_{i} X_{i j}^{P} \leq 0, j=1, \ldots, n, j \neq k, \\
& E_{j}^{P}=\frac{\sum_{r \in O^{P}} u_{r} Y_{r j}^{P}}{\sum_{i \in I^{P}} v_{i} X_{i j}^{P}}, j=1, \ldots, n, j \neq k, \\
& Q=\{(1,1),(1,2),(1,3),(2,1),(2,2,1),(2,2,2)\}, \\
& u_{r}, v_{i} \geq \varepsilon, i \in I^{P}, r \in O^{P} .
\end{align*}
$$

After totally $2 n$ times running of models (2) and (4), the optimal input and output weight sets $u_{r k}^{*}, v_{i k}^{*}$ can be obtained. At the optimality of model (4), the cross-efficiency that highlights the peer-evaluation for $\mathrm{DMU}_{j}(j \neq k)$ satisfies $E_{k j}^{P}=\sum_{r \in O^{P}} u_{r} Y_{r j}^{P} / \sum_{i \in I^{P}} v_{i} X_{i j}^{P}$. To aggregate the cross-efficiency into each DMU ${ }_{j}$, we introduce a cross-efficiency aggregation method that is applicable to the efficiency evaluation on a hierarchical structure.

Denote $E_{k j}^{P}$ as the cross-efficiency score of $\operatorname{DMU}_{\mathrm{j}}(j=1, \ldots, \mathrm{n})$ under the weight scheme of $(k=1, \ldots, n)$. Particularly, model (4) computes the efficiency scores for the remaining $\mathrm{n}-1$ DMUs by optimising a new objective function. This implies that all DMUs within the criteria system adhere to identical virtual multipliers. It is noticeable that when $j=k, E_{k j}^{P}$ equals the optimal result obtained from model (2) for $\mathrm{DMU}_{\mathrm{k}}$. For convenience, we use $p$ to represent the $p$ th unit in set P . For the $p$ th bot-tom-level unit of $\mathrm{DMU}_{\mathrm{k}}$, we generate a cross-efficiency matrix containing $n \times n$ elements as illustrated in Table 1.

In the case of a traditional cross-efficiency approach, peer-opinions are equally contributing to the final efficiency for a DMU. Hence, the cross-efficiency result for the $p$ th bottom-level unit of $\mathrm{DMU}_{j}$ can be computed as the following:

Table 1 Cross-efficiency matrix table for the $p$ th bottom-level units of $\mathrm{DMU}_{j}$

| $\mathrm{DMU}_{k j}$ | 1 | 2 | $\cdots$ | n |
| :--- | :--- | :--- | :--- | :--- |
| 1 | $E_{11}^{(p)}$ | $E_{12}^{(p)}$ | $\cdots$ | $E_{1 n}^{(p)}$ |
| 2 | $E_{21^{(p)}}$ | $E_{22}^{(p)}$ | $\cdots$ | $E_{2 n}^{(p)}$ |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |
| n | $E_{n 1^{(p)}}$ | $E_{n 2}^{(p)}$ | $\cdots$ | $E_{n n^{(p)}}$ |

$$
\begin{equation*}
E_{j}^{P}=\frac{1}{n} \sum_{k=1}^{n} E_{k j}^{P}, j=1, \ldots, n \tag{5}
\end{equation*}
$$

Model (5) computes the cross-efficiency score for the pth bottom-level units of DMUj by aggregating the peer-evaluated opinions from model (4) using an arithmetic average method. In other words, it calculates the cross-efficiency score for a DMU's unit by taking the average of all available alternatives. After obtaining that, the system efficiency can be calculated using the additive aggregation model, in that $E_{j}^{N W}=\sum_{P=Q} \omega_{j}^{P} E_{j}^{P}$, where $\omega_{j}^{P}=\frac{\sum_{i \in I} P^{p} v_{i j}^{*} X_{i j}^{P}}{\sum_{P=Q} \sum_{i \in!}{ }^{v_{i j}^{*} P_{i j}^{P}}}$ satisfies $\sum_{P=Q} \omega_{j}^{P}=1$, and $v_{i j}^{*}$ is a self-evaluated optimal input weights matrix, obtained in model (2).

The hierarchical-structured system efficiency in model (2) is optimal but its components' efficiency results may be subjective and non-unique. To further enhance the objectivity and accuracy of efficiency results, a novel combination of the maxmin model (4) and a cross-efficiency technique is proposed, which can additionally measure the efficiency of units at other levels, making the result more informative. The arithmetic average method in aggregating $E_{k j}{ }^{\mathrm{P}}$ can lose sight of the weights and does not provide a Pareto optimal solution (Wu et al. 2021; Wang and Wang 2013). To consider the aggregation weights more rationally, this study proposes the CRITIC cross-efficiency approach that is applicable to a single-stage hierarchicalstructured system.

### 3.2 CRITIC cross-efficiency approach

This paper applies the CRITIC method to compute the weights in aggregating peerevaluated individual cross efficiency scores. CRITIC is deemed as an objective mathematical procedure to derive the level of significance of the criteria involved in the decision-making process. It, additionally, highlights the concept of fairness via the inclusion of the minority opinions, according to Kremantzis et al. (2022a, b); this can ensure a more meritocratic system when measuring and evaluating the performance of DMUs involved in a complex network system. Below, we provide a discussion on how the CRITIC aggregation method could be implemented to a single-stage hierarchical DEA model.

The first step includes the calculation of a set of individual peer-efficiency scores $\left(E_{k j}\right)$ that indicate the scores received by $j$ th alternative ( $j=1, \ldots, \mathrm{n}$ ), under the $k$ th criterion by $\mathrm{DMU}_{k}(k=1, \ldots, \mathrm{n})$ in cross-efficiency evaluation, see in Table 1. The next step refers to the conversion of that matrix into a matrix of relative scores with the ele$\operatorname{ment} x_{k j}=\frac{E_{k}(j)-E_{k}^{\min }}{E_{k}^{\max }-E_{k}^{\min }}, k=1, \ldots, n$, where $\quad E_{k}^{\max }=\max \left\{E_{k}(1), E_{k}(2), \ldots, E_{k}(n)\right\} \quad$ and $E_{k}^{\min }=\min \left\{E_{k}(1), E_{k}(2), \ldots, E_{k}(n)\right\}$ for criterion $k$. The normalization method is utilized to eliminate the scale influence on the efficiency table.

Next, the contrast intensity and the conflict, as initially proposed by Diakoulaki et al. (1995), account for the calculation of information entropy. Specifically, the standard deviation representing the contrast intensity, is calculated as the outcome of the normalized relative scores matrix, which is defined as $\sigma=\sqrt{\left[\sum_{j=1}^{n}\left(x_{k}(j)-\underline{x}_{k}\right)\right]^{2} / n}$, where $\underline{x}_{k}=\left(\sum_{j=1}^{n} x_{k}(j)\right) / n$, while conflict $\left(\sum_{j=1}^{n}\left(1-R_{k j}\right)\right)$ calculates the Spearman ranking correlation coefficients by each criterion, see in Table 2, which contains a symmetric matrix of $n \times n$ elements.

The amount of information, received by criterion $k$, is denoted by $C_{k}$ and is determined by the multiplication of the contrast intensity and the conflict:

$$
\begin{equation*}
C_{k}=\sigma_{k} \sum_{j=1}^{n}\left(1-R_{k j}\right) \tag{6}
\end{equation*}
$$

The information value of criteria is associated to the proportion of their weights or contributions to the peer-efficiency scores. The higher the information value of $C_{k}$, the higher the weight the $k$ criterion will receive. Thereby, the weight of the $k$ th criterion (DMU) in aggregating cross-efficiency scores $W_{k}$ is formulated as the proportion of its provided CRITIC information value divided by the sum of those of other DMUs, see below:

$$
\begin{equation*}
W_{k}=\frac{C_{k}}{\sum_{k=1}^{n} C_{k}} \tag{7}
\end{equation*}
$$

Formula (7) is introduced to determine the weight each criterion should receive for the individual cross-efficiency score of bottom-level subordinate units $E_{k j}^{P}$, as obtained from model (4). Additionally, it serves as an alternative method for aggregating information compared to the traditional arithmetic average approach, as previously explained in Sect. 3.1. After calculating the weights, the new final cross-efficiency score of $p$ bottom-level unit of DMU $j$ is expressed as:

Table 2 Spearman correlation matrix

| $\mathrm{DMU}_{k j}$ | 1 | 2 | $\cdots$ | n |
| :--- | :--- | :--- | :--- | :--- |
| 1 | $R_{11}$ | $R_{12}$ | $\cdots$ | $R_{1 n}$ |
| 2 | $R_{21}$ | $R_{22}$ | $\cdots$ | $R_{2 n}$ |
| n | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |

$$
\begin{equation*}
e_{j}^{P}=\sum_{k=1}^{n} w_{k}^{P} E_{k j}^{P}, j=1, \ldots, n \tag{8}
\end{equation*}
$$

Note that $w_{k}^{P}$ is the weight of the k-th criterion for the $P$ bottom-level subordinate unit. Compared with the arithmetic average cross-efficiency method as shown in formula (5), formula (8) takes into account the relative importance of each criterion, providing a more informative measurement result.

In the case of Fig. 1, CRITIC should run 6 times to calculate $e_{j}^{(1,1)}, e_{j}^{(1,2)}, e_{j}^{(1,3)}, e_{j}^{(2,1)}, e_{j}^{(2,2,1)}, e_{j}^{(2,2,2)}$ for all DMUs. Then, the efficiency of the whole system can be calculated by applying the additive aggregation method as $e_{j}^{N W}=\sum_{p=Q} \omega_{j}^{P *} e_{j}^{P}$, where $\omega_{j}^{P *}=\frac{\sum_{i \in I} v_{i k}^{* *} X_{i k}^{P}}{\sum_{P=Q} \sum_{i \in I}^{P} v_{i k}^{*} X_{i k}^{P}}$ is derived from model (2), $\mathrm{Q}=\{(1,1),(1,2),(1,3),(2,1),(2,2,1),(2,2,2)\}$. Moreover, for better detecting inefficiencies within the whole system, the additive aggregation model for the hierarchical scenario with input proportion strategy, which has been introduced in Sect. 2.2, can be applied to obtain the cross-evaluated efficiency of medium-level subordinate units.

To conclude, traditional arithmetic cross-efficiency aggregation method assigns equal weights to all criteria (opinions), highlighting the majority vote (Kremantzis et al. 2022a, b; Wu et al. 2021). Responding to that issue, the CRITIC method is less influenced from mainstream opinions, while providing adequate representation of the minority opinions (Kremantzis et al. 2022a, b). In Sect. 4, an example of 20 hypothetic universities will be analysed to test the applicability of the suggested cross-efficiency approach.

## 4 Results and numerical application

This section draws inspiration from Kao's (2015) research, which evaluated the operational effectiveness of several physics departments within 20 different universities. As noted by scholars such as De Witte et al. (2013), Kong and Fu (2012), and Kao and Hung (2008), higher education institutions are commonly recognized for their engagement in three fundamental activities: teaching, research, and enterprise. Moreover, teaching can be subdivided into tasks related to undergraduate and postgraduate education. Seven outputs for each university ( $Y_{1}$-Graduates-U, $Y_{2}$-Credits-U, $Y_{3}$-Grad-uates-G, $Y_{4}$-Credits-G, $Y_{5}$-Publications, $Y_{6}$-Grants, $Y_{7}$-Income) have been considered under the single-stage hierarchical network structure with the shared inputs of personnel $\left(X_{1}\right)$ and expenses $\left(X_{2}\right)$ among functions. The network structure of this application is illustrated in Fig. 2. The production units in this three-level hierarchical structure, from top to bottom and left to right, are denoted as $\mathrm{U}(0), \mathrm{U}(1), \mathrm{U}(2), \mathrm{U}(3), \mathrm{U}(1,1)$, $\mathrm{U}(1,2)$. There are no intermediates, series processes, and feedback in this system; thus, the system efficiency can be decomposed into the efficiency of those production units at the bottom level of the integrated hierarchy.

In addition to evaluating the administration efficiency, another task is associated with the determination of the ratio of inputs distributed to each function. As only


Fig. 2 Single-stage hierarchical structure of the department system (Kao 2015)
the bottom-level production units contribute to the final outcomes $\mathrm{Y}, \alpha_{1}, \alpha_{2}, \alpha_{3}$ were used to denote the proportion of inputs for second-level units received from the top, while $\beta_{1,} \beta_{2}$ are representing the proportions of inputs for Undergraduate and Graduate received from Teaching. Both $\alpha$ and $\beta$ are freely decided by the decision maker prior to solving the corresponding optimisation model. Following Kao's (2015) spirit on enabling a college department to allocate similar proportions of inputs to its units, we set constraints to control the ratios of $\alpha_{1} / \alpha_{2}, \alpha_{1} / \alpha_{3}, \alpha_{2} / \alpha_{3}$ lying between [0.5, 2], [1, 4], [1, 4] respectively, while $0.5 \leq \beta_{2} / \beta_{1} \leq 2$. These proportions align with the findings in a comparable study conducted by Kashim et al. (2018). In their research, they employed a hierarchical network framework that featured a broader set of subunits at the second tier. Specifically, they encompassed a PhD component within the Teaching category and two distinct categories, namely, consultation and collaboration activities, within the Service category. Based on the above discussion and the model (4) in Sect. 3.1, we propose the maxmin secondary objective model (9), applied to the structure in Fig. 2, in addition to the self-evaluation model proposed by Kao (2015):

$$
\begin{align*}
& \max =\min \left\{u_{r} Y_{r k}^{P}\right\} \mathrm{s.t} E_{k}^{N W_{*}}=\frac{\sum_{P=O} \sum_{r \in O^{P}} U_{r} Y_{r k}^{P}}{\sum_{P=O} \sum_{i \in i^{P}} v_{i} X_{i k}^{P}}, E_{k}^{P *}=\sum_{r \in O^{P}} u_{r} Y_{r k}^{P}, \\
& \sum_{i \in I^{P}} v_{i} X_{i k}^{P}=1, \sum_{r \in O^{P}} u_{r} Y_{r j}^{P}-\sum_{i \in I^{P}} v_{i} X_{i j}^{P} \leq 0, j=1, \ldots, n, j \neq k, \\
& E_{j}^{P}=\frac{\sum_{r \in O^{P}} u_{r} Y_{r j}^{P}}{\sum_{i \in I^{P}} v_{i} X_{i j}^{P}}, j=1, \ldots, n, j \neq k, Q=\{(1,1),(1,2),(2),(3)\},  \tag{9}\\
& V_{i}^{(1,1)}=\alpha_{1} \beta_{1} v_{i}, V_{i}^{(1,2)}=\alpha_{1} \beta_{2} v_{i}, V_{i}^{(2)}=\alpha_{2} v_{i}, V_{i}^{(3)}=\alpha_{3} v_{i}, \\
& 0.5 \alpha_{2} \leq \alpha_{1} \leq 2 \alpha_{2}, \alpha_{3} \leq \alpha_{1} \leq 4 \alpha_{3}, \alpha_{3} \leq \alpha_{2} \leq 4 \alpha_{3}, \alpha_{1}+\alpha_{2}+\alpha_{3}=1, \\
& 0.5 \beta_{2} \leq \beta_{1} \leq 2 \beta_{2}, \beta_{1}+\beta_{2}=1, u_{r}, v_{i} \geq \varepsilon, i \in I^{P}, r \in O^{P} .
\end{align*}
$$
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Note that $E_{k}^{N W *}, E_{k}^{P *}$ are the optimal system and subunits' efficiencies calculated from the self-evaluated model (2) proposed by Kao (2015), and $V_{i}$ stand for the virtual input weights after considering distributed proportions of inputs. The dataset involves 20 university departments and is presented in Table 3. For modelling purposes, we have taken advantage of Python 3.7.6 and the version 2.1 of PuLP as the linear programming library. The experiment ran on a computer with 16 GB RAM.

### 4.1 Findings and implications

Kao (2015) proposed the self-evaluation model for the single-stage hierarchicalstructured network in Fig. 2, that reflects model (2). Table 4 demonstrates the optimal self-efficiency scores of the overall system and its sub-units arranged in a three-level hierarchical structure along with their corresponding rankings across the 20 universities. In particular, columns $4,6,10$, and 12 present the self-evaluated efficiency scores of all sub-units with their corresponding weights of relative importance, by which they are aggregated into the system performance in column 2 $\left(E_{k}{ }^{\mathrm{NW}}\right)$ as discussed in Sect. 2.2. By the same token, the sub-units of UndergraduateTeaching ( $E_{k}^{\mathrm{T}-\mathrm{U}}$ ) and Graduate-Teaching ( $E_{k}^{\mathrm{T}-\mathrm{G}}$ ) are aggregated to obtain the efficiency score of Teaching department ( $E_{k}^{\mathrm{T}}$ ) in column 8. Kao's (2015) model serves as a baseline scenario for comparison with the proposed maxmin secondary objective model (9).

By applying the proposed maxmin secondary objective model (9), some desirable outcomes regarding weight improvement have been obtained. As discussed in Sect. 3.1, model (9) rewards the worst-performing targets for improving unrealistic multipliers (those with a zero value). In total, the optimal multipliers, obtained via solving model (9), generate only 26 zero weights (see Table 5, where the columns $2 \& 3$ are referring to input weights while the remaining ones the output weights), compared with that of 38 zero weights obtained via solving Kao's (2015) self-evaluation model (see Appendix Table 8). Hence, after applying model (9), there is a decrease in the total number of zero weights, indicating that those less important factors are less likely to be ignored in the evaluation. The optimal multipliers obtained from Table 5 are then used to compute the individual cross-efficiency scores of the general cross-efficiency matrices for Undergraduate-Teaching, Graduate-Teaching, Research, and Service terminal sub-units for all universities.

After totally $40(20 * 2)$ times (see Sect. 3.1) running of the self-evaluation hierarchical network model (2) and the proposed maxmin model (9), both optimal selfefficiency and cross-efficiency scores of the overall system and its bottom-level subunits were obtained, see the optimal multipliers result in Table 5. To aggregate the optimal individual cross-efficiency scores, the traditional arithmetic average crossefficiency method of Liu et al. (2022) was compared with our proposed CRITIC aggregation cross-efficiency model, see their results in Tables 6 and 7 respectively, which are similarly formatted to those in Table 4. Both aggregation methods adopt the additive aggregation model to obtain the overall network system performance score $e_{j}^{N W}$ and the middle-level sub-unit (Teaching) score $e_{j}^{T}$ (see Sect. 3.2).
Table 3 The numerical application of Kao (2015)

Table 4 Efficiency and relative importance of system and each sub-unit according to self-evaluation hierarchical model (Kao 2015)

| Univ. | $E_{k}{ }^{\mathrm{NW}}$ | Rank | $E_{k}^{\text {T-U }}$ | Rank | $E_{k}^{\text {T-G }}$ | Rank | $E_{k}{ }^{\text { }}$ | Rank | $E_{k}^{\mathrm{R}}$ | Rank | $E_{k}^{\text {S }}$ | Rank |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.790 | 6 | 1 (0.667) | 1 | 0.267 (0.333) | 19 | 0.756 (0.286) | 8 | 1 (0.571) | 1 | 0.015 (0.143) | 17 |
| 2 | 0.474 | 19 | 1 (0.667) | 1 | 0.253 (0.333) | 20 | 0.751 (0.571) | 10 | 0.154 (0.286) | 20 | 0.005 (0.143) (0.142) | 20 |
| 3 | 0.479 | 18 | 0.867 (0.667) | 8 | 0.380 (0.333) | 16 | 0.705 (0.571) | 14 | 0.257(0.286) | 15 | 0.018 (0.143) | 16 |
| 4 | 0.470 | 20 | 0.760 (0.667) | 15 | 0.4278 (0.333) | 14 | 0.649 (0.571) | 16 | 0.343(0.286) | 14 | 0.007 (0.143) | 19 |
| 5 | 0.558 | 13 | 0.632 (0.667) | 18 | 0.3053 (0.333) | 17 | 0.523 (0.286) | 19 | 0.711 (0.571) | 7 | 0.015 (0.143) | 18 |
| 6 | 0.564 | 12 | 0.917 (0.667) | 6 | 0.4273 (0.333) | 15 | 0.754 (0.571) | 9 | 0.439 (0.286) | 11 | 0.054 (0.143) | 15 |
| 7 | 0.600 | 10 | 0.776 (0.667) | 13 | 0.6444 (0.333) | 8 | 0.732 (0.571) | 11 | 0.500 (0.286) | 9 | 0.270 (0.143) | 5 |
| 8 | 0.486 | 17 | 0.945 (0.667) | 5 | 0.3032 (0.333) | 18 | 0.731 (0.571) | 12 | 0.198 (0.286) | 19 | 0.080 (0.143) | 14 |
| 9 | 0.722 | 7 | 0.817 (0.333) | 11 | 1 (0.667) | 1 | 0.939 (0.571) | 2 | 0.600 (0.286) | 8 | 0.099 (0.143) | 12 |
| 10 | 0.791 | 5 | 0.772 (0.333) | 14 | 1 (0.667) | 1 | 0.924 (0.444) | 3 | 0.826 (0.444) | 6 | 0.116 (0.111) | 11 |
| 11 | 0.869 | 1 | 1 (0.667) | 1 | 0.992 (0.333) | 3 | 0.998 (0.444) | 1 | 0.877 (0.444) | 5 | 0.324 (0.111) | 3 |
| 12 | 0.848 | 2 | 1 (0.667) | 1 | 0.613 (0.333) | 9 | 0.871 (0.444) | 5 | 0.995 (0.444) | 4 | 0.167 (0.111) | 6 |
| 13 | 0.510 | 15 | 0.855 (0.667) | 9 | 0.473 (0.333) | 11 | 0.727 (0.571) | 13 | 0.251 (0.286) | 16 | 0.159 (0.143) | 9 |
| 14 | 0.820 | 3 | 0.720 (0.333) | 16 | 0.823 (0.667) | 5 | 0.788 (0.286) | 6 | 1 (0.571) | 1 | 0.162 (0.143) | 7 |
| 15 | 0.535 | 14 | 0.820 (0.667) | 10 | 0.722 (0.333) | 7 | 0.787 (0.571) | 7 | 0.228 (0.286) | 17 | 0.138 (0.143) | 10 |
| 16 | 0.575 | 11 | 0.529 (0.667) | 19 | 0.473 (0.333) | 10 | 0.510 (0.333) | 20 | 0.213 (0.333) | 18 | 1 (0.333) | 1 |
| 17 | 0.633 | 8 | 0.886 (0.667) | 7 | 0.879 (0.333) | 4 | 0.884 (0.571) | 4 | 0.400 (0.286) | 12 | 0.097 (0.143) | 13 |
| 18 | 0.493 | 16 | 0.716 (0.667) | 17 | 0.438 (0.333) | 12 | 0.623 (0.571) | 18 | 0.398 (0.286) | 13 | 0.161 (0.143) | 8 |
| 19 | 0.797 | 4 | 0.437 (0.333) | 20 | 0.753 (0.667) | 6 | 0.648 (0.286) | 17 | 1 (0.571) | 1 | 0.281 (0.143) | 4 |
| 20 | 0.620 | 9 | 0.783 (0.667) | 12 | 0.436 (0.333) | 13 | 0.668 (0.500) | 15 | 0.466 (0.250) | 10 | 0.680 (0.250) | 2 |

Table 5 Optimal multipliers result of the proposed maxmin model (9)

| Univ. | $v_{1}$ | $v_{2}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $u_{5}$ | $u_{6}$ | $u_{7}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $\mathbf{0}$ | 6.316 | 0.538 | 1.703 | 0.148 | 0.396 | 3.075 | 0.327 | 0.415 |
| 2 | 0.223 | 2.005 | $\mathbf{0}$ | 1.952 | 0.099 | 0.258 | 0.521 | 0.037 | 0.137 |
| 3 | $\mathbf{0}$ | 1.324 | 0.349 | 0.443 | $\mathbf{0}$ | 0.252 | 0.322 | 0.034 | 0.087 |
| 4 | 0.564 | 1.481 | 0.081 | 1.477 | 0.000 | 0.318 | 0.443 | 0.000 | 0.110 |
| 5 | $\mathbf{0}$ | 3.362 | $\mathbf{0}$ | 1.537 | $\mathbf{0}$ | 0.320 | 0.000 | 1.729 | 0.221 |
| 6 | 0.025 | $\mathbf{0}$ | 1.386 | 4.691 | 0.394 | 0.483 | 1.221 | 0.000 | 0.376 |
| 7 | 6.730 | 0.000 | 0.575 | 1.945 | 0.000 | 0.427 | 0.000 | 0.481 | 0.156 |
| 8 | 14.068 | 0.367 | 1.396 | 4.071 | 0.359 | 0.465 | 1.157 | 0.000 | 0.350 |
| 9 | $\mathbf{0}$ | 2.813 | 0.371 | 0.471 | 0.264 | 0.703 | 0.685 | 0.073 | 0.185 |
| 10 | 0.949 | 2.492 | 0.287 | 0.452 | 0.196 | 0.560 | 1.161 | 0.000 | 0.144 |
| 11 | 18.680 | $\mathbf{0}$ | 1.453 | 2.072 | 0.353 | 0.433 | 2.185 | $\mathbf{0}$ | 0.337 |
| 12 | $\mathbf{0}$ | 3.384 | 0.693 | 0.881 | 0.123 | 0.330 | 1.281 | 0.136 | 0.173 |
| 13 | 9.123 | 0.318 | 1.212 | 0.000 | 0.236 | 0.312 | 0.000 | 0.734 | 0.232 |
| 14 | 11.946 | $\mathbf{0}$ | 0.341 | $\mathbf{0}$ | 0.290 | 0.356 | 1.796 | $\mathbf{0}$ | 0.277 |
| 15 | 4.070 | 0.106 | 0.404 | 1.177 | 0.104 | 0.134 | 0.335 | $\mathbf{0}$ | 0.101 |
| 16 | 2.429 | 0.085 | 0.188 | $\mathbf{0}$ | 0.037 | 0.048 | $\mathbf{0}$ | 0.228 | 0.144 |
| 17 | 11.159 | $\mathbf{0}$ | 0.953 | 3.225 | 0.271 | 0.332 | $\mathbf{0}$ | 0.797 | 0.259 |
| 18 | 6.343 | 0.165 | 0.630 | 1.835 | 0.161 | 0.210 | 0.522 | $\mathbf{0}$ | 0.158 |
| 19 | $\mathbf{0}$ | 4.780 | 0.358 | $\mathbf{0}$ | 0.224 | 0.600 | $\mathbf{0}$ | 2.458 | 0.314 |
| 20 | 9.783 | 0.341 | 1.138 | $\mathbf{0}$ | 0.222 | 0.292 | 0.724 | $\mathbf{0}$ | 0.436 |

Recalling that in our proposed approach, the weights to aggregate the individual cross-efficiencies into a final cross-efficiency score for each DMU and sub-unit are derived by formula (7) as part of the CRITIC method, see Sect. 3.2. To achieve that, we firstly obtain the matrix of relative scores for each of the four sub-units (Under-graduate-Teaching, Graduate-Teaching, Research, Service), in order to identify the corresponding standard deviations. A symmetric matrix for each of those sub-units is depicted in the Appendix section (Tables 9, 10, 11 and 12). In these matrices, the last two rows indicate the information value and the final weight of each criterionDMU; these two correspond to formulae (6) \& (7), respectively.

The weights derived via formula (7) are used to compute the final cross-efficiency score of each of the four bottom-level sub-units $e_{j}^{T-U}, e_{j}^{T-G}, e_{j}^{R}, e_{j}^{S}$ for the 20 universities (see Table 7). For detecting the inefficiency under a hierarchical system, the proposed additive aggregation model is used to aggregate the two Teaching sub-units ( $e_{j}^{T-U}, e_{j}^{T-G}$ ) into the Teaching $\left(e_{j}^{T}\right)$. The latter is also combined with Research $\left(e_{j}^{R}\right)$ and Services $\left(e_{j}^{S}\right)$ sub-units to obtain the final cross-efficiency score for the overall system $\left(e_{j}^{N W}\right)$ (see Table 7).

Compared with the results of the self-evaluation model (see Table 4), the proposed CRITIC cross-efficiency model demonstrates a higher level of discriminatory

Table 6 System and sub-unit efficiencies for the arithmetic average cross-efficiency model (Liu et al. 2022)

| Univ. | $e_{j}^{\mathrm{NW}}$ | Rank | $e_{j}^{\mathrm{T}-\mathrm{U}}$ | Rank | $e_{j}^{\mathrm{T}-\mathrm{G}}$ | Rank | $e_{j}^{\mathrm{T}}$ | Rank | $e_{j}^{\mathrm{R}}$ | Rank | $e_{j}^{\mathrm{S}}$ | Rank |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.498 | 8 | 0.852 | 2 | 0.203 | 20 | 0.636 | 8 | 0.551 | 5 | 0.012 | 18 |
| 2 | 0.390 | 17 | 0.843 | 3 | 0.215 | 19 | 0.634 | 9 | 0.094 | 20 | 0.005 | 20 |
| 3 | 0.374 | 20 | 0.709 | 8 | 0.305 | 16 | 0.574 | 11 | 0.151 | 19 | 0.015 | 16 |
| 4 | 0.389 | 19 | 0.681 | 9 | 0.328 | 15 | 0.563 | 14 | 0.231 | 15 | 0.006 | 19 |
| 5 | 0.429 | 13 | 0.574 | 16 | 0.244 | 18 | 0.464 | 18 | 0.515 | 7 | 0.013 | 17 |
| 6 | 0.449 | 12 | 0.667 | 10 | 0.377 | 14 | 0.571 | 12 | 0.406 | 10 | 0.050 | 15 |
| 7 | 0.418 | 14 | 0.579 | 15 | 0.460 | 9 | 0.539 | 16 | 0.267 | 13 | 0.233 | 4 |
| 8 | 0.389 | 18 | 0.712 | 7 | 0.272 | 17 | 0.565 | 13 | 0.176 | 18 | 0.110 | 12 |
| 9 | 0.648 | 4 | 0.741 | 5 | 0.930 | 2 | 0.867 | 2 | 0.486 | 8 | 0.093 | 13 |
| 10 | 0.745 | 2 | 0.741 | 4 | 1 | 1 | 0.914 | 1 | 0.732 | 3 | 0.119 | 11 |
| 11 | 0.645 | 5 | 0.732 | 6 | 0.750 | 3 | 0.738 | 4 | 0.646 | 4 | 0.263 | 3 |
| 12 | 0.689 | 3 | 0.862 | 1 | 0.552 | 7 | 0.758 | 3 | 0.753 | 2 | 0.155 | 6 |
| 13 | 0.413 | 15 | 0.649 | 12 | 0.432 | 11 | 0.577 | 10 | 0.217 | 16 | 0.148 | 8 |
| 14 | 0.781 | 1 | 0.554 | 18 | 0.716 | 4 | 0.662 | 6 | 0.999 | 1 | 0.146 | 9 |
| 15 | 0.465 | 11 | 0.654 | 11 | 0.679 | 6 | 0.662 | 5 | 0.237 | 14 | 0.133 | 10 |
| 16 | 0.548 | 6 | 0.431 | 19 | 0.441 | 10 | 0.434 | 20 | 0.209 | 17 | 1 | 1 |
| 17 | 0.465 | 10 | 0.621 | 13 | 0.689 | 5 | 0.644 | 7 | 0.302 | 12 | 0.078 | 14 |
| 18 | 0.411 | 16 | 0.566 | 17 | 0.395 | 12 | 0.509 | 17 | 0.344 | 11 | 0.153 | 7 |
| 19 | 0.473 | 9 | 0.281 | 20 | 0.539 | 8 | 0.453 | 19 | 0.550 | 6 | 0.207 | 5 |
| 20 | 0.541 | 7 | 0.616 | 14 | 0.395 | 12 | 0.542 | 15 | 0.433 | 9 | 0.648 | 2 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

power in the evaluation process, that is a unique ranking order of the involved DMUs is attained. For instance, universities 1, 2, 11, and 12 for Undergraduate-Teaching sub-unit are evaluated as relatively efficient with respect to the self-evaluation model and cannot be further distinguished, while both universities $9 \& 10$ are efficient for Graduate-Teaching sub-unit (see Table 4). At this point, bias triggered by the selfevaluation model is observed, regarding the efficiency score for university 11; this is due to being ranked first (1) and third (0.992) for its Undergraduate and Graduate sub-units respectively, with the aggregated efficiency of its Teaching department ranked first ( 0.998 ). This self-evaluated result can be prejudiced when lacking appropriate consideration of peer opinions; this could make the measurement result unfair and in turn less acceptable to DMUs involved in the process. When taking into account the peer-evaluation process, the final cross-efficiency score, for instance, of the Undergraduate-Teaching sub-unit of university 11 is 0.571 , ranked in the 7th place (see Table 7). This appears to be more rational considering that its information value was relatively low (1.614) in comparison to the corresponding values of the other evaluators, see Table 9 in the Appendix.

The results of the arithmetic average cross-efficiency model, which coincides with the neutral cross-efficiency approach proposed by Liu et al. (2022) (see Table 6), are compared to the proposed CRITIC aggregation method (see

Table 7 System and sub-unit efficiencies for the proposed CRITIC cross-efficiency model

| Univ. | $e_{j}^{\mathrm{NW}}$ | Rank | $e_{j}^{\mathrm{T}-\mathrm{U}}$ | Rank | $e_{j}^{\mathrm{T}-\mathrm{G}}$ | Rank | $e_{j}^{\mathrm{T}}$ | Rank | $e_{j}^{\mathrm{R}}$ | Rank | $e_{j}^{\mathrm{S}}$ | Rank |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.422 | 9 | 0.759 | 2 | 0.013 | 20 | 0.511 | 7 | 0.489 | 7 | 0.007 | 18 |
| 2 | 0.275 | 17 | 0.716 | 3 | 0.026 | 19 | 0.486 | 8 | 0.001 | 20 | 0.000 | 20 |
| 3 | 0.263 | 19 | 0.577 | 6 | 0.141 | 16 | 0.431 | 10 | 0.061 | 19 | 0.011 | 16 |
| 4 | 0.266 | 18 | 0.504 | 9 | 0.172 | 15 | 0.394 | 12 | 0.151 | 15 | 0.002 | 19 |
| 5 | 0.353 | 11 | 0.365 | 17 | 0.064 | 18 | 0.264 | 19 | 0.490 | 6 | 0.008 | 17 |
| 6 | 0.319 | 13 | 0.464 | 12 | 0.220 | 14 | 0.383 | 14 | 0.339 | 10 | 0.046 | 15 |
| 7 | 0.294 | 15 | 0.367 | 15 | 0.327 | 9 | 0.354 | 16 | 0.216 | 13 | 0.227 | 4 |
| 8 | 0.256 | 20 | 0.540 | 8 | 0.090 | 17 | 0.390 | 13 | 0.091 | 18 | 0.069 | 14 |
| 9 | 0.593 | 4 | 0.612 | 4 | 0.903 | 2 | 0.806 | 2 | 0.442 | 8 | 0.089 | 12 |
| 10 | 0.706 | 2 | 0.606 | 5 | 1 | 1 | 0.869 | 1 | 0.707 | 3 | 0.114 | 11 |
| 11 | 0.544 | 5 | 0.571 | 7 | 0.666 | 3 | 0.603 | 4 | 0.570 | 4 | 0.256 | 3 |
| 12 | 0.633 | 3 | 0.788 | 1 | 0.446 | 7 | 0.674 | 3 | 0.728 | 2 | 0.151 | 6 |
| 13 | 0.296 | 14 | 0.479 | 11 | 0.288 | 11 | 0.415 | 11 | 0.144 | 16 | 0.143 | 8 |
| 14 | 0.738 | 1 | 0.350 | 18 | 0.636 | 4 | 0.540 | 5 | 0.999 | 1 | 0.141 | 9 |
| 15 | 0.360 | 10 | 0.486 | 10 | 0.596 | 5 | 0.523 | 6 | 0.163 | 14 | 0.128 | 10 |
| 16 | 0.453 | 6 | 0.190 | 19 | 0.301 | 10 | 0.227 | 20 | 0.137 | 17 | 1.000 | 1 |
| 17 | 0.344 | 12 | 0.411 | 14 | 0.596 | 6 | 0.473 | 9 | 0.233 | 12 | 0.073 | 13 |
| 18 | 0.280 | 16 | 0.365 | 16 | 0.242 | 12 | 0.324 | 17 | 0.267 | 11 | 0.148 | 7 |
| 19 | 0.424 | 8 | 0.002 | 20 | 0.440 | 8 | 0.294 | 18 | 0.550 | 5 | 0.207 | 5 |
| 20 | 0.436 | 7 | 0.435 | 13 | 0.242 | 12 | 0.371 | 15 | 0.370 | 9 | 0.644 | 2 |

Table 7). Note that either of the results have been determined via the optimal multipliers of Table 5. Based on Spearman rank correlation coefficient test, it can be concluded that the rankings of the overall systems obtained from the CRITIC (Table 7) and the arithmetic average method (Table 6) are not significantly different, with $s_{r}=0.9864$ at the 0.01 significance level. In addition, the efficiency scores of the three models-self-evaluation model (Kao 2015), neutral crossefficiency model (Liu et al. 2022), and the proposed CRITIC cross-efficiency model-are compared through the line charts in Fig. 3.

It can be clearly seen that the self-evaluation scores are higher than those of the other two models since individual efficiency scores are overestimated excluding the peer opinions. In this scenario, decision-makers confront the challenge of discerning inefficient components. For example, when examining the Research sub-unit of DMU19 in Table 4, it initially shows a self-assessed score of 1 (indicating strong efficiency). However, this score decreases to 0.55 in Table 6 and 7 when incorporating peer opinions. Additionally, the traditional arithmetic method used to aggregate the cross-efficiency matrix lacks comprehensive validation, as pointed out by Soltanifar and Sharafi (2021), who highlight the absence of mechanisms like a voting process. This absence hinders us from obtaining an accurate reflection of DMU's performance. For instance, the Undergraduate sub-unit of


Fig. 3 Comparison of the efficiency scores of 20 Universities for the three models for the a overall system, b Teaching, cesearch, and d Services units and Teaching sub-units e Undergraduate and f Graduate

DMU5 has an average cross-efficiency score of 0.574 in Table 6. Nevertheless, a noticeable minority of DMUs $3,9,13,14,16,19$, and 20 indicates lower scores of $0.117,0.111$, and 0.117 (see Appendix 9), resulting in a CRITIC cross-efficiency of 0.365 in Table 7. Notably, although not universally lower, the Service sub-unit of DMU19 shows an increased score (0.20712) in Table 7 compared to Table 6 (0.2065). Consequently, this empirical case illustrates a prevailing trend of reduced efficiency when compared to both self-evaluation and the arithmetic average cross-efficiency approaches.

The advantageous points of our proposed CRITIC peer-appraisal approach over the arithmetic average cross-efficiency model are presented below. Firstly, the proposed methodology emphasizes a meticulously documented measurement outcome by providing incentives for less-mainstream viewpoints, thereby resulting in a more extensive efficiency range compared to the one obtained through simple arithmetic average, as depicted in Fig. 3 (c,e,f). Secondly, the CRITIC model seamlessly aligns with the configuration of the single-stage hierarchical network, effectively meeting
the requirement for accommodating minority peer opinions, while promoting the values of diversity and inclusion (Kremantzis et al. 2022a, b). Moreover, in scenarios where minority opinions are lacking, such as within the Service sub-unit, the final cross-efficiency scores obtained through the CRITIC approach closely approximate the corresponding results of the conventional average method for each unit, see Fig. 3d. Lastly, the enhancement of weight distribution was achieved through the reduction of zero weights, which significantly contributed to fostering greater equity in the outcomes for the universities under investigation. The optimal multipliers derived from the proposed maxmin model (Table 5) have, in addition, been amalgamated with the CRITIC method to reach a higher level of discriminatory power and, in turn, a more meaningful ranking. It is important to note that the final rankings derived from our proposed CRITIC cross-efficiency model exhibit congruence with those obtained from Kao's (2015) and Liu et al.'s (2022) models, as demonstrated in Fig. 3.

## 5 Conclusions and future research

Hierarchical network structures have garnered significant acceptance among scholars due to their ability to accurately depict internal procedures and systematically measure and evaluate performance. However, these structures have not received considerable attention in the pursuit of fairer results that take into account the perspectives of peer evaluators. In this study, we extend the idea of the single-stage hierarchical network self-evaluation DEA model proposed by Kao (2015) by incorporating a cross-efficiency context; this has been achieved by introducing an original combination of a maxmin secondary objective model and the CRITIC multi-criteria decision-making method that aggregates opposing viewpoints.

Under the prism of this hierarchical system, our proposed maxmin secondary model addresses the issue of non-uniqueness in optimal multipliers obtained from the self-evaluated model (2). By doing so, it effectively diminishes the prevalence of unrealistic weights assigned to input/output factors and enhances the ability to distinguish efficiently the performing DMUs. This study further explains the applicability of the CRITIC cross-efficiency method when applied to a traditional hierar-chical-patterned network system, leading to improved fairness, in comparison to the corresponding results obtained from Liu et al.'s (2022) arithmetic average cross-efficiency method. Since our proposed approach has no preference over being benevolent or aggressive, it can be considered as neutral. According to our study's result, the proposed approach is more likely to provide a comprehensive and unique ranking order, due to its nature of supporting diversified and inclusive opinions.

### 5.1 Managerial implications

In addition to its current application in assessing the relative performance of universities, our proposed cross-efficiency hierarchical network DEA model holds the potential for wide implementation across various domains and sectors. For instance,
the resource allocation for different types of service lines for a city transportation enterprise could be explored by the proposed model. Similar to the hierarchical structure of university departments, a city transportation company can have internal services including coach and bus which consume similar inputs (expenditures, seats) to produce dedicated outcomes (miles, passengers, revenue). The same case of transportation system can also take environmental and social production elements into consideration for sustainability assessment by evaluating undesirable environmental outputs (carbon emission), and social outputs (employment, security) in addition to economic elements. It is also possible to facilitate the strategic management in terms of considering the internal mechanisms of the entire system by identifying those inefficient units which require additional support. Finally, our suggested model could be implemented for the evaluation of the sustainable development of airlines, supply chains, and transportation frameworks, with a view to ensuring more acceptable results for the stakeholders involved.

### 5.2 Future pathways and limitations

The modeling approach presented in this study is under the Constant Returns to Scale (CRS) assumption. This assumption may not hold true in real-world scenarios where processes may incur increasing or decreasing returns to scale; in particular, it has been identified that organisations experience economies of scale, wherein larger-scale hierarchical operations lead to more efficient resource utilisation and lower average costs. This can be extended to a Variable Returns to Scale (VRS) situation as a future pathway, expanding their applicability to other disciplines as well. For instance, VRS applications would be considered advantageous in the agricultural sector, where doubling the required inputs does not necessarily lead to double output. Secondly, the dataset involved in this study only makes use of real positive numbers which may be a restricting factor for cases where the data may be insufficient or include negative values (e.g., the assessment of enterprises with a negative annual net profit) or contain intervals. To this end, fuzzy numbers (Zimmermann 2011) could be used when the probability distribution is unknown. Another future pathway could be the integration of such a peer appraisal setting within more complicated hierarchical network forms, such as the hierarchy with two-stage processes (Zhang and Chen 2019) or the multi-level hierarchy embedded into a general twostage series structure (Gan et al. 2020) or the multi-function parallel network hierarchical system (Kremantzis et al. 2022a, b).

## Appendix

See Tables 8, 9, 10, 11 and 12 .
Table 8 Efficiency score and multipliers result of a three-level hierarchical structure, the model by Kao (2015)

| Univ | $E_{k}$ | $v_{1}$ | $v_{2}$ | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $u_{5}$ | $u_{6}$ | $u_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.790 | 0 | 0.017 | 0.002 | 0.003 | 0.000 | 0.001 | 0.008 | 0 | 0.001 |
| 2 | 0.474 | 0.001 | 0.011 | 0 | 0.011 | 0.001 | 0.001 | 0.003 | 0.000 | 0.001 |
| 3 | 0.479 | 0 | 0.020 | 0.005 | 0.007 | 0 | 0.004 | 0.005 | 0.001 | 0.001 |
| 4 | 0.470 | 0.005 | 0.013 | 0.001 | 0.013 | 0 | 0.003 | 0.004 | 0 | 0.001 |
| 5 | 0.558 | 0 | 0.011 | 0 | 0.005 | 0 | 0.001 | 0 | 0.005 | 0.001 |
| 6 | 0.564 | 0.033 | 0 | 0.003 | 0.010 | 0.001 | 0.001 | 0.003 | 0 | 0.001 |
| 7 | 0.600 | 0.067 | 0 | 0.006 | 0.019 | 0 | 0.004 | 0 | 0.005 | 0.002 |
| 8 | 0.486 | 0.046 | 0.001 | 0.005 | 0.013 | 0.001 | 0.002 | 0.004 | 0 | 0.001 |
| 9 | 0.722 | 0 | 0.007 | 0.001 | 0.001 | 0.001 | 0.000 | 0.002 | 0.000 | 0.001 |
| 10 | 0.791 | 0.002 | 0.005 | 0.001 | 0.001 | 0.000 | 0.001 | 0.002 | 0 | 0.000 |
| 11 | 0.869 | 0.067 | 0 | 0.006 | 0.000 | 0.001 | 0.002 | 0.008 | 0 | 0.001 |
| 12 | 0.848 | 0 | 0.009 | 0.002 | 0 | 0.000 | 0.001 | 0.003 | 0.000 | 0.001 |
| 13 | 0.510 | 0.045 | 0.001 | 0.006 | 0 | 0.001 | 0.002 | 0 | 0.004 | 0.001 |
| 14 | 0.820 | 0.040 | 0 | 0.001 | 0 | 0.001 | 0.001 | 0.001 | 0.004 | 0.001 |
| 15 | 0.535 | 0.026 | 0.001 | 0.003 | 0.008 | 0.001 | 0.001 | 0.002 | 0 | 0.001 |
| 16 | 0.575 | 0.030 | 0.001 | 0.002 | 0 | 0.001 | 0.001 | 0 | 0.003 | 0.002 |
| 17 | 0.633 | 0.040 | 0 | 0.003 | 0.012 | 0.001 | 0.001 | 0 | 0.003 | 0.001 |
| 18 | 0.493 | 0.046 | 0.001 | 0.005 | 0.013 | 0.001 | 0.002 | 0.004 | 0 | 0.001 |
| 19 | 0.797 | 0 | 0.011 | 0.001 | 0 | 0.001 | 0.001 | 0 | 0.006 | 0.001 |
| 20 | 0.620 | 0.045 | 0.002 | 0.005 | 0 | 0.001 | 0.001 | 0.003 | 0 | 0.002 |

Table 9 Transposed matrix of relative score and weight result for Undergraduate-Teaching sub-unit

| DUMs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.859 | 0.859 | 0.878 | 1.000 | 1.000 | 0.849 | 1.000 | 0.333 | 0.295 | 0.878 | 0.333 | 0.859 | 0.878 | 0.523 | 0.333 |
| 2 | 0.976 | 1.000 | 0.735 | 1.000 | 0.986 | 1.000 | 1.000 | 1.000 | 0.735 | 0.821 | 0.987 | 0.735 | 0.291 | 0.267 | 1.000 | 0.291 | 1.000 | 1.000 | 0.241 | 0.291 |
| 3 | 0.416 | 0.406 | 0.766 | 0.464 | 0.400 | 0.669 | 0.669 | 0.704 | 0.766 | 0.764 | 0.665 | 0.766 | 0.519 | 0.467 | 0.704 | 0.519 | 0.669 | 0.704 | 0.635 | 0.519 |
| 4 | 0.688 | 0.710 | 0.464 | 0.708 | 0.698 | 0.739 | 0.739 | 0.737 | 0.464 | 0.546 | 0.730 | 0.464 | 0.216 | 0.200 | 0.737 | 0.216 | 0.739 | 0.737 | 0.119 | 0.216 |
| 5 | 0.562 | 0.584 | 0.286 | 0.571 | 0.575 | 0.561 | 0.561 | 0.554 | 0.286 | 0.367 | 0.553 | 0.286 | 0.117 | 0.111 | 0.554 | 0.117 | 0.561 | 0.554 | 0.000 | 0.117 |
| 6 | 0.392 | 0.418 | 0.217 | 0.440 | 0.400 | 0.889 | 0.889 | 0.870 | 0.217 | 0.340 | 0.880 | 0.217 | 0.410 | 0.400 | 0.870 | 0.410 | 0.889 | 0.870 | 0.032 | 0.410 |
| 7 | 0.077 | 0.086 | 0.077 | 0.117 | 0.077 | 0.701 | 0.701 | 0.698 | 0.077 | 0.180 | 0.699 | 0.077 | 0.605 | 0.600 | 0.698 | 0.605 | 0.701 | 0.698 | 0.076 | 0.605 |
| 8 | 0.246 | 0.255 | 0.329 | 0.305 | 0.242 | 0.920 | 0.920 | 0.925 | 0.329 | 0.432 | 0.915 | 0.329 | 0.692 | 0.667 | 0.925 | 0.692 | 0.920 | 0.925 | 0.252 | 0.692 |
| 9 | 0.261 | 0.251 | 0.677 | 0.329 | 0.242 | 0.795 | 0.795 | 0.837 | 0.677 | 0.714 | 0.793 | 0.677 | 0.745 | 0.685 | 0.837 | 0.745 | 0.795 | 0.837 | 0.635 | 0.745 |
| 10 | 0.171 | 0.163 | 0.560 | 0.242 | 0.154 | 0.851 | 0.851 | 0.890 | 0.560 | 0.621 | 0.850 | 0.560 | 0.855 | 0.800 | 0.890 | 0.855 | 0.851 | 0.890 | 0.560 | 0.855 |
| 11 | 0.051 | 0.053 | 0.218 | 0.107 | 0.044 | 1.000 | 1.000 | 1.000 | 0.218 | 0.325 | 1.000 | 0.218 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.252 | 1.000 |
| 12 | 0.257 | 0.232 | 1.000 | 0.350 | 0.224 | 0.934 | 0.934 | 1.000 | 1.000 | 1.000 | 0.933 | 1.000 | 1.000 | 0.911 | 1.000 | 1.000 | 0.934 | 1.000 | 1.000 | 1.000 |
| 13 | 0.055 | 0.052 | 0.305 | 0.110 | 0.044 | 0.741 | 0.741 | 0.768 | 0.305 | 0.384 | 0.742 | 0.305 | 0.800 | 0.767 | 0.768 | 0.800 | 0.741 | 0.768 | 0.348 | 0.800 |
| 14 | 0.006 | 0.006 | 0.136 | 0.047 | 0.000 | 0.586 | 0.586 | 0.604 | 0.136 | 0.219 | 0.587 | 0.136 | 0.646 | 0.627 | 0.604 | 0.646 | 0.586 | 0.604 | 0.188 | 0.646 |
| 15 | 0.110 | 0.106 | 0.375 | 0.167 | 0.098 | 0.724 | 0.724 | 0.753 | 0.375 | 0.445 | 0.724 | 0.375 | 0.735 | 0.695 | 0.753 | 0.735 | 0.724 | 0.753 | 0.391 | 0.734 |
| 16 | 0.011 | 0.014 | 0.045 | 0.037 | 0.009 | 0.333 | 0.333 | 0.346 | 0.045 | 0.113 | 0.333 | 0.045 | 0.349 | 0.333 | 0.346 | 0.349 | 0.333 | 0.346 | 0.083 | 0.349 |
| 17 | 0.075 | 0.088 | 0.026 | 0.115 | 0.077 | 0.848 | 0.848 | 0.825 | 0.026 | 0.143 | 0.846 | 0.026 | 0.692 | 0.707 | 0.825 | 0.692 | 0.848 | 0.825 | 0.021 | 0.692 |
| 18 | 0.065 | 0.067 | 0.200 | 0.109 | 0.059 | 0.592 | 0.592 | 0.610 | 0.200 | 0.278 | 0.592 | 0.200 | 0.592 | 0.567 | 0.610 | 0.592 | 0.592 | 0.610 | 0.222 | 0.592 |
| 19 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.039 | 0.000 |
| 20 | 0.069 | 0.067 | 0.294 | 0.121 | 0.059 | 0.667 | 0.667 | 0.693 | 0.294 | 0.367 | 0.667 | 0.294 | 0.701 | 0.667 | 0.693 | 0.701 | 0.667 | 0.693 | 0.325 | 0.701 |
| SD | 0.302 | 0.307 | 0.301 | 0.293 | 0.307 | 0.231 | 0.231 | 0.234 | 0.301 | 0.279 | 0.229 | 0.301 | 0.272 | 0.263 | 0.234 | 0.272 | 0.231 | 0.234 | 0.256 | 0.272 |
| Conflict | 10.904 | 10.925 | 7.619 | 10.544 | 11.006 | 6.928 | 6.928 | 6.388 | 7.619 | 7.472 | 7.043 | 7.619 | 12.369 | 12.725 | 6.287 | 12.433 | 6.928 | 6.217 | 9.845 | 12.369 |
| Information | 3.293 | 3.357 | 2.295 | 3.089 | 3.376 | 1.597 | 1.597 | 1.492 | 2.295 | 2.088 | 1.614 | 2.295 | 3.366 | 3.340 | 1.468 | 3.383 | 1.597 | 1.452 | 2.516 | 3.365 |
| Weight | 0.067 | 0.069 | 0.047 | 0.063 | 0.069 | 0.033 | 0.033 | 0.031 | 0.047 | 0.043 | 0.033 | 0.047 | 0.069 | 0.068 | 0.030 | 0.069 | 0.033 | 0.030 | 0.051 | 0.069 |

Table 10 Transposed matrix of relative score and weight result for Graduate-Teaching sub-unit

| DUMs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.027 | 0.016 | 0.045 | 0.016 | 0.045 | 0.000 | 0.000 | 0.000 | 0.027 | 0.002 | 0.000 | 0.027 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.027 | 0.000 |
| 2 | 0.013 | 0.006 | 0.027 | 0.009 | 0.027 | 0.038 | 0.028 | 0.036 | 0.013 | 0.000 | 0.038 | 0.013 | 0.036 | 0.038 | 0.036 | 0.036 | 0.038 | 0.036 | 0.013 | 0.036 |
| 3 | 0.168 | 0.157 | 0.211 | 0.181 | 0.211 | 0.105 | 0.129 | 0.107 | 0.168 | 0.142 | 0.105 | 0.168 | 0.108 | 0.105 | 0.107 | 0.108 | 0.105 | 0.107 | 0.168 | 0.108 |
| 4 | 0.188 | 0.178 | 0.295 | 0.268 | 0.295 | 0.118 | 0.209 | 0.121 | 0.188 | 0.163 | 0.118 | 0.188 | 0.122 | 0.118 | 0.121 | 0.122 | 0.118 | 0.121 | 0.188 | 0.122 |
| 5 | 0.060 | 0.051 | 0.116 | 0.094 | 0.116 | 0.050 | 0.084 | 0.050 | 0.060 | 0.042 | 0.050 | 0.060 | 0.050 | 0.050 | 0.050 | 0.050 | 0.050 | 0.050 | 0.060 | 0.050 |
| 6 | 0.138 | 0.140 | 0.096 | 0.097 | 0.096 | 0.320 | 0.209 | 0.309 | 0.138 | 0.149 | 0.320 | 0.138 | 0.305 | 0.320 | 0.309 | 0.305 | 0.320 | 0.309 | 0.138 | 0.305 |
| 7 | 0.204 | 0.205 | 0.342 | 0.357 | 0.342 | 0.373 | 0.585 | 0.361 | 0.204 | 0.213 | 0.373 | 0.204 | 0.358 | 0.373 | 0.361 | 0.358 | 0.373 | 0.361 | 0.204 | 0.358 |
| 8 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.179 | 0.125 | 0.168 | 0.000 | 0.009 | 0.179 | 0.000 | 0.165 | 0.179 | 0.168 | 0.165 | 0.179 | 0.168 | 0.000 | 0.165 |
| 9 | 1.000 | 1.000 | 0.591 | 0.572 | 0.591 | 1.000 | 0.505 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| 10 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| 11 | 0.420 | 0.432 | 0.273 | 0.292 | 0.273 | 0.991 | 0.611 | 0.935 | 0.420 | 0.464 | 0.991 | 0.420 | 0.919 | 0.991 | 0.935 | 0.919 | 0.991 | 0.935 | 0.420 | 0.919 |
| 12 | 0.486 | 0.479 | 0.479 | 0.458 | 0.479 | 0.417 | 0.395 | 0.421 | 0.486 | 0.468 | 0.417 | 0.486 | 0.422 | 0.417 | 0.421 | 0.422 | 0.417 | 0.421 | 0.486 | 0.422 |
| 13 | 0.195 | 0.196 | 0.182 | 0.186 | 0.182 | 0.385 | 0.319 | 0.373 | 0.195 | 0.207 | 0.385 | 0.195 | 0.369 | 0.385 | 0.373 | 0.369 | 0.385 | 0.373 | 0.195 | 0.369 |
| 14 | 0.521 | 0.527 | 0.434 | 0.445 | 0.434 | 0.789 | 0.611 | 0.769 | 0.521 | 0.544 | 0.789 | 0.521 | 0.763 | 0.789 | 0.769 | 0.763 | 0.789 | 0.769 | 0.521 | 0.763 |
| 15 | 0.545 | 0.547 | 0.479 | 0.481 | 0.479 | 0.676 | 0.556 | 0.668 | 0.545 | 0.556 | 0.676 | 0.545 | 0.665 | 0.676 | 0.668 | 0.665 | 0.676 | 0.668 | 0.545 | 0.665 |
| 16 | 0.269 | 0.269 | 0.176 | 0.170 | 0.176 | 0.376 | 0.222 | 0.371 | 0.269 | 0.274 | 0.376 | 0.269 | 0.369 | 0.376 | 0.371 | 0.369 | 0.376 | 0.371 | 0.269 | 0.369 |
| 17 | 0.359 | 0.368 | 0.311 | 0.333 | 0.311 | 0.857 | 0.689 | 0.808 | 0.359 | 0.395 | 0.857 | 0.359 | 0.793 | 0.857 | 0.808 | 0.793 | 0.857 | 0.808 | 0.359 | 0.793 |
| 18 | 0.168 | 0.169 | 0.119 | 0.118 | 0.119 | 0.339 | 0.222 | 0.328 | 0.168 | 0.178 | 0.339 | 0.168 | 0.325 | 0.339 | 0.328 | 0.325 | 0.339 | 0.328 | 0.168 | 0.325 |
| 19 | 0.672 | 0.639 | 0.576 | 0.488 | 0.576 | 0.288 | 0.222 | 0.300 | 0.672 | 0.578 | 0.288 | 0.672 | 0.304 | 0.288 | 0.300 | 0.304 | 0.288 | 0.300 | 0.672 | 0.304 |
| 20 | 0.168 | 0.169 | 0.119 | 0.118 | 0.119 | 0.339 | 0.222 | 0.328 | 0.168 | 0.178 | 0.339 | 0.168 | 0.325 | 0.339 | 0.328 | 0.325 | 0.339 | 0.328 | 0.168 | 0.325 |
| Variance | 0.290 | 0.290 | 0.239 | 0.237 | 0.239 | 0.327 | 0.255 | 0.319 | 0.290 | 0.289 | 0.327 | 0.290 | 0.317 | 0.327 | 0.319 | 0.317 | 0.327 | 0.319 | 0.290 | 0.317 |
| Conflict | 2.258 | 2.097 | 3.475 | 2.946 | 3.475 | 1.998 | 2.414 | 2.011 | 2.244 | 1.895 | 1.998 | 2.244 | 1.996 | 1.998 | 2.011 | 1.996 | 1.998 | 1.998 | 2.244 | 1.996 |
| Information | 0.654 | 0.608 | 0.830 | 0.700 | 0.830 | 0.654 | 0.615 | 0.641 | 0.650 | 0.548 | 0.654 | 0.650 | 0.632 | 0.654 | 0.641 | 0.632 | 0.654 | 0.637 | 0.650 | 0.632 |
| Weight | 0.050 | 0.046 | 0.063 | 0.053 | 0.063 | 0.050 | 0.047 | 0.049 | 0.049 | 0.042 | 0.050 | 0.049 | 0.048 | 0.050 | 0.049 | 0.048 | 0.050 | 0.048 | 0.049 | 0.048 |

Table 11 Transposed matrix of relative score and weight result for Research sub-unit

| DUMs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.000 | 1.000 | 1.000 | 1.000 | 0.043 | 0.474 | 0.019 | 0.500 | 1.000 | 1.000 | 0.474 | 1.000 | 0.020 | 0.472 | 0.500 | 0.020 | 0.019 | 0.500 | 0.043 | 0.508 |
| 2 | 0.000 | 0.000 | 0.000 | 0.000 | 0.003 | 0.000 | 0.003 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.003 | 0.000 | 0.000 | 0.003 | 0.003 | 0.000 | 0.003 | 0.000 |
| 3 | 0.124 | 0.125 | 0.124 | 0.127 | 0.000 | 0.066 | 0.000 | 0.069 | 0.124 | 0.127 | 0.066 | 0.124 | 0.000 | 0.065 | 0.069 | 0.000 | 0.000 | 0.069 | 0.000 | 0.070 |
| 4 | 0.214 | 0.217 | 0.215 | 0.220 | 0.052 | 0.134 | 0.032 | 0.139 | 0.215 | 0.220 | 0.134 | 0.215 | 0.033 | 0.133 | 0.139 | 0.033 | 0.411 | 0.139 | 0.052 | 0.141 |
| 5 | 0.578 | 0.573 | 0.592 | 0.534 | 0.705 | 0.312 | 0.411 | 0.325 | 0.592 | 0.534 | 0.312 | 0.592 | 0.431 | 0.313 | 0.325 | 0.431 | 0.411 | 0.325 | 0.705 | 0.329 |
| 6 | 0.354 | 0.364 | 0.360 | 0.372 | 0.302 | 0.377 | 0.285 | 0.378 | 0.360 | 0.372 | 0.377 | 0.360 | 0.287 | 0.377 | 0.378 | 0.287 | 0.285 | 0.378 | 0.302 | 0.378 |
| 7 | 0.032 | 0.029 | 0.041 | 0.003 | 0.440 | 0.085 | 0.495 | 0.080 | 0.041 | 0.003 | 0.085 | 0.041 | 0.488 | 0.087 | 0.080 | 0.488 | 0.495 | 0.080 | 0.440 | 0.078 |
| 8 | 0.048 | 0.052 | 0.051 | 0.054 | 0.113 | 0.109 | 0.116 | 0.106 | 0.051 | 0.054 | 0.109 | 0.051 | 0.116 | 0.110 | 0.106 | 0.116 | 0.116 | 0.106 | 0.113 | 0.105 |
| 9 | 0.517 | 0.521 | 0.527 | 0.509 | 0.505 | 0.368 | 0.357 | 0.378 | 0.527 | 0.509 | 0.368 | 0.527 | 0.369 | 0.368 | 0.378 | 0.369 | 0.357 | 0.378 | 0.505 | 0.381 |
| 10 | 0.785 | 0.798 | 0.800 | 0.794 | 0.720 | 0.669 | 0.600 | 0.679 | 0.800 | 0.794 | 0.669 | 0.800 | 0.612 | 0.669 | 0.679 | 0.612 | 0.600 | 0.679 | 0.720 | 0.682 |
| 11 | 0.570 | 0.594 | 0.576 | 0.635 | 0.309 | 0.864 | 0.411 | 0.839 | 0.576 | 0.635 | 0.864 | 0.576 | 0.397 | 0.862 | 0.839 | 0.397 | 0.411 | 0.839 | 0.309 | 0.832 |
| 12 | 0.982 | 0.992 | 0.994 | 0.987 | 0.648 | 0.669 | 0.439 | 0.690 | 0.994 | 0.987 | 0.669 | 0.994 | 0.455 | 0.668 | 0.690 | 0.455 | 0.439 | 0.690 | 0.648 | 0.696 |
| 13 | 0.061 | 0.062 | 0.066 | 0.054 | 0.244 | 0.109 | 0.242 | 0.106 | 0.066 | 0.054 | 0.109 | 0.066 | 0.243 | 0.110 | 0.106 | 0.243 | 0.242 | 0.106 | 0.244 | 0.105 |
| 14 | 0.980 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| 15 | 0.119 | 0.121 | 0.123 | 0.116 | 0.232 | 0.141 | 0.206 | 0.140 | 0.123 | 0.116 | 0.141 | 0.123 | 0.209 | 0.141 | 0.140 | 0.209 | 0.206 | 0.140 | 0.232 | 0.140 |
| 16 | 0.083 | 0.083 | 0.088 | 0.072 | 0.251 | 0.085 | 0.200 | 0.085 | 0.088 | 0.072 | 0.085 | 0.088 | 0.205 | 0.086 | 0.085 | 0.205 | 0.200 | 0.085 | 0.251 | 0.085 |
| 17 | 0.101 | 0.105 | 0.107 | 0.102 | 0.287 | 0.241 | 0.394 | 0.228 | 0.107 | 0.102 | 0.241 | 0.107 | 0.379 | 0.242 | 0.228 | 0.379 | 0.394 | 0.228 | 0.287 | 0.224 |
| 18 | 0.305 | 0.315 | 0.309 | 0.327 | 0.193 | 0.328 | 0.179 | 0.329 | 0.309 | 0.327 | 0.328 | 0.309 | 0.181 | 0.328 | 0.329 | 0.181 | 0.179 | 0.329 | 0.193 | 0.330 |
| 19 | 0.700 | 0.675 | 0.721 | 0.585 | 1.000 | 0.231 | 0.411 | 0.246 | 0.721 | 0.585 | 0.231 | 0.721 | 0.440 | 0.232 | 0.246 | 0.440 | 0.411 | 0.246 | 1.000 | 0.251 |
| 20 | 0.396 | 0.406 | 0.403 | 0.413 | 0.334 | 0.401 | 0.306 | 0.403 | 0.403 | 0.413 | 0.401 | 0.403 | 0.309 | 0.401 | 0.403 | 0.309 | 0.306 | 0.403 | 0.334 | 0.404 |
| Variance | 0.337 | 0.339 | 0.341 | 0.338 | 0.298 | 0.272 | 0.233 | 0.273 | 0.341 | 0.338 | 0.272 | 0.341 | 0.234 | 0.272 | 0.273 | 0.234 | 0.225 | 0.273 | 0.298 | 0.273 |
| Conflict | 4.150 | 3.911 | 3.980 | 3.774 | 6.437 | 3.588 | 6.916 | 3.432 | 3.980 | 3.757 | 3.606 | 3.980 | 6.999 | 3.576 | 3.432 | 6.999 | 7.275 | 3.449 | 6.437 | 3.454 |
| Information | 1.398 | 1.327 | 1.356 | 1.276 | 1.916 | 0.976 | 1.611 | 0.936 | 1.356 | 1.270 | 0.981 | 1.356 | 1.641 | 0.972 | 0.936 | 1.641 | 1.639 | 0.940 | 1.916 | 0.943 |
| Weight | 0.053 | 0.050 | 0.051 | 0.048 | 0.073 | 0.037 | 0.061 | 0.035 | 0.051 | 0.048 | 0.037 | 0.051 | 0.062 | 0.037 | 0.035 | 0.062 | 0.062 | 0.036 | 0.073 | 0.036 |

Table 12 Transposed matrix of relative score and weight result for Service sub-unit

| DUMs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.010 | 0.010 | 0.010 | 0.009 | 0.010 | 0.005 | 0.005 | 0.005 | 0.010 | 0.009 | 0.005 | 0.010 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.010 | 0.005 |
| 2 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| 3 | 0.013 | 0.013 | 0.013 | 0.012 | 0.013 | 0.009 | 0.009 | 0.009 | 0.013 | 0.012 | 0.009 | 0.013 | 0.009 | 0.009 | 0.009 | 0.009 | 0.009 | 0.009 | 0.013 | 0.009 |
| 4 | 0.002 | 0.002 | 0.002 | 0.002 | 0.002 | 0.001 | 0.001 | 0.001 | 0.002 | 0.002 | 0.001 | 0.002 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.002 | 0.001 |
| 5 | 0.009 | 0.009 | 0.009 | 0.009 | 0.009 | 0.007 | 0.007 | 0.007 | 0.009 | 0.009 | 0.007 | 0.009 | 0.007 | 0.007 | 0.007 | 0.007 | 0.007 | 0.007 | 0.009 | 0.007 |
| 6 | 0.041 | 0.041 | 0.041 | 0.042 | 0.041 | 0.050 | 0.050 | 0.049 | 0.041 | 0.042 | 0.050 | 0.041 | 0.049 | 0.050 | 0.049 | 0.049 | 0.050 | 0.049 | 0.041 | 0.049 |
| 7 | 0.187 | 0.190 | 0.187 | 0.194 | 0.187 | 0.267 | 0.267 | 0.260 | 0.187 | 0.194 | 0.267 | 0.187 | 0.258 | 0.267 | 0.260 | 0.258 | 0.267 | 0.260 | 0.187 | 0.258 |
| 8 | 0.061 | 0.061 | 0.061 | 0.062 | 0.061 | 0.077 | 0.077 | 0.076 | 0.061 | 0.062 | 0.077 | 0.061 | 0.076 | 0.077 | 0.797 | 0.076 | 0.077 | 0.076 | 0.061 | 0.076 |
| 9 | 0.094 | 0.093 | 0.094 | 0.092 | 0.094 | 0.085 | 0.085 | 0.085 | 0.094 | 0.092 | 0.085 | 0.094 | 0.085 | 0.085 | 0.085 | 0.085 | 0.085 | 0.085 | 0.094 | 0.085 |
| 10 | 0.110 | 0.110 | 0.110 | 0.111 | 0.110 | 0.118 | 0.118 | 0.117 | 0.110 | 0.111 | 0.118 | 0.110 | 0.117 | 0.118 | 0.117 | 0.117 | 0.118 | 0.117 | 0.110 | 0.117 |
| 11 | 0.193 | 0.197 | 0.193 | 0.202 | 0.193 | 0.322 | 0.322 | 0.308 | 0.193 | 0.202 | 0.322 | 0.193 | 0.304 | 0.322 | 0.308 | 0.304 | 0.322 | 0.308 | 0.193 | 0.304 |
| 12 | 0.163 | 0.161 | 0.163 | 0.160 | 0.163 | 0.141 | 0.141 | 0.142 | 0.163 | 0.160 | 0.141 | 0.163 | 0.142 | 0.141 | 0.142 | 0.142 | 0.141 | 0.142 | 0.163 | 0.142 |
| 13 | 0.127 | 0.128 | 0.127 | 0.130 | 0.127 | 0.159 | 0.159 | 0.156 | 0.127 | 0.130 | 0.159 | 0.127 | 0.155 | 0.159 | 0.156 | 0.155 | 0.159 | 0.156 | 0.127 | 0.155 |
| 14 | 0.123 | 0.125 | 0.123 | 0.126 | 0.123 | 0.159 | 0.159 | 0.156 | 0.123 | 0.126 | 0.159 | 0.123 | 0.155 | 0.159 | 0.156 | 0.155 | 0.159 | 0.156 | 0.123 | 0.155 |
| 15 | 0.121 | 0.121 | 0.121 | 0.122 | 0.121 | 0.135 | 0.135 | 0.134 | 0.121 | 0.122 | 0.135 | 0.121 | 0.134 | 0.135 | 0.134 | 0.134 | 0.135 | 0.134 | 0.121 | 0.134 |
| 16 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| 17 | 0.052 | 0.054 | 0.052 | 0.055 | 0.052 | 0.094 | 0.094 | 0.089 | 0.052 | 0.055 | 0.094 | 0.052 | 0.088 | 0.094 | 0.089 | 0.088 | 0.094 | 0.089 | 0.052 | 0.088 |
| 18 | 0.137 | 0.138 | 0.137 | 0.139 | 0.137 | 0.159 | 0.159 | 0.157 | 0.137 | 0.139 | 0.159 | 0.137 | 0.157 | 0.159 | 0.157 | 0.157 | 0.159 | 0.157 | 0.137 | 0.157 |
| 19 | 0.277 | 0.264 | 0.277 | 0.250 | 0.277 | 0.145 | 0.145 | 0.150 | 0.277 | 0.250 | 0.145 | 0.277 | 0.152 | 0.145 | 0.150 | 0.152 | 0.145 | 0.150 | 0.277 | 0.152 |
| 20 | 0.599 | 0.603 | 0.599 | 0.608 | 0.599 | 0.688 | 0.688 | 0.681 | 0.599 | 0.608 | 0.688 | 0.599 | 0.679 | 0.688 | 0.681 | 0.679 | 0.688 | 0.681 | 0.599 | 0.679 |
| Variance | 0.232 | 0.232 | 0.232 | 0.232 | 0.232 | 0.241 | 0.241 | 0.240 | 0.232 | 0.232 | 0.241 | 0.232 | 0.240 | 0.241 | 0.240 | 0.240 | 0.241 | 0.240 | 0.232 | 0.240 |
| Conflict | 0.470 | 0.470 | 0.470 | 0.470 | 0.470 | 0.403 | 0.403 | 0.385 | 0.470 | 0.470 | 0.389 | 0.470 | 0.385 | 0.403 | 0.385 | 0.385 | 0.403 | 0.385 | 0.470 | 0.385 |
| Information | 0.109 | 0.109 | 0.109 | 0.109 | 0.109 | 0.097 | 0.097 | 0.093 | 0.109 | 0.109 | 0.094 | 0.109 | 0.092 | 0.097 | 0.093 | 0.092 | 0.097 | 0.093 | 0.109 | 0.092 |
| Weight | 0.054 | 0.054 | 0.054 | 0.054 | 0.054 | 0.048 | 0.048 | 0.046 | 0.054 | 0.054 | 0.047 | 0.054 | 0.046 | 0.048 | 0.046 | 0.046 | 0.048 | 0.046 | 0.054 | 0.046 |
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