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Abstract This article describes an emotional adaption ap-1 Introduction
proach to proactively trigger increased helpfulness tdwar

arobot in task-related human-robot interaction (HRI).&hs

on social-psychological predictions of human behavia, th
approach aims at inducing empathy, paired with a feeling o
similarity in human users towards the robot. This is achdeve
by two differently expressed emotional control variablas:
an explicit statement of similarity before task-relatetkin

In any interaction, emotions are an important issue. In 1995
Picard coined the term “Affective Computing” [44]. It de-
scribes a form of computing that “relates to, arises from,
or influences emotions”. Picard pointed out that this might
lead to increased performance and decision making for the

action, and implicitly expressed by adapting the emotiona?ompmer’ stressing the importance of such ideas. Today,

state of the robot to the mood of the human user, such thgt Iargtta arfno;nt :f works n:porporate t,["S |d3a:[ T\;\{o main
the current values of the human mood in the dimensions ozi\spec S of alfective compuling are systems detecting emo-

pleasure, arousal, and dominance (PAD) are matched. Tﬁ'é’”s n the_: human_user or conversation partne_r, and sys-
. ) tems showing emotions themselves. The detection of emo-
thereby shifted emotional state of the robot serves as a basi

. . . . tions and its use in behavior control is treated in several
for the generation of task-driven emotional facial- andedr . .
. . S works, e.g., e-learning systems [1], pedagogical agefiis [1
expressions, employed to induce and sustain high empath [ ver assistants [2]. virtual agents 1251 psvchologiast
towards the robot throughout the interaction. The approach : [2], virtual ag [25], psy gi

. . S . §|stance [26], etc. However, the effectiveness of autamati
is evaluated in a user study utilizing an expressive robo

.emotion recognition is still very limited and the connec-

head. The effectiveness of the approach is confirmed by SI%— n between perceived and real emotions remains an n
nificant experimental results. An analysis of the indivikjua.0 elween percelved and real emotions remains an ope

components of the approach reveals significant effects-of exoue: Also in HRI, emotion recognition, expression, and

plicit emotional adaption on helpfulness, as well as on th emotionally enriched communication and closed-loop be-

HRI-key concepts anthropomorphism and animacy. %avior control have gained strong attention during the last
two decades [28,32,41,47,51].

Keywords Emotions: Adaption- Prosocial Behavior ) )

Empathy- Helpfulness Similarity - Anthropomorphism Models from social psychology [20] describe how hu-

Animacy mans predict events as well as the behavior of other hu-

mans [21] and have certain expectations how a conver-
sation partner will react. Analysis of HRI from a social-

psychological perspective does not only reveal important
implications for hardware design [62], but can also provide
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windows to persuade bypassing customers to extend the pgrassers-by”. However, in a long-term perspective, service
ceived time they stay in front of a shop window [48]. robots might no longer be a novelty in public spaces and

Most works on social robots are guided by the premiseuriosity may pass into rejection.
that robots should adapt to humans in order to facilitate In this context, this article describes a behavioral ap-
intuitive interaction. Nonetheless, proactivity of robds  proach and integrated system to trigger more prosocial hu-
equally important in order to realize social interactiort@r man reactions in terms of increased helpfulness towards a
even enable the robot to accomplish its tasks by proactivelyobot. The approach is developed by transferring social-
triggering human behavior [38, 39]. psychological principles from human-human interaction to

Possible application scenarios are cases where the robgR|. The main idea is to trigger helpfulness in a behav-
needs the help of humans to achieve a given objective. In theral way, using both, explicit and implicit communication
“Interactive Urban Robot (IURO)” projetta social robotis modalities to create empathy and a feeling of similarity.
developed, capable of proactively acquiring directiomal i A number of studies have already been conducted which
formation from humans in order to achieve its Objective tOemp|oy empathy and S|m||ar|ty as factors in human-robot
navigate to certain goal locations in urban environmengs, € or human-computer interaction to manipulate the useis att
to perform fetch-and-carry tasks like medicine delivery totyde towards an artificial agent. In relation to this worleyth
its human user. By triggering helpful behavior of humanscan be categorized whether the artificial agents are used to
IURO is robust against dynamic environmental changesexpress empathy [13,35,40,42,46,57,63] or induce it in the
which can not be pre-programmed. user [42,43,50] as proposed here.

Thereby, the request of the robot for help as well as the  gypathetic expressions by the agents are mostly utilized
willingness of the human to help, can be regarded as soCig) enhance the user experience and thus provide a benefit to
meta communication that serves as a motivational basis fQpe yser. Depending on the correct situation awareness and
information transfer, e.g. missing task knowledge, see Fig:hoice of expression, the empathetic reactions can be com-
1. Thus, for application scenarios where a robot relies Oforting to the user [46], build trust [13], enhance the syste
prosocial behavior of humans, triggering human helpflﬂ”esperception by the user [35, 42], enhance the subjective task
is a social sub-task for the robot, necessary to be achieved berformance [57] and meet user expectations [40]. The ex-
order to fulfill its task. pression of empathy in a particular situation is either tase
on empirical data [35], atheoretical model [57] or both [42]
Visual [57], auditory [57, 63] or physiological [46] cues or
training data from observations of human-human interac-
tion [35] are used to evaluate the situation of the user and
express an emotion that is similar to the estimated emdtiona
state of the same.

Another approach is to induce empathy in the user via
similarity of the agent. This can, for example, be achieved
via facial mimicry [50] or character appearance [43]. While
the induction of empathy can enhance the system perception
by the user just like the expressive agents, it is also plessib
to facilitate altruistic behavior of the user. An exampléhis
work by Paiva et al. [43], in which character design provides
similarity to the user and thus the educational aspect of bul
lying prevention should be raised via empathy.

In this work, the approach is to proactively trigger altru-
istic helpful behavior towards a robot in situations, where
Fig. 1 Social interaction components as a motivational basis for taskhelpfulness can be avoided by walking away. Unlike other
related HRI state-of-the-art approaches, the benefit of empathy and sim

ilarity is not user-oriented, i.e. not restricted to theeint

The willingness of passers-by to support robots askin(_?_al states of human users in terms of increased user expe-

for directions in public spaces has been investigated in prerlence and_/or educgtlonal success. In cont.rast, the_ pezben
vious outdoor-experiments: According to Weiss et al. [61],approach is task-oriented with regard to directly trigger e
“the large number of people interacting arises from theternal human behavior that benefits the robot to better ful-

fact that many of the interactions were started by curiou§”| its task. This is achieved by transferring theories from
Social Psychology [4, 20, 30] to HRI, predicting for situa-

Isee http://www.iuro-project.eu tions providing a possibility to avoid helpfulness, that al
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truistic helpful behavior cannot be achieved via empathyragmatics, since they serve as explicit and implicit com-
alone, but only paired with a feeling of similarity in per- ponents of the later presented emotional adaption approach
sonal attitudes and/or characteristics. Hence, inthegqaeg Previous work is shortly outlined with reference to related
approach, similarity is induced by two different ways of results on empathy, serving as a necessary basis for the de-
emotional expression: by an explicit statement of similarveloped approach to increase helpfulness towards a robot.
ity before task-related interaction, and implicitly exgsed

by adapting the emotional state of the robot to the mood

of the human user, s_:uch that the current values of the humazw_l Relevant Theories from Social Psychology

mood in the dimensions of pleasure, arousal, and dominance

(PAD) are matched. The thereby shifted emotional state gf, hyman-human interaction, “prosocial behavior” in terms

the robot serves as a basis for the generation of task-drives} 4jtryistically motivated helpfulness and its deternnitsds
emotional facial- and verbal expressions, employed {0 ing yye||-studied field of research [20]. The presented apjroac
duce and sustain high empathy towards the robot throughg inspired by social-psychological studies [4, 30], whare
out the interaction. In the experimental evaluation of the a feeling of being “similar” in terms of having something in
proach, these task-driven emotional expressions are &ept g;mmon with a person in need of help, e.g. in personal atti-
a constant over all experimental conditions to sustain highyges or characteristics, turned out to be a motivational ac
empathy, while the factors of explicit and implicitemotn tjyator for increased helpfulness towards this persomepai
adaption are varied in a 2x2 between-subjects design in ofy;iip, high empathy. Empathy can be defined as “The capac-
der to reveal their effects on helpfulness, shown by the usgf, 14 know emotionally what another is experiencing from
towards the robot in task-related interaction, as well as Ofithin the frame of reference of that other person, the capac
user experience. . _ ity to sample the feelings of another or to put one’s self in
In a first step, the user-mood is determined by an initialother's shoes” [5]. In other words, the extend of personal
self-assessment by the human participant to be extended Rysiress felt by a potential helper when observing a person
automatic emotion recognition modules in a later stage. Thg, need of help depends on the degree of situationally devel-
interaction task is exemplarily designed as a person gugssi oped empathy for this person, and similarity is the actigti
task. The effectiveness of the approach is confirmed by Sigyctor for either reacting with altruistically or egoisiity
nificant experimental results, deduced from 55 test subject,qtivated behavior:
in previous work (see Sec. 2.3), and 84 subjects in the pre- |, gjyations providing a possibility to avoid helpful-
sented study. An analysis of the individual components Oﬁess, e.g. by walking away, referred to as “easy means of
the approach reveals significant effects of explicit emmatlo escape”, the feeling of having something in common with
adaption on helpfulness, as well as on the HRI-key concepie person in need of help (similarity), paired with corre-
anthropomorphism and animacy. spondingly high empathy, activates altruistically matiach
T.he remainder of the paper IS struct.ured as fOHO,WS: Irhelpfulness. Accordingly, the perceived reward for hedpin
Section 2, the backgrounq to this WOI.’k IS o.utlln'ed. with ,re'is much higher than the reward for walking away, resulting
spect to social psychological foundations, linguistic miefi in high helpfulness, see Tab. 1. In contrast, in the abseihce o
tions on explicit and implicit communication and previous similarity, people would only be highly helpful if there was
work; Section 3 describes the emotional adaption approachy, o, only difficult means of escape. This kind of helpful-

with its explicit and implicit emotional control variablesid o4 ig egoistically motivated to reduce one's own discom-
the methods applied. The technical implementation of theq arising from the empathic reaction on the situation.

gpproach in_ a robotic experimental s_etting is outlineq ic-Se Thus, in situations with easy means of escape (as given
tion 4; Section 5 presents the experimental evaluationeof thin most HRI-scenarios), people without a feeling of similar

approaph, including assumptions & hypothgses, EXPENMERy tend to leave the scene showing low helpfulness towards
jtal deS|'gn & measures; results.and .dISCUS?%IOh are describ L person in need of help, since this is an equally efficient
in Section 6; conclusions are given in Section 7. way of reducing the negative empathic stimulus. The degree
of empathy would not play a role in this case [20]. In Tab. 1,
2 Background the social-psychological predictions on helpfulness ame-s
marized for situations with easy means of escape, consider-
Since the presented approach and its experimental evalui@g the influence of similarity, paired with high empathy.
tion is motivated by theories from Social Psychology, this  Since in most HRI-scenarios easy means of escape are
section provides an overview on relevant theoretical founprovided, the approach is to raise the motivation of human
dations in human-human interaction and how they are transtsers to help the robot, e.g. in public places. According to
ferred to HRI. Further, explicit and implicit communicatio the findings of Social Psychology, the approach is to de-
modalities are introduced and differentiated by lingaisti sign the interaction in a way to induce similarity between
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Table 1 Predictions on helpfulness for situations with easy means ofect” in order to achieve successful communication acts,

escape according to social-psychological theories [4, 20, 30] based on a common underlying field of knowledge and/or

[ Similarity | Lowempathy [ Highempathy | required actions [59]. Also for artificial social agents,
With similarity present | low helpfulness| high helpfulness Castelfranchi stresses the importance of a “basic ontology
Absence of similarity | low helpfulness| low helpfulness of social action” with special focus on prosocial forms in

the mental representations as beliefs and goals of the agent
th bot and th ired with hiah thy t din a social interaction [10].
€ robot an € User, paired wi Igh empathy towards —, ihe presented approach, focus is set on the adaption

the same. . . . . S
of emotional facial and verbal expressions in an implicd an

Hence, in order t.o increase helpfulness ‘OW"‘TO'S a rpbo& plicit way: An explicit statement of similarity is giveryb
the presented experiments focus on a constant induction grf

bot b ball ing that it is in th d
high empathy, paired with the experimentally varied induc- & foD0t Ay Verbally expressing thal LIS In te Same moo

i ¢ similaritv. Constantly high thy i hieved b as the user prior to task-related HRI. Implicit emotional
'on of simiiarity. --onstantly high empatiy 1s achieve _yadaption is conducted by shifting the base-values of emotio
emotionally adaptive facial expressions of the robot, as in

facial end verbal expressions (prosody in speech) towards

vestigated in previous work, see Sec. 2.3, incorporated ifyo  qor mood during task-related HRI. The implicit modal-

Fhe developed. appro.ac.h. Regardlng the induction (.)f SIFnIIarity of facial expressions has already been explored in terms
ity, an evaluative variation of two different persuasivecem

. . ; of inducing high empathy in previous work and is shortl
tional control variables, developed earlier as componehts : ng hd pathy In p y
. . . . outlined in the following.
the emotional adaption approach [22,23], is applied. The ex
perimentally evaluated parts of social-psychologicatifre
tions and corresponding human target behaviors are marked )
in gray color in Tab. 1. 2.3 Previous Work
For the development of persuasive emotional control

variables, all available robotic output modalities shobed In previous work, th_e impact of emotional facial expression _
used. The following subsection provides an overview on ex" €mpathy, perceived by human users towards a robot, is

plicit and implicit communication modalities with regaal t €XPlored ina communicative person guessing task [24].
their linguistic background and applications in HRI. The three tested conditions of facial expressions, shown
by the robot, are:
1) Neutrat Display of non-emotional facial expressions
2.2 Explicit versus Implicit Communication 2) Mirror: Display of the same facial expressions, as shown
by the human subjects
In linguistic pragmatics, a distinction is made between ex3) Social Motivation Model (SMM)Display of facial ex-
plicitly communicated content which is directly said ortwri  pressions according to an internal model of social vamatio
ten, and “implicatures” [8], that enrich and manipulate theof smiling, indirectly mirroring the expressions of the hu-
pragmatic interpretation of explicitly communicated con-man subjects.
tent. Accordingly, communication modalities are not lim-  After interacting with the robot, the subjects filled in a
ited to explicit communication channels like direct ver- setof questionnaires on user experience, and were instruct
bal or written utterances, but also “silent messages” [36}0 rate four statements on situationally induced empathy on
as implicit communication channels of emotions and atti-a scale from 1 (not true at all) to 5 (completely true). Since
tudes. According to Mehrabian [36] this includes “all faxcet this measure was used again in the presented study to be
of nonverbal communication, including body positions andcomparable with previous work, the single statements are
movements, facial expressions, voice quality and intonati listed in Section 5.2.5.
during speech, volume and speed of speech, subtle varia- Results could be deduced from the experimental evalua-
tions in wording of sentences that reveal hidden meanings ition including 55 subjects (40 male and 15 female, between
what is said, as well as combinations of messages from dif21 to 60 years with an average age of 28.8). The distribution
ferent sources, e.g., face, tone of voice, words.” This fioldof the subjects over the experimental conditions was 13 for
equally true for HRI, where beliefs about the other’'s mindNeutral 25 forMirror, and 17 folSMM Results showed sig-
are also resulting from interpretation of the other's behavnificantly increased empathy for ti#MM condition, as can
ior, that becomes a “sign” of their own minds, by means ofbe seen in Tab. 2, as well as other raised dimensions of user
implicit and explicit ways of communication [9]. experience for emotional animation of facial expressions i
The importance of such “mutual beliefs” in natural lan- an adaptive way to the user, compared with animation in a
guage communication is instantiated in the phenomenon afon-adaptive way during the interaction.
“grounding” [11], meaning that the interpretation of com-  Since the goal of this approach is to achieve the effect
municated contents has to be at least “approximately colf high helpfulness towards the robot under easy means of
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Table 2 Situationally induced empathy (on a scale from 1 to 5) andlike varying light conditions or unpredictable background

standard deviations (in brackets) [24] movements which may distract the focus of a face tracker,

[ Experiment groups| Empathy | the approach of emotional adaption additionally includes a
Neutral 3.1(1.3) explicit emotional adaption method. Hence, the approach is
Mirror 3.7(1.1) not restricted to implicitly expressed mimicry or prosodic
SMM 44(08) variations in speech, but also applies explicitly utterades

ments to induce similarity, modeled according to underly-

escape (see Tab. 1), it is not sufficient to induce high situai—ng social psychological principles. Another advantaghés

tional empathy towards the robot. Assuming that principleé-nCreaseOl robustness ag_ainst environment_a_l imPaCtS_dlf ba
from social psychology are transferable from human-humal‘?enc‘_)r_mance of aut(_)matlc spet_ech recognition impairs the
interaction to HRI, a feeling of similarity to the robot, in explicit par_t of emotlor_lal a_dgpnon,_the approa_ch may still
addition to high situational empathy, is expected to lead t(pe robust in terms of implicit emotional adaption. Hence,

higher helpfulness towards the same. Thus, previous Worwe goal is to deyelop two different emotional .control vari-
has to be enhanced by an embracing approach, incorporﬁbles for prosocial HRI, capable of compensating each other

ing both, the induction of high empathy and similarity, in with rggard to vqrying recog.nition. performance of Speech
order to increase prosocial behavior in terms of helpfuinesOr fgc:al explzrgsszlt?r;s, aﬁ depgctedhm the o!evelloped blelhavllo
towards a robot. For this purpose, the emotional adaptioﬁ]0 el, see Fig. 2: For the robot, the emotional control cycle

approach is developed as described in the following. starts_ with the m_put of the u_ser-mooq as starting p_0|nt for
emotional adaption mechanisms. This can be achieved by

emotion recognition modules or, as applied in the presented
study, by an initial self-assessment of the user. Subsélguen
the robot initiates the dialog with the user and applies ex-
The basic idea is to induce both, high empathy and and thn and/or implicit emotional adaption during the irger _
tion. Thereby, the robot persuades the user to show prdsocia

feeling of similarity in a human user towards a robot byb havi in t by d heloful towargls th
adapting to the mood of the user and thus providing the hu2€havior, €.9. interms ot increased hepiuiness towarels

man with the impression of sharing the same emotional statreObOt'

as a starting position for the interaction. To achieve this,

the emotional adaption approach is divided into two com-

ponents which express the adaption to the mood of the user

in two different ways: explicitly and implicitly. Expliciex-
pression of similarity is given by stating "me too” when the
user was asked about her mood, as outlined more detailed in
the Sections 3.1 and 4.1. Implicit expression of similaisty

generated using facial and verbal emotion expressions dur- Emotional Adaption
ing the HRI task execution that are biased using the mood of

3 The Emotional Adaption Approach

|

Explicit Implicit

ge]
the human as measured before the interaction. In the irhplici 8 social subdialog > Expressions >
2 similarity statement emotional bias

case, as described more detailed in the Sections 3.2 and 4.2,

similarity consists of an initial bias of the emotional stat

of the robot, based on the user mood. In the course of task-

related interaction, this bias serves as a shifted baskline

the generation of task-driven emotional expressions of the

robot that are included to induce and sustain high empathy

in the human user in accordance with the experimental find-

ings of previous work, see Sec. 2.3. Fig. 2 Emotional control cycle for prosocial behavior in task-refate
As an example for implicit emotional adaption, previ- HRI: After the input of the user-mood the robot persuades thehyser

ous work showed that empathy and other dimensions ofxplicit and/or implicit emotional adaption to trigger moreogocial

HRI could be improved by the emotional animation of fa- Pehaviorin turn.

cial expressions to the human user [24]. However, a socially

adaptive way of reacting to facial expressions, shown by

a user during interaction, requires robust recognition and In the following, the two components of the approach,

analysis of the facial action units involved, based on camnamely explicit and implicit emotional adaption are ex-

era images [33]. Since the recognition quality may often belained, and related control variables, as used in the pre-

impaired by dynamically changing environmental impactssented experiments, are defined.

Prosocial Behavior
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3.1 Explicit Emotional Adaption High arousal values can be found in angry expressions
as well as surprised expressions, while low values can,

Independent of the interactive goal which is expressed late  for example, describe a bored expression.

during task-related human-robot dialog, the idea is to im- — Dominances defined as "a feeling of control and influ-

plement some small talk to open the dialog and thereby ence over one’s surroundings and others” versus submis-

monitor the current mood or other personal attitudes of the  siveness, in the sence of "feeling controlled or influenced

user. Thus, an explicitly expressible basis is providedio i by situations and others.” [37]

duce a feeling of similarity between the user and the robot. ) )

Thereby, it has to be considered that this may not match the Advantages of using PAD are for e.g. the supportive

actual mood but only the mood, the user is willing to com-évidence for the three dimensional categorization of emo-

municate because of social conventions and rituals durinons [37], the ability to express a variety of emotionatesa

small talk [58]. However, even when communicating with N Varying intensities (even subtle forms) and the avaligbi

embodied artificial agents, humans build rapport and trusf?f assessment tools like the semantic differential, dbedri

by means of small talk [6]. The instrumentalized form of IN Sec. 4.2.

small talk used in the presented approach is referred to as FOF implicit emotional adaption, the approach is to use

“social subdialog” in the following, since triggering h&iip the human-like modalities of facial and verbal expressions

ness by means of similarity is regarded to be a social subtadR t€rms of mimicry and prosody in speech, but can be ex-

in cases where helpfulness is necessary to fulfill the overafénded to any emotional non-human-like modalities by re-
task. In the course of this social subdialog, explicit emo4ated PAD-values. Before implicitly adapting to the mood of
tional adaption, and thereby similarity, is created by tige the user, the emotional state of the user has to be determined

stating a mutuality in an attitude or, as applied in the pre&"d mapped to the continuous PAD space. Ideally, this can

sented study, in the current mood. Thereby, an impressidi® achieved by emotion recognition modules [34, 60], but
of having something in common with the user is created. at least according to an explicit statement in the course of
Accordingly, the emotional control variable of explicit the social subdialog introduced above, and/or in combina-
tion with an initial self-assessment of the user on the PAD
dimensions. When this is achieved, the robot shifts its base-
PAD values for emotional expressions towards the mood of
the user as a new starting point for potential emotional vari
3.2 Implicit Emotional Adaption ations, e.g. due to task-success or -failure, in the course o
the interaction.
Existing HRI-applications using implicit communication ~ Thus, the emotion space, underlying the variations of fa-
channels are based on a communicative mechanism mal and verbal expressions, is shifted into new boundaries
human-human interaction, called “alignment” [45], thatas depicted in Fig. 3. Accordingly, the emotional control
leads to adaptive processes between interlocutors which ar
essential for human-human interactions [18, 29]. One ex
ample is an alignment-approach of emotional facial expres
sions, where a distinction of automatic, schematic and cor
ceptual levels for emotionally adaptive reactions is made
as partly implemented in the robotic head “Flobi” [14]. In
contrast to state-of-the art approaches, this work additio
ally aims to create a feeling of similarity in users by adapt-
ing to their current mood. Thus, an underlying representa
tion of emotiotional states is needed for both, the genere
tion of facial and verbal expressions, as well as for deapdin
and adapting to the mood of a user: the Pleasure-Arouss
Dominance (PAD) model [37], where emotions are pesente
in a continuous three-dimensional space:

emotional adaption is a directly uttered similarity sta¢gimn
during a social subdialog.

Arousal

'» Pleasure

Emotion space

) _ ) Fig. 3 Implicit emotional adaption: The robot shifts its internal emo-
— Pleasuredescribes the person’s evaluation of the situational state, underlying the generation of emotional facial gerbal

tion, or, more generally put, how content the person isexpressions, towards the current mood of the user. The illustratio
High pleasure indicates happiness or gratification, whilqexem'o""‘”.Iy depicted in a 2D-projection on pleasure and afobsa
h he experiments also considered the dimension of dominance.
anger and boredom result in low pleasure values.
— Arousalstates how agitated the social actor is - regard-
less of whether this a positive or a negative excitationvariable for implicit emotional adaption is a “PAD-bias” as
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explained more detailed in the following section, where the [ —
technical implementation of the approach is outlined. FTTE ‘ ,_‘I?Ll
‘ Cr—

4 Technical Implementation

T
—_ ||

The system used in the experiments is the robotic head EL | i . ol | T Ei
DIE [54], an emotionally expressive robot head, designed a o ol
)

£

an interaction partner. The head has 23 degrees of freedol
mixing anthropomorphic (human-shaped) and zoomorphi |

(animal-shaped) features, combining the ears of a dragc 3 ﬁ

lizard, the crown of a cockatoo and human characteristic .'ffﬁ
like eyes, lips and eyebrows. By choosing additional anima
characteristics, the robot does not provoke dispropaat®sn

expectations concerning the social abilities of the roBa}.] ~ Fig- 4 The SAM scale for measuring PAD values [7]

Before HRI the internal base-PAD values of the robot are
neutral. After asking the users about their mood, the change
is applied in the following way:

4.1 Explicit Emotional Adaption: Similarity Statement

For a first evaluation of the explicit emotional control vari
able in the form of a similarity statement, the social subdia — For users measuring their mood as neutral (3/3/3 for
log is conducted by the Wizard-of-Oz (WOz) method: Un-  pleasure, arousal and dominance respectively) on the
known to the subject, the investigator manually triggems on  SAM scale, no change takes place.

out of a set of predefined answers to best fit in [49]. In order — For every point the proband moves away from neu-

to create similarity to the test subjects, the robot adapts t  tral mood on the SAM scale, 25 points are added or

the mood of the user explicitly by telling the proband thatit  subtracted from the base value in the respective PAD-

feels the same way (good, bad, or mediocre). dimension (on a scale from -100 to +100).
In the presented evaluation study, the social subdialog} . _
is opened by the utterance “Hello, my name is EDDIE. herefore, in case of users feeling very happy (and thus rat-

How are you?”. After the user-input, the robot answers witHng their plgasure with a "1" on the ,SAM scale) the robot
the adaptive similarity statement “Me too”, followed by starts out with a pleasure value of 50 instead of 0, and furthe

“Would you like to play a game?”. If the subject agrees, ED_changes, e.g. caused by the success in the game described in

DIE starts the task-related interaction in form of a person—the following, will influence this value instead of a neutral

guessing game. one.

4.2.1 Generation of Emotional Facial Expressions
4.2 Implicit Emotional Adaption: PAD-bias

The current state in the PAD space is mapped to the joint
During task-related HRI, the robot implicitly adapts itssun space of the robot [54]. In this mapping, the pleasure,
derlying base-PAD values to the user-mood according t@arousal and dominance values are converted to activatfons o
an initial self-assessment, filled in by the users prior to infacial Action Units for emotional expressions. Action Unit
teracting with the robot. Thus, similarity and empathy areare defined as muscle groups in the face that lead to observ-
created by a shared emotional starting point for the generable changes, see the Facial Action Coding System (FACS)
tion of facial and verbal expressions in task-related HR. A for more details [16]. 13 Action Units are emulated by the
can be seen in Fig. 4, the used Self-Assessment Mannekattuators of the robotic face. Fig. 4.2.1 shows the regyltin
(SAM) scale [7] is used in a first evaluative step to replacdacial expressions for the PAD values that correspond to the
an emotion recognition module. The scale is a visual waix basic emotions. For example, a surprised robot wilkrais
of assessing the three PAD values through images on 5-iteits brows and unfold its lizard ears.
semantic-differentials. In the course of task-related interaction, the PAD-

Before the game starts, implicit emotional adaption tovariations mainly meet three out of the six basic emotions:

the user is applied through shifting the base-PAD values dhappiness, sadness, and surprise, caused by the taslssucce
EDDIE by means of an emotional PAD-bias towards theas reference for the underlying emotional states of thetrobo
mood of the user in the following way: The original base-However, the robot needs to be equipped with the full ex-
PAD values are determined by the internal state of the robopressive capacity for the six basic emotions, since they may
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factors fp, fa, fp originate from a combination of corpus
analysis, literature review and heuristics [53].

happiness surprise anger
Table 3 Changes to the acoustic base parameters by the emotional
speech module, including corrected limit values and changdsefter

distinction
Acoustic parameter Variationrange| fp fa fp
Pitch -50%, +30% 0.27 | 0.27 | 0.09
Range -80%, +80% 0 1.60 0
: - Pitch dynamics | -400%, +400%/| O 2.00 | 2.00
anxiety sadness disgust Range dynamics | -400%, +400%| O 3.00 | 1.00
Fig. 5 EDDIE [54] displaying the basic facial expressions, proposed Rate -70%, +10% | 0.20 | 0.50 0
by Ekman et al. [15]. Accent Prominence -100%, +100%| 0.50 | -0.50 0
Accent slope -150%, +150%| 1.00 | -0.50 0
Number of pauses| -40%, +40% 0 0.40 0
randomly emerge from additional PAD-variations due to the Du\r/at'onl/"f paiises -20%,+20% | 0 | -0.20| O
. . . . . owel/nasa
tentative PAD-bias when adapting to the human interaction liquid duration 70%, +70% | 0.40 0 0.30
partner. Plosivef/fricative
duration -90%, +90% | -0.40 | 0.50 0
Volume -66%, +66% 0 0.66 0

4.2.2 Generation of Emotional Verbal Expressions

The MARY Text-to-Speech System [52] from DFKI
(Deutsches Forschungszentruir Kunstliche Intelligenz)
is used to generate verbal expressions. The XML based in- The presented values are mainly adapted from
terface allows to manipulate the output of the synthesiner oSchroeder [53] with some changes: Pre-experiments
the prosodic level. This method of influencing the prosodyshowed that high changes in pitch, range, rate and num-
based on the emotional state is used to generate emotiortar/duration of pauses might lead to the voice sounding
verbal expressions and is adapted from Schroeder [53]. Thennatural. To present a fitting addition to the facial expres
terms evaluation, activation and power used in his worlsions of EDDIE, these extremes might interfere with the
(based on [12]) correspond directly to pleasure, aroughl arexperiment, with users focusing on the few cases when the
dominance. sound of the robotic voice deviates too much from a human
An emotional sentence is first passed from the dialogoice. The change of these values, therefore, has been
system, in this case the Akinator game, to a preprocesdapted to the experimental environment. Further adaption
sor module. This module generates the XML structure fowas possible because the source of the emotion-data mainly
MARY based on the current PAD state, altering a set ofocuses on three emotions: a happy/self-assured expnessio
acoustic parameters to achieve a change in prosody. if the task is going well for the robot, a sad expression if the
The parameter set is selected by Schroeder for being méask does not work out the way it should for the robot, and
nipulable within MARY. Tab. 3 sums up the maximum val- a surprised emotion for sudden gain or loss in confidence
ues for all acoustic parameters, as well as the influence afuring the person-guessing game. As a result, the change in
the different PAD-values. Each parameter is computed by parameters is optimized for these three emotions (high plea
sure, medium arousal and high dominance for the first, low
pleasure, low arousal and low dominance for the second,
Acoustic parameter = (Basevalue) 3 (2) and medium pleasure, high arousal and reduced dominance
for the third), making the transition from one to the other
The PAD-values as well as the acoustic parametermore easy to recognize. This is especially important due
dependent factorgp, f4, fp are in the range of [-1.0,1.0]. to the continuous input provided by the game, with small
The base value is the value for each acoustic parameter thgiterations in the mood of the robot needing to be perceived
would be used to synthesize the voice in a neutral, nondistinguishably. The changes concentrate on those acousti

emotional way. The composition gf in (1) is based on parameters that do not interfere with understandability,
the assumption that a linear correlation between the PARamely the duration of the vocals.

dimensions and the acoustic parameters exists, neglecting
presumably more complex interrelation, but providing sat- In the following, an experimental evaluation of the ap-
isfying results in a perception test [53]. The values of theproach is presented.

8 = 1.0+ fp Pleasure + f4 Arousal + fp Dominance(1)
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5 Experimental Evaluation biased by shifted base-PAD values towards the mood of the
user for the entire interaction.

In order to evaluate whether or not helpfulness towards a 4) Non-Adaptive: In this condition no emotional adap-

robot can be increased by applying the introduced approaction is applied. In order to provide an identical and compa-

a setup for a task-related HRI-experiment is designed. rable interaction process to the full- and explicit emaogion
The conducted experiments investigate the persuasivedaption conditions, and to reveal possible stand-alone ef

ness of both introduced emotional control variables, ngmelfects of non-adaptive small talk in direct comparison to the

implicit emotional adaption by means of a PAD-bias, andadaptive small talk of the explicit adaption condition (ot

explicit emotional adaption through a similarity statemnen without a PAD-bias), the subjects are approached with a so-

in the course of a social subdialog. As a first step, in or<ial subdialog, asking for their mood. However, EDDIE an-

der to evaluate the presented integrated approach inclugwers with a neutral "ok” instead of the similarity staternen

ing both components, the combination of implicit and ex-“me too”. During the game, EDDIE shows emotional reac-

plicit emotional adaption (full emotional adaption condi- tions according to its success in the game, but no PAD-bias

tion) has been evaluated in comparison to a non-adaptiviewards the mood of the user is applied.

condition. As reported earlier, the results showed not only  An overview of the tested experimental conditions and

significantly higher helpfulness towards the robot in tHe fu emotional control variables is given in Tab. 4.

emotional adaption condition than in the non-adaptive com-

parison group [22], but also significantly higher ratings fo

the HRI concepts of anthropomorphism and animacy [23]_Table 4 Overview on experimental conditions and variables testing

In order to study the benefits and limitations of the single™P!t & implicit emotional adaption

components of the approach as well as their mutual substi- _ y _Emotional Control Variable
tutability, the explicit and implicit emotional control kia Experimental Conditions S'm”e(‘g%liscti‘i‘)temem zggl_itclzlii)s
ables are now evaluated in a comparative study as stang= - -

.. .. . .. . Full Emotional Adaption yes yes
alone conditions (explicit vs. implicit emotional adaptjo Explicit Emotional Adaption yes no
Thereby, the single effects of each control variable are ana impiicit Emotional Adaption no yes
lyzed in comparison to the effects achieved by the full emot Non-Adaptive no no

tional adaption approach and the non-adaptive condition.
Thus, in the following, the experimental studies are summa-

rized and presented in a combined way with four different For all groups of subjects, additional factors influencing
experimental conditions: helpfulness are tested by pre-interaction questionnaires

h be balanced before the evaluation of the approach - namely

full emotional adaption to the mood of the user is applied usStress (reducing helpful behavior) and dispositional empa

ing both emotional control variables: explicitly by answer (ncreasing helpful behavior). After the interaction thibs
ing with the similarity statement “me too” in a social subdia ject can choose to either leave the robot and fill in the follow

log asking for the mood of the user, and implicitly by meansyP guestionnaires, or to stay longer and help the robot with

of a PAD-bias during task-related interaction. another task. _ _
2) Explicit Emotional Adaption: In this condition, the The goal of the study is to reveal if the approach of emo-

persuasiveness of explicit emotional adaption is evadnatet'onal adaption leads to significantly higher helpfulness t

stand-alone, by only adapting to the user with the Similaryvards the robot. For this purpose, specific assumptions and

ity statement “me too” in the social subdialog prior to task_hypotheses have to be tested and fulfilled.
related interaction. During task-related interaction EBD
acts in an emotional way according to its task-success, but
no implicit emotional adaption by a PAD-bias is applied. 5.1 Assumptions & Hypotheses

3) Implicit Emotional Adaption : This condition eval-
uates the influence of implicit emotional adaption standin human-human interaction, only the combination of high
alone, independent from explicit emotional adaption. i orempathy and an impression of similarity to the person in
der to isolate the effects of the PAD-bias, small talk in term need of help leads to high helpfulness when easy means of
of the social subdialog is completely skipped. Thus, possiescape are given (see Tab. 1). Since this combination has to
ble effects triggered by the social subdialog even withoube achieved by the presented approach, the following key
applying a similarity statement, e.g. rapport, are exalide assumptions have to be fulfilled:
Accordingly, only task-related interaction is applied fist Al) Correct interpretation of emotional output modali-
condition, where EDDIE shows emotional facial and ver-ties Since it is essential for the experiment, that the combi-
bal expressions according to its task-success, addilyonalnation of both emotional output modalities, facial and ver-

1) Full Emotional Adaption: The main group, in whic
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bal expressions, is interpreted correctly by the partiipa avoid helpful behavior towards the robot, are given in all
a pretest was conducted prior to the experiment: groups, since the robot states the end of the experiment and
By presenting EDDIE, showing the six basic emotionsoffers each participant to leave the experiment alterativ
(joy, sadness, anger, surprise, disgust, fear) to 20 stffim Under fulfilled assumptions, first studies revealed a sig-
bers of Technische Univerait Minchen (TUM), a rough nificant increase in helpfulness towards the robot, as well
measure of the quality of the implementation could beas raised user-ratings for the concepts of anthropomarphis
achieved. Each way of conveying the emotion (visual or auand animacy in the full emotional adaption condition com-
dio) was shown on its own and combined in random orderpared to the non-adaptive condition [22, 23]. In this arti-
The pretest not only revealed that the test subjects weee abtle, a comparative study is introduced, incorporating two
to roughly assign the correct PAD values to the respectiveew experimental conditions, where emotional adaption is
emotions by filling in the SAM-scale after each presentasplit up into its components. Thus, only explicit or implici
tion, but were also able to reliably identify the key-emoso emotional adaption is applied in order to reveal which of
used in the experiment for task-related interaction (happithe two developed control variables (similarity statement
ness, sadness, surprise) by filling in the emotion, they bess. PAD-bias) is more effective with regard to persuasion
lieved EDDIE to show, see Tab. 5. than the other, or if only the combination of both variables
leads to increased helpfulness. Furthermore, by comparing

the results of the non-adaptive comparison group with those

Table 5 Pretest-results on human recognition rates foremouona“famaachieved by the explicit emotional adaption group, the ef-
and verbal expressions, evaluated in a pretest stand-alonel (sisua

audio), and in combination [%] according to [23]. fects of small talk as applied in the social subdialog are in-
vestigated, since these experimental conditions onhediff
with regard to the use of explicit emotional adaption (“ok”

[ | Audio [ Video [ Combined|
Joy 75 75 85

Sadness| 75 20 95 vs. “me t00”). In other words, potential effects in helpful-
Anger 40 65 75 ness can be directly traced back to the use of the explicit
Surprise | 45 90 85 emotional control variable, the similarity statement, m a
Disgust 5 20 20 ; ;

Foar 30 a5 a5 isolated way independent of other small talk effects.

The following section describes the experimental design
and the measures used in each phase of the experiment.

A2) Empathy is sufficiently high in all groups of sub-
jects Previous work revealed that the animation of facial
expressions in a socially motivated emotional way create§.2 Experimental Design & Measures
significantly more empathy in users towards a robot than the
animation in a non-emotional way, see Sec. 2.3. All experFor the experimental setup a quiet room with controlled
imental conditions, including the non-adaptive compariso lighting conditions is chosen. The robotic head is placed on
group, provide socially motivated emotional facial expres table to be at approximately eye-level with the particigant
sions according to the task-success of the robot during tharticipants are seated in front of the robot, with a micro-
question-response game. Thus, it is hypothesized thall for @hone placed in front of them on the table to ensure a low
experimental conditions high empathy towards the robot i€rror rate in speech recognition. The instructor greets the
induced during the interaction. Thereby, it is important toperson, gives a short introduction on the task and hands out
distinguish this situationally induced type of empathynfro the pre-interaction questionnaires. To avoid that theigart
dispositional empathy that indicates the general affinity o ipants are influenced by the instructor, he leaves the room
empathy of the users. In order to proof the hypothesized si@s soon as the proband finishes the questionnaires, and re-
uationally induced empathy, a questionnaire testing fer di turns not sooner than the follow-up questionnaires have to
positional empathy is filled in by the subjects prior to HRI, be provided. Fig. 6 shows the setup of the interaction.
and a questionnaire evaluating situational empathy iglfile =~ The experiment consists of five phases, which are varied
in after the interaction. according to the four conditions over the different groups o
A3) Easy means of escape order to provide “easy subjects:
means of escape”, special care was taken to assure the sub- 1) Pre-Interaction Questionnairesn dispositional em-
jects that the experiment is finished, but on the other hangathy (all), stress (all), prior knowledge of the Akinator
assured that they brought enough time to help: All of thengame (all), and the SAM-scale to capture the current mood
were told to reserve at least 40 minutes for the experimentef the subjects (all).
with the real duration normally not being more than 20 min-  2) Social SubdialogVariations according to the explicit
utes altogether. Easy means of escape, in terms of providirgmotional control variable, the similarity statement: “Me
the subjects with a possibility to leave the situation antsth too” (full emotional adaption group & explicit emotional
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SAM-scale. The questionnaire fitting for the purpose of
measuring dispositional empathy, is the Toronto Empathy
Questionnaire (TEQ), presented in [55].

The TEQ consists of 16 self-assessing items, which can
be rated between 0 (for an answer of 'never’) and 4 points
(for an answer of 'always’) each. Adding these items up, a
minimum of 0 and a maximum of 64 points can be reached
for each person, with high values representing high empa-
thy. Similarly, statements about the current emotionaksta
of the test person are included, filled in by the proband after
the TEQ. They help to make sure no stress or time pressure
alters the helpful behavior later in the experiment. Theesta
ments used are:

Fig. 6 Experimental Setup of the interactive part [23]

— | have an important appointment after this experiment
— | reserved more than enough time for this experiment

adaption group), skipping of the social subdialog (implici — ! feel stressed at the moment
emotional adaption group), and the neutral statement: “Ok”— | hope the experiment will not take too long
(non-adaptive group). Each item is rated on a scale ranging from 1 (not true) to 5
3) Bonding-GameVariations according to the implicit (completely true). A short question afterwards coversihe i
emotional control variable, the PAD-bias: emotional facia fluence factor whether the probands already know the game,
and verbal expressions according to the task-success (exsed in the following step as a means of bonding the test
plicit emotional adaption group & non-adaptive group), andpersons with the robot.
additionally shifted the by the PAD-bias (full emotional A prior knowledge of the game and therefore the robot’s
adaption group & implicit emotional adaption group). abilities might for example influence the impression of the
4) Picture labeling Additional task on a voluntary basis robot later in the follow-up questionnaires.
to measure helpfulness towards the robot (all).
5) Follow-up Questionnairesn induced situational em- 5.2.2 Social Subdialog
pathy (all), and the Godspeed questionnaires [3] evalgatin
user experience with regard to the perception of the robot. In the second phase, explicit emotional adaption is var-
An overview of the emotional control variables, used inied: The participants are split up into the four experimen-

the related experimental phas®sSocial Subdialognd3)  tal groups of equal size. The subjects of the full emotional
Bonding-Gamés given in Tab. 6. adaption group, as well as of the explicit emotional adap-

tion group, have some small talk with the robot asking for

their mood and adapting its “mood” to theirs by the simi-
Table 6 Overview on the emotional control variables, used in the ex-|arity statement as described in Sec. 4.1. The subjectsof th
perimental groups at the related phases for testing explicihglicit non-adaptive group are faced with a neutral social subdia-
emotional adaption . .

log, that differs with respect to the answer of the robot, by

In the following, the five phases and used measures a

explained more detailed.

5.2.1 Pre-Interaction Questionnaires

Firstly, the subjects fill in two different questionnairest:
ing for dispositional empathy and stress, state whethgr theManaging to develop empathy and similarity between the
know Akinator or not, and rate their current mood on theuser and the robot first requires the user to interact with the

Experimental Phase ; PR A
Experimental Group Social Subpdialog Bonding-Game bel?g reduce_d toa neUtr_aI O.k. msteaq of the adaptlve me
(explicit) (implicit) too”. For subjects of the implicit adaption group, this phas
Full Emotional Adaption “me 100" PAD-bias is completely skipped, with the robot introducing itselthvi
Explicit Emotional Adaption “me too” no PAD-bias | “Hello, my name is EDDIE, would you like to play a game
Implicit Emotional Adaption - PAD-bias with me?”. If the subject agrees, the robot starts taskedla
Non-Adaptive “ok” no PAD-bias | interaction in form of an interactive person-guessing game

by using the utterance “That's great, how about this one:
You think of a person and | try to guess which one it is"?

'Rfter a positive reply to the query “Please tell me, when

you're ready”, the game is started with the first question on
the thought-of charakter.

5.2.3 Bonding-Game
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robot. Therefore, the bonding-game is played to provide aifhe task itself intentionally is an easy one: The subject has
interactive context for the generation of empathy, inducedo label everyday objects, i.e., windows, doors and stairs.
by the emotional animation in all experimental groups, andrhe simplicity of this optional task is used to make sure it
similarity, induced by the PAD-bias in the full emotional is the helpfulness of the subject that influences the number
adaption and implicit emotional adaption group. As a com-of pictures labeled and not the person’s amusement or ex-
municative task the subjects play the Akindtgame with  cessive demands. Additionally, in order to avoid personal
EDDIE: The players first have to think of a person, and ED-amusement, the subject has to manually type in what ob-
DIE then tries to guess the person by asking questions. THect is presented even though there are only four different
users can input their answers via microphone, with the fiv@answers. Additionally, after 38 labeled pictures, theyies
options from the Akinator game available, and a possibilstart to repeat stepwise, beginning with one repeating pic-
ity to repeat the question: “yes”, “maybe”, “I don’t know”, ture per 5 presented pictures, and ending up with all five
“probably not”, “no”, “come again?”. presented pictures being repeated, before the threshold of
During this task-related interaction, the game determine80 labeled pictures is reached.
the current emotional state of the robot, that is respdgtive ~ The robot also stresses the point that the subject faces
biased by the user mood, if desired. Starting out with a neua rather long list of pictures and is free to leave any time
tral, but friendly expression, the robot gradually becomesfter the first five labeled pictures. The amount of pictures
more self-assured when getting nearer to an answer. This liabeled is later used to measure the helpfulness: While a sub-
represented by a confidence-value ranging between 0% afett simply quitting the experiment after the bonding-game
100%. A medium boost in confidence lightens up the robot’gusing the easy means of escape) shows no helpfulness, one
emotion, while the inability to achieve a certain level oheo point is added to the scale for each picture labeled, up to a
fidence after a few steps gradually worsens the robot’s moochaximum of 80 points for labeling all 80 pictures.
until it shows strong discouragement. Additionally, thbab
looks more focused if the confidence passes the thresho®2.5 Follow-up Questionnaires
of 50%, and changes to a more surprised mood if a large
boost in confidence occurs. The robot reveals its guess of theastly, one questionnaire tests whether sufficient empathy
imagined person as soon as it reaches 95% of confidence §wards the robot had been induced for the similarity to
higher. The robot then congratulates the proband on finishvork. Additional questionnaires measure the user’s percep
ing the “experiment”, telling the test subject that he or shdion of the robot. In the concluding phase, the instructer en
was a very good gaming partner. The praise for the user IS again, and asks the user whether or not EDDIE was able
implemented on purpose - as shown in [19], complimenting© guess the person. Subsequently, the subjects are asked to
the subjects increases the ease of persuading them later ¢@te four statements concerning their situational empathy
for example when asking for help in the next phase of the exwards the robot on a scale from 1 (not true at all) to 5 (com-
periment. The subjects are told that the experiment is ovepletely true) [24]:
and that they were faster than expected. On the one hand. 'm happy EDDIE has guessed my person/I'm sorry that
this opens up the means of escape for the test subjects: With EDDIE didn’t guess at my person
the robot considering the experiment finished, they are no_ | would have been sorry if EDDIE had not guessed my
longer obliged to stay, and the basis for measuring altruis-  person/It would have been nice if EDDIE had guessed
tic helpfulness is set. On the other hand, there is actually my person
enough time left for the subject to show helpful behavior — |t would be a pity if somebody damaged EDDIE, and |
within the originally expected time frame for participain would try to interfere
the experiment. — 1 would have been proud if EDDIE had not guessed my
person/l am proud that EDDIE did not guess my person

5.2.4 Picture labeling Afterwards, the subjects fill in a selection out of the

. : . Godspeed questionnaires [3]. Based on 5-point semantic
In the fourth phase, the test subjects get the option Ofler[hedif'ferepntial gcales their pe[rc]eption of the rF:)bot on four
directly proceed to the last phase, or helping the robot Witr(]jimensions of HRI' are measured:
an object labeling-task. The object labeling-task is uged t nthromarphismhow natural the r.obot appeared
measure the helpfulness towards the robot: The amount %nimaC' the liveliness of the robot

pictures labeled is used as an indicator for helpfulness. Th y
robot apprqaches the supject Wlth. an opt|onalijob of helplng%’erceived Intelligencehow the mental abilities of the robot
the robot with an easy object labeling task, which (allegedl were perceived

will be used to improve orientation in urban environments.

Likeability: how pleasant the robot appeared

2see www.akinator.com Results are presented in the following section.
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6 Results adaption group to adapt to the mood to the subject through
a PAD-bias. A trend to higher pleasure values and neutral

Results are deduced from 84 test subjects (52 male arngtousal and dominance values could be observed in all ex-

32 female, between 18 and 52 years with an average agrimental groups. Hence, significant differences could be

of 24,8), with very different backgrounds. Since a 2x2ruled out between the groups concerning dispositional PAD-

between-subjects design is applied, the subjects were ranalues.

domly split into four groups, with 21 in the full emotional

adaption group, 22 were part of the explicit emotional adap-

tion group, while 21 experienced only implicit emotional g 5 gcial Subdialog

adaption, and 20 subjects were assigned to the non-adaptive

group. The explicit answers to the question “How are you?” in the
full emotional adaption group were rather one-sided. 17 out
of 21 people answered with a variant of “I'm fine, how are

you?”, only 2 stuck to a rather mediocre answer, while 2

. I mi hat their m was rather . In the ex-
Tab. 7 shows the mean values for the four expenmentzﬁeOpe admitted that their mood was rather bad the e

. . . licit emotional ion gr 1 f22 in
groups, together with the respective standard deviation fop cit emotiona gdapto g oup,' 9outo stated to be
a good mood, 2 in a rather mediocre mood and one test sub-

the Toronto Empathy Questionnaire (TEQ). The mean val, ct answered he was in a bad mood before the experiment.

ues in all groups are lower than the ones presented in [5 or the non-adaptive group the answers were not tracked,

(measuring between 43 and 45 points for male and bewVeesrllnce the robot did not adapt explicitly to these statements

44 and 49 for female participants, respectively), even Whep)ut answered with “ok” in each case. The implicit emotional

calculating in the higher amount of male participants,-hint adaption group skipped this experimental phase
ing at the fact that the test subjects had a slightly lower dis '

positional empathy. Since no significant difference betwee
the groups concerning dispositional empathy, age or gender ]
was found, no influence of dispositional results on helpful-6-3 Bonding-Game

ness was found. Therefore, this factor can be ruled out for .
the evaluation of the results. During the game, EDDIE was able to guess at most of

the thought-of persons: Out of 84 imagined figures, ED-

DIE was able to guess at 71. Three characters imagined
Table 7 Toronto Empathy .Ql.Jestio.nnaire mean scores (on a scale frojyere not guessed at by the robot in the full emotional adap-
010 64) and standard deviations (in brackets) tion group and two wrong guesses were made in the non-

6.1 Pre-Interaction Questionnaires

l Condition | TEQ Value | adaptive group. The remaining eight mistakes in the groups
Full Emotional Adaption | 41.19 (6.05) of explicit- and implicit emotional adaption were eitherye
Explicit Emotional Adaption| 40.10 (5.40) difficult characters (Schroedinger’s cat, god), or resfilt o

Implicit Emotional Adaption| 40.20 (7.10) . . . .
Non-Adaptive 42.35 (6.29) misunderstandings. Neither the fact that a test subjeat kne

the game before (for example altering expectations) nor the
fact whether EDDIE guessed at the person correctly had a

The statements used to measure the current stress faggnificant ¢ < 0.05) influence on the later empathy ques-
tors of the subjects were individually tested for group dif-tionnaire, the Godspeed dimensions or the helpfulness to-
ferences, and no significant differences between the groupgards the robot.
were found either.

Out of 84 subjects, 25 knew the Akinator game before-
hand. However, prior knowledge of the game was distribute®.4 Picture Labeling
rather equally over the experimental groups with each 6
probands in the full emotional adaption group and the nonFor the helpfulness measure, the collected values ranged
adaptive group, and 13 participants distributed over eitpli from zero points for not helping the robot at all, to 80 points
and implicit emotional adaption group - no significant influ- for completely finishing the task. In the full emotional adap
ence on the helpfulness or the Godspeed results was foutidn group, the average number of labeled pictures led to the
though. highest mean value for helpfulness of 53.28 (SD 6.36). The

The implicit pleasure, arousal and dominance valuessubjects of the explicit emotional adaption group resuited
captured by the SAM-questionnaire and representing than average number of 48.64 labeled pictures (SD 6.36), and
mood of the users, were collected for all subjects, but onlyvhile a mean value of 34.62 (SD 6.78) was reached by the
used in the full emotional adaption and implicit emotionalimplicit emotional adaption group. The lowest mean value
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for helpfulness was achieved by the non-adaptive group witleant higher helpfulness in the full emotional adaption grou
32.35 (SD 6.72) labeled pictures. where both, implicit and explicit control variables are ap-

Although all groups are not normally distributed, an plied, see Fig. 7.
analysis of variance (ANOVA) is used to find significant
effects of the experimental factors (implicit vs. explicit g,
emotional adaption) on helpfulness: Since all groups are
of (nearly) equal size, the ANOVA shows high robustnessE
to this violation of premises. Thus, no significant change% ]: T
in results compared to non-parametric tests is to be ex3 0 T T
pected [56]. Further, post hoc T-tests are used to find mor@ T T
detailed differences between the four groups. Ny I

Firstly, an univariate two-way ANOVA is conducted in 2 20
order to test the effects of the two factors (independenF
variables): 1) explicit emotional adaption (similarityat- FUllEA  Expl.EA Impl.EA Non-Adaptive
ment: yes/no) versus 2) implicit emotional adaption (PAD-
bias: yes/no) on helpfulness (dependent variable), medsurFig. 7 Ranking of helpfulness measure means from lowest helpfulness
by the number of labeled pictures. A significant effect ofln the comparison group to highest helpfulness in the emotioregd-ad
explicit emotional adaption on helpfulnesg' (= 6.150, tion group.

p = .015) is revealed. No effect is found for implicit emo-

tional adaption, and no significant interaction was found be  Since the data, gained from the picture labeling task, was
tween the factors explicit and implicit emotional adaption not normally distributed, Figs. 8, 9, 10 and 11 show the
Further, no influence of dispositional empathy, as well as ofctual distributions of experimental data for helpfulniss
situational empathy, is given as covariates. all experimental groups.

Subsequently, to get a more refined analysis, T-tests are
conducted to make detailed post hoc comparisons between
the conditions. Setting the significance levehte: 0.05, T- 8
tests showed a significant differenee< 2.167, p = .036)
between the full emotional adaption group and the non g

nts

61 4

C

adaptive group, where several people used the easy meanss §ar i
escape and did not help the robot at all. Hence, the expectts
increase in helpfulness for the full emotional adaptiorugro 2"
proved to be tangible during the statistic analysis. . [ [0

As a trend, a nearly significant & 1.8, p = .086) in- o 110 11-20 ﬁ‘Lfi?piit‘u‘r:gla‘;;Zg 51-60 61-70 71-80
crease in helpfulness was found in the explicit emotional
adaption group compared to the non-adaptive group. Sinf-i9- 8 Distribution of data in the full emotional adaption group
ilarly, a nearly significant decrease was observed in the im-
plicit emotional adaption group in comparison to the full
emotional adaption groug & —1.9, p = .063). Two sub-
jects had difficulties in understanding the robot, whickdlea s
to an alteration in the experience for them. These test sut
jects also showed significantly higher dispositional efpat £ 6 1
in the TEQ, casting doubt on the fact the high heIpfuInes“1
they showed was the result of empathy and similarity in-&7
duced by the experiment. Discarding them accordingly, th<§ oL
helpfulness in the implicit emotional adaption group com-
pared to the full emotional adaption becomes significantly | L] ]
lower, witht = —2.2 andp = .038. Apart from that, dis- 0 THlo T f,:;i?pii:u_riglaﬂ}]zg 51760 6170 71-60
carding these two subjects, does not reveal any further dif-

Fig. 9 Distribution of data in the explicit emotional adaption group

ferences in the results.

Accordingly, a comparative ranking of helpfulness is de-
duced, starting with the lowest mean values in picture la- The actual data-distributions show pairwise similarities
beling for the non-adaptive group, increasing means overhe full- and explicit emotional adaption groups show a very
implicit and explicit emotional adaption, up to a signifi- similar low distribution of subjects, varying around 2, who
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8 picture labeling. Tab. 8 shows the mean values and total
scores of the selected Godspeed questionnaires. Scores are
ranging from 1 (very low) to 5 (very high).

As a first step, a multivariate two-way ANOVA is em-
ployed to reveal the effects of the two factors similarity
statement (explicit independent variable) and PAD-bias (i
plicit independent variable) on the four Godspeed dimen-

‘ 1 sions as dependent variables: anthropomorphism, animacy,
0 1-10 11-20 21-30 31-40 41-50 51-60 61-70 71-80 . .pe . . . . ", .

No. of pictures labelled likeability, and perceived intelligence. Dispositionabbsit-

uational empathy are used as covariates. Again, results re-

veal highly significant effects of explicit emotional adiapt
on anthropomorphismi = 7.013, p = .010), and animacy
(F = 20.941, p = .000), as well as a marginally significant
effect on perceived intelligencé’(= 3.9688, p = .05). No
interaction effects between explicit and implicit emotbn
adaption are found, and no influence of dispositional ard sit
uational empathy on the ratings of the godspeed dimensions
are revealed.

(o2}
T
I

No. of participants
N
T
L

N
T
I

Fig. 10 Distribution of data in the implicit emotional adaption group
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T
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‘ ‘ Accordingly, post hoc T-tests showed significant differ-
° 0 1-10 11-20 21-30 31-40 41-50 51-60 61-70 71-80 ences ¢ < 0.05) between the groups for the anthromor-
No. of pictures labelled N .
_ S _ _ phism ¢ = 2.216, p = 0.033) and animacy # = 3.298,
Fig. 11 Distribution of data in the non-adaptive group p = .002) dimensions: The probands from the full emotional

adaption group considered the robot to be more humanlike

stopped helping the robot before 70 pictures have been |&nd more attentive than the test subjects in the non-agaptiv
beled. The majority of subjects (8 for full emotional adap-9"°UP- The explicit emotional adaption group also shows
tion, and 7 for explicit emotional adaption) continued tgphe MUCh better results than the non-adaptive group: Both, the
the robot until the maximum of 71-80 pictures was reached@nthromorphism and the animacy dimensions, are signifi-

although the pictures started to repeat after 38 labeled pi¢antly higher { = 2.0 andp = .049 for anthromorphism,
tures, as can be seen in the peaks of Fig. 8 and 9. t = 3.3 andp = .002 for animacy). On the other hand, an-

In contrast, the implicit emotional adaption and non-imacy is significantly lower in the implicit emotional adap-

adaptive groups show the same high amount of subjects wiipn group compared with full emo't|onal adaptidn= 3.0,

used the easy means of escape and did not help the robdbt — :004). However, no correlatlon was found between.
at all, with a peak of 6 participants for both groups. Ar]_these two Godspeed d|m§n§|ons qnd the hlgh helpfulness in
other identical peak can be observed starting from 21 untii"® 9roups of full-and explicit emotional adaption. No grou
60 labeled pictures, where in both groups 8 subjects Stoppéaﬁerences can be determined for perceived intelligence.
helping the robot while some pictures started to repeat with A ranking of all experimental groups for the significant

a firstly repeated picture no. 39. Nevertheless, some particdifferences in the dimensions of anthropomorphism and an-
pants (5 in the implicit emotional adaption group and 4 in thdMacy is depicted in Fig. 12 and 13.

non-adaptive group) continued helping the robot with label ~ An univariate two-way ANOVA shows no significant ef-
ing up to 71-80 pictures which is nearly half of the subjectsfects of implicit versus explicit emotional adaption (inde

that showed the maximum amount of help in the conditiongendent variables) on situationally induced empathy (depe
of full- and explicit emotional adaption. dent variable). The mean values and standard deviations for

situational empathy are depicted in Tab. 9 in comparison to

the values of the conditions in previous work [24].
6.5 Follow-up Questionnaires According to the results of previous work (see Sec. 2.3),

empathy towards a robot could be raised by showing facial
With all the Godspeed dimensions and the situational emexpressions in an emotional and socially adaptive way to
pathy being normally distributed, the ANOVA is used to the user. In order to fulfill the assumptidx®) Empathy is
reveal the effects of explicit versus implicit emotional sufficiently high in all groups of subjectgven in Sec. 5.1,
adaption as well as possible interaction effects of disposithe level of empathy, achieved in previous work, has to be
tional/situational empathy. Post hoc T-tesis<€ 0.05) are  sustained. Since there is no significant difference between
used to test for detailed group differences. Statisticalyan all experimental groups and the SMM-condition of previous
sis reveals significant differences, similar to the resofts work, assumptio®\2) can be regarded as fulfilled.
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Table 8 Godspeed results (on a Likert-scale from 1 to 5) and standardti®ws (in brackets)

Group
Dimension Full-Adapt. [ Expl.-Adapt. [ Impl.-Adapt. | Non-Adaptive
Anthropomorphism 3.13(0.76) | 3.07(0.72) 2.73(0.76) 2.36 (0.69)
Animacy 3.82(0.58) | 3.76(0.58) 3.21 (0.59) 3.18 (0.56)
Likeability 3.90 (0.59) | 3.93(0.58) | 3.81(0.78) 3.83(0.80)
Perceived Intelligence 3.73 (0.58) | 3.69 (0.58) 3.52 (0.60) 3.46 (0.54)
Total score 3.63(0.51) | 3.61(0.50) | 3.32(0.53) 3.27(0.50)

Table 9 Situationally induced Empathy (on a Likert-scale from 1 to

> 5) and standard deviations (in brackets), compared to the toamsli
£ of neutral-, mirror-, and Social Motivation Model (SMM) ofgwious
4 4 work
<
g ]- I [ Experiment groups [ Empathy |
£3 I I Full Emotional Adaption | 3.94 (0.67)
I3 J_ l Explicit Emotional Adaption| 4.10 (0.65)
£ l J_ Implicit Emotional Adaption| 4.11 (0.67)
g2 Non-Adaptive 4.13(0.70)

Neutral 3.10(1.30)
1 : Mirror 3.70 (1.10)
Full EA Expl.EA  Impl.EA  Non-Adaptive SMM 4.40(0.80)

Fig. 12 Ranking of anthropomorphism measure means from lowest
anthropomorphism in the non-adaptive group to highest antinnop-

phism in the full emotional adaption group. tion. Prior knowledge of the game, as well as the success

of EDDIE did not influence the significance of the results.
5 Easy means of escape are provided by the experimental de-
sign. Since no significant group differences with mean val-
ues around 4 in all groups of a maximum of 5 could be

D
—t

> J_ T T observed, situationally induced empathy can be regarded as
E 3 1 1 sufficiently high and distributed equally over the experme
< tal groups. Hence, all assumptions, defined for the approach
2 to work, are fulfilled.
As deduced from the significant group differences in pic-

FullEA  Expl.EA Impl.EA Non-Adaptive ture labeling, the participants confronted with full enootal
adaption show higher helpfulness towards the robot than
Fig. 13 Ranking of animacy measure means from lowest animacy irfhe participants of the non-adaptive group. Additionathg
the non-adaptive group to highest animacy in the full emotianalp-  ANOVA revealed a significant effect for the persuasiveness
tion group. of explicit emotional adaption on helpfulness. On the one
hand, a nearly significant increase in helpfulness could be
In the following, the results are summed up and dis-0bserved for the explicit emotional adaption group, com-
cussed. pared to the non-adaptive group, pointing to the increased
persuasive power, compared to a neutral small talk (without
similarity statement). On the other hand, a nearly significa
6.6 Discussion decrease of helpfulness was detected for the implicit emo-
tional adaption group, compared to the full emotional adap-
The results show that dispositional factors like stress otion group, where both emotional control variables, the-sim
differences in dispositional empathy can be ruled out ovetlarity statement and the PAD-bias were applied, pointong t
all experimental groups, since no group differences weré¢he fact that implicit emotional adaption stand-alone is no
found on these dimensions, and thus, occurred in a balancedpersuasive emotional control variable, as also seen in the
way for all groups. Apart from few exceptions, the currentlack of ANOVA-effects. However, only the combination of
mood, indicated by the subjects, was rather one-sided in faoth, explicit and implicit emotional adaption, leads tg-si
slightly positive way. Thus, in most cases, pleasure was theificantly increased mean values between the groups. Iden-
adapted dimension for explicit and implicit emotional adap tically to the effects on helpfulness, the explicit simitiar
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statement showed significant effects on anthropomorphismagain showed the same significant group differences for the
and animacy, but not on situationally induced empathy.  benefit of explicit emotional adaption respectively. Altigh
Accordingly, the question arises, why the persuasivened3o direct correlations between the values for these dimen-
of the explicit emotional adaption component is highly ef-sions and the number of pictures labeled could be found,
fective as a stand-alone emotional control variable. As outthere is a strong indication for anthropomorphism and ani-
lined in Sec. 2.2, the phenomenon of “grounding” leads tanacy being the affected dimensions of the emotional adap-
better communication results in natural language dialog byion approach, independent from situationally induced em-
establishing a shared contextual knowledge between the ipathy.
terlocutors. Since the non-adaptive group did not result in  Summing all up, the emotional adaption approach turned
similar high helpfulness as the explicit emotional adaptio out to be successful in increasing helpfulness towards a
group, this can only be traced back to the similarity staterobot, thereby affecting the concepts of anthropomorphism
ment in the course of the social subdialog as the only differand animacy in a significantly positive way.
ence between these experimental conditions. Thus, the im-
pression evokes, that an explicit similarity statement may
establish a feeling of similarity as common ground betweery Conclusions
the interlocutors, that cannot be achieved by non-adaptive
small talk alone. The resulting effect of increased helpful A methodological approach to trigger more prosocial human
ness turned out to grow significantly higher when being coureactions in terms of increased helpfulness towards a robot
pled with the implicit emotional PAD-bias that recalls sim- is deduced from social-psychological principles of human-
ilarity in terms of emotional alignment in facial and verbal human interaction. Unlike other state-of-the-art apphesc
expressions between the dialog partners. this approach proactively triggers a predefined targetiseha
Previously conducted outdoor experiments on the will-or for the task-benefit of a robot by transferring predioto
ingness of humans to support a robot revealed the implien human behavior from Social Psychology to HRI.
cation that the first successful communication experiences The proposed approach is evaluated in a user-study,
must be received by the user during the first minute of inand, confirmed by significant experimental results, in@sas
teraction [61]. Explicitly establishing common ground in helpfulness by adapting to the mood of the user. In a first
form of a similarity statement prior to task-related intera step, the current user-mood as starting point for an intplici
tion seems to meet this implication because of resulting in @motional bias in facial and verbal expressions is captured
first successful communication act. Additionally, the sign by an initial self-assessment by the human subject to be ex-
icantly increased helpfulness by an additional impliciCPA  tended by automatic emotion recognition modules in a later
bias during task-related interaction reconfirms the pgsiti stage. An analysis of the single components of the approach
effects of emotional alignment, but do not seem to provideaevealed that explicit emotional adaption, instantiatgd b
enough similarity to be established as common ground im similarity statement in the course of a social subdialog,
the human interaction partner. turned out to be a more effective emotional control variable
When analyzing the actual distributions of data for help-than implicit emotional adaption in facial expressions and
fulness, the same impression evokes: While the single applprosody in speech. The combination of both, explicit and
cation of explicit emotional adaption shows a highly simila implicit emotional adaption, leads to significantly higher
distribution of helpfulness as the application of full emo-sults in prosocial behavior towards a robot.
tional adaption, helpfulness for implicit emotional adap-  Future work will evaluate the generalizability of the de-
tion is almost identically distributed as for the non-adapt veloped approach in a fully-automated way in outdoor ex-
group. Nevertheless, only the combination of both emoperiments with the robotic platform IURO, that uses a dif-
tional control variables led to significantly increasedphel ferently designed head, but controlled in the same way as
fulness towards the robot in the conducted experiments. the EDDIE-head.
An interesting side-effect is, that in the full- and ex-
plicit emotional adaption groups, remarkably less subjectacknowledgements This work is supported in part by the EU FP7
stopped the experiment when the picture sequence repeat&dREP project IURO - Interactive Urban Robot), contract nemb
what could be interpreted again as symptomatic for altruism?48317. see www.iuro-project. eu, the ERC Advanced Grarjegro
Accordingly, the number of not helping subjects strongly de SHRINE - Seamless Human Robot .Int.eractlon in Dynamic En\{lrlo.n-
ments, contract number 267877, within the DFG excellenceainiti
creased in comparison to the other two groups. tive research cluster Cognition for Technical Systems - CoTeSes,
Whether the increased helpfulness is really due to a feelwww.cotesys.org, and by the Institute for Advanced Study (IABgh-

. TR PR . . nische Universidt Minchen, see also www.tum-ias.de. The authors
ing of similarity, induced by emotional adaption, cannot belike to thank Elokence (see www.elokence.com) for providime in-

validated through the results. However, the questionsair@erface to the Akinator game (see also akinator.com),iDgeh Blume
evaluating the anthropomorphism and animacy of the roboter the dialog system, and Christian Landsiedel for speech synchro-
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nization. Special thanks to Dr. Angelika Peer and Katrin dsiedel

for their highly appreciated statistical cues.
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