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the actual influence and application of ethical approaches. 
Whereas ethical thinking is increasingly contributing to the 
definition of high-level concepts and ideas for the gover-
nance of robotics and AI, it is imperative to further solidify 
the ideas and practices that have emerged as a part of this 
new discourse [1].

The field of robot and AI ethics is heavily vested in the 
further establishment of research that can help integrate 
ethics into the development, design and implementation 
processes of social robots and other types of autonomous 
systems. In line with such developments, this paper follows 
the robot and AI ethics community’s mission to establish 
new pathways for further integrating ethical approaches. A 
helpful step in fulfilling this goal is to carefully reflect on 
ongoing attempts to develop new kinds of integrative eth-
ics approaches, while simultaneously building a community 
of ethicists that have thorough knowledge and experience 
when it comes to the practices, habits and methods affili-
ated with the interdisciplinary integration of robot ethics. 
This paper aims to contribute to these efforts by reporting on 

1  Introduction

Current technological advancements in robotics and arti-
ficial intelligence (AI) have led to increasing worries over 
the societal impact of these technologies. Potential ramifica-
tions of robots’ evolving interactive capabilities constitute a 
major concern in this realm. In order to mitigate potential 
negative ramifications of autonomous systems and reduce 
public anxiety, the need to implement ethical approaches 
has become an increasingly mainstream narrative in aca-
demic, policy and corporate contexts. Even though it is a 
hopeful and encouraging development that ethics is now 
a prominent component of the debate around interactive 
autonomous systems, it is important to remain critical about 
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the author’s involvement in an interdisciplinary project that 
sought to “democratize collaborative robot technology”. 
After reflection on the project activities, the paper presents 
the author’s observations concerning the particularities of 
an integrative ethics approach. Based on this, several per-
spectives for the future of integrative ethics approaches and 
ideas are developed.

The paper is structured in the following manner. Sec-
tion  2 contextualizes the need for integrative ethics 
approaches. This is done by reviewing the increasing atten-
tion to ethics in robotics, while examining several existing 
perspectives on robot ethics that can serve as an inspiration 
to the paper. Section 3 zooms in on the collaborative robot 
project central to the observations presented in this paper. 
The particularities of collaborative robots (or: cobots) are 
presented, together with the project’s intention to “democra-
tize” this technology. The opportunities and challenges that 
arose during this process are reviewed. Section  4 synthe-
sizes these observations by developing them into a structure 
comprising three fundamental components for the future of 
successful integrative ethics approaches: an emphasis on 
interdisciplinary methodologies in integrative ethics, the 
way integrative ethics can engage in critique, and the new 
modes of anticipation that integrative ethics approaches 
offer. Finally, the conclusion will provide remarks about the 
future of integrative ethics and its methods, tools and prac-
tices in social robotics.

2  Contextualizing the Integration of Ethics

2.1  Ethics and the Anticipation of Future Robots

In order to contextualize the need for further integration of 
ethics approaches into robotics, it is useful to start with a 
rather general question: why are the ethics of robotics so 
widely discussed at this moment? In this regard, it is impor-
tant to emphasize that the predominant rhetoric around 
robotics as a technology emphasizes its new, unknown char-
acter [2]. Whereas robotic artifacts have a long history of 
capturing the human imagination in many different ways, 
the rise of new robotic technologies in recent years has 
induced expectations of fast-paced and widespread impact 
in the near future [3, 4]. This has fed the narrative that auton-
omous robotic systems are likely to exhibit unprecedented 
properties and abilities, giving them a potentially revolu-
tionary and transformative potential [5]. Accordingly, better 
futures with robots (e.g. in terms of efficiency or comfort) 
are often an important component of this narrative, while 
simultaneously there are a multitude of contradictory and 
contested understandings of the societal impacts that robotic 
futures might entail [6].

Thus, many of the hopes, fears and expectations around 
robotics are related to anticipatory notions that engage with 
robots’ potential societal ramifications and include a wide 
range of uncertainties with regards to their (future) impact. 
Prominent examples of this narrative include concerns 
about the impact of the potential leap in automation on the 
job market, potential lacunae in the legal system when it 
comes to robots’ autonomy, social robots’ ability to deceive 
their users and so on [7–9]. Even though there are still quite 
a few types of anticipated robots with interactive capabili-
ties that have not yet been implemented on a wide scale, 
the possible consequences of new types of interactive robots 
already yield a range of different concerns. Part and par-
cel of these anticipatory narratives is the public discourse 
regarding robots’ impact, often combined with concerns 
about the development of AI technologies [10, 11].

With the rise of these anticipatory notions, the policy-
making context has also exhibited substantial attention to 
the potential impact of interactive robotic systems. In recent 
years, the governance of autonomous systems with interac-
tive qualities has become an issue of explicit governmental 
concern [12]. In many cases, this has led to the development 
of new policy plans involving strategies to facilitate the 
smooth implementation of such robots in society. When it 
comes to the potential societal impact of robots’ interactive 
capabilities, the establishment of novel forms of artificial 
agency has become an increasingly prominent prospect and 
has started to become defined as a specific policy issue that 
has already led to proposals for new regulations [13]. Fur-
thermore, this development includes the building of a new 
consensus on strategies to safeguard the development and 
implementation of AI and robotic technologies in a human-
centered and trustworthy fashion [14].

It is in such a context that the implementation of ethical 
approaches in the development, design and implementation 
of robots functions as a prominent solution to the problems 
and issues that have emerged. Ethical approaches have 
provided important pathways for establishing and solidify-
ing the idea that robots need to be developed in a sustain-
able, resilient way in a context where interactions between 
humans and robots are expected to increase rapidly [15]. 
Furthermore, value-based, ethical approaches to robotic and 
AI technologies are often mentioned as useful frameworks 
that can provide new types of constructive solutions to 
issues that arise in the discussion on the impact of robots on 
society. Furthermore, inherent to this narrative is an increas-
ing focus on the regulation, legislation and standardization 
of robotic and AI technologies, while emphasizing impor-
tant broader ethics-related topics integral to democratic, 
open societies, such as human rights, inclusivity, and par-
ticipation [16].
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Nevertheless, even though intentions are laudable and 
the momentum for ethics is building, there are still many 
questions regarding the actual implementation and effec-
tiveness of ethical thinking. While it seems clear that 
governments like the EU are poised to invest in human-
centered, ethical robotics and AI, an often-heard criticism 
of ethical approaches is that their current prominence does 
not necessarily imply anything about their effectiveness. For 
instance, AI and robot ethics have been described as poten-
tially “toothless” [17]. In the same spirit, it has been argued 
that ethical approaches could easily turn into platitudes if 
the concepts and content of the narratives behind them are 
not continuously discussed and criticized [18]. Others have 
gone even further by arguing that ethics itself has become 
“big business” and that ethical commitments risk culminat-
ing into different forms of “ethics washing” [19–21]. There-
fore, the current commitment to ethical approaches does 
not yet guarantee the ethical use, ethical implementation, or 
ethical behavior of robots in interactive settings.

Despite these issues, from the perspective of robot ethics 
as a field of research, it is encouraging to see the increasing 
recognition and application of ethics in robotics. It is impor-
tant to emphasize here that the social sciences and humani-
ties have long-standing traditions highlighting the need to 
address social and cultural elements in the development and 
implementation of (emerging) technologies in general and 
of robots in particular [22]. The current attention to ethics 
can be seen as an invitation to further develop already exist-
ing discourses about how to foster ethical approaches to 
social robots, while also motivating the search for integrat-
ing practices that can help develop more trustworthy and 
human-centered robots and robot sociotechnical systems. 
As a result, the increasing focus on ethics can be understood 
as an important step that is creating incentives and commit-
ments to construct new, inclusive narratives about the future 
of robotics.

2.2  Discussing Ethics Integration

Considering the above, further integrating ethics approaches 
and ethical thinking into the development, design and 
implementation of robots can be considered a pivotal factor 
in the successful further maturation of the robot ethics field. 
Scholars have already developed useful approaches and 
gathered interesting insights about applied ethics in general. 
In fact, ethicists have explicitly engaged for several decades 
with a range of issues and questions that accompany the 
implementation of ethics in research and innovation pro-
cesses related to (emerging) technologies [23]. Many of 
these endeavors in various fields of science and technol-
ogy could be discussed here, regardless of the specific area 
they are applied to (e.g. nanoethics, medical ethics, machine 

ethics) [24]. Since this would exceed the scope of the pres-
ent paper, the aim is instead to provide concise insight into 
approaches from the field of robot ethics that can provide 
some initial ideas on the further integration of ethics.

The last decade has seen a rapid rise in the attention 
paid to ethical approaches as a prominent component of the 
general discussion on the socially sustainable, responsible 
development of robots and other types of artificial interac-
tive agents [25–27]. Many of these ethical approaches aim 
to raise ethical concerns, often with regard to a specific type 
of robot [28]. As such, these approaches help to expose 
potential issues and enrich the considerations and debates 
around specific types of robots and their sociotechnical 
configurations. Such frameworks are often accompanied 
by principled approaches that, as the term suggests, aim to 
develop ethical principles and guidelines for implementing 
ethically informed values [29, 30].

Furthermore, in robot ethics, there is generally a strong 
emphasis on the role values can play in the design and 
implementation of new technological systems. Such value-
based approaches are promising because they provide a way 
to exert a positive influence on the development of robots 
themselves, as well as on their implementation in real-
world social contexts. Furthermore, these approaches pro-
vide interesting examples of the growing interdisciplinary 
collaborations in the realm of social robots research. From 
this vantage point, important contributions have been made 
by developing different value-based frameworks that try to 
improve the design process of (social) robots. Examples of 
tangible frameworks include Participatory Design (PD) and 
Value Sensitive Design (VSD), which place a strong focus 
on implementing different stakeholders’ visions, norms and 
values [31, 32]. These approaches can help to understand 
and influence the norms and values that are inscribed into 
robots, while providing a useful framework for the imple-
mentation of ethically sound values [33]. This can help 
ensure the beneficial design and deployment of these robots 
and provide a way to analyze potential ethical issues around 
different types of social robots at an early stage [34].

Furthermore, several approaches focus on the embedding 
of ethics into technology assessment processes. Technology 
assessment (TA) is a specific type of study and evaluation 
of societal impacts of technology (and science) and often 
engages in foresight analysis. A good example is a TA study 
on care robots by Michael Decker, who argues that ethics 
can fulfill a central role in such studies [35]. Another useful 
example can be found in a paper on the ethics of healthcare 
robotics, where Coeckelbergh and Stahl aim to “directly and 
substantially involve ethicists”, while also “involving stake-
holders in innovation and practice” [36]. They maintain a 
strong focus on the collaborative element of this type of eth-
ics practice, thereby arguing for the notion of “embedded 
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development practices of these fields, ethical considerations 
seem to fit rather well within the laboratory-based stud-
ies that are often used to analyze the interactions between 
humans and (social) robots. For instance, several attempts 
have been made to implement ethics as part of autonomous 
agents’ behavior. The term “ethical” in this case often entails 
the implementation of ethical control and reasoning systems 
which can be made part of the robot’s characteristics and 
tested as such in interaction research [45–47]. Furthermore, 
ethical standards and guidelines as a way of assessing and 
addressing ethical issues also fit well within existing meth-
odological frameworks that are used to study new forms of 
robots’ interactive capabilities.

Moreover, it is important to consider that interactions 
between humans and robots in real-world scenarios are 
likely to increase rapidly. Because of that, there are cur-
rently more possibilities for implementing new research 
methodologies and approaches in social robotics and HRI 
research. These fields are calling for new insights and ideas 
that can aid the analysis of new, unprecedented types of 
interactions between humans and robots [48]. Whereas 
laboratory-based studies are likely to stay relevant in many 
ways, their limitations are increasingly addressed by roboti-
cists and HRI researchers. For example, Dautenhahn writes 
that such work cannot address “how real people, in real-
world environments, would interact face to face with a real 
robot” [49]. In that spirit, it is increasingly discussed how 
one can conduct studies in social robotics and HRI using 
more qualitative, hermeneutic approaches such as ethnogra-
phies, narrative approaches and so on [50–52]. It is exactly 
in such contexts that robot ethics as a research field enjoys 
great chances of becoming more thoroughly involved in 
the creation of new concepts, theories and methodologies 
in order to contribute to the study of social robots and their 
interactions. In what follows, the paper will zoom in on a 
specific case that exemplifies this type of involvement.

3  Ethics Integration in a Context of “Cobot 
Democratization”

In Sect. 2, it was argued that the quest to increasingly inte-
grate ethics into robotics in different ways can be seen as a 
vital and promising development for the further develop-
ment of robot ethics as a field of research. The specific case 
presented here is based on my participation in an interdis-
ciplinary project that aimed to ‘’democratize collaborative 
robots’’. This project focused on the implementation of 
collaborative robot (cobot) technology with the imperative 
to “democratize” this technology for lay users. It involved 
collaboration with a consortium of partners from industry, 
different fields of academia and the non-profit sector and 

ethics”, which must be established in a “dialogical and col-
laborative way”. Others have used similar arguments in the 
context of social robotics [37, 38].

Furthermore, particularly interesting in the context of 
this paper are two approaches that capture many of the 
issues that will be presented in later sections. The first is the 
integrative social robotics approach from Seibt et al. [39–
41]. This approach focuses on the development of cultur-
ally and ethically sustainable social robotics applications. In 
their definition of integrative robotics, the authors strongly 
emphasize the importance of the cultural sustainability of 
robots. In this context, they argue for integrating existential, 
ethical and cultural dimensions into the development, design 
and implementation processes of social robots. Importantly, 
they state that ethics ‘’include not only moral but also exis-
tential and aesthetic aspects as these matter for what philos-
ophers call “the good life”’’ [41]. In order to establish such 
an interpretation of ethics, they integrate approaches from 
fields such as anthropology, social phenomenology, social 
ontology, the philosophy of technology, the history of ideas 
and art as one large cluster of interrelated ideas, approaches 
and methods. As such, their goal is to establish ISR as an 
interdisciplinary “generic model” for implementing these 
ideas and approaches in social robotics and social HRI.

The second approach that is particularly useful for this 
paper is the “synthetic ethics” approach by Dumouchel and 
Damiano [42]. In a recent publication, Dumouchel explic-
itly contrasts this synthetic approach with other critical ethi-
cal approaches in social robotics by describing the attitude 
of synthetic ethics as “more modest”. This modesty mainly 
pertains to the epistemic position of ethicists in the sense 
that other approaches, according to Dumouchel, ‘’seem con-
vinced that they already possess the ethical knowledge that 
allows them to judge new situations and forms of interaction, 
sometimes even before they actually arise’’ [43]. Instead, 
they advocate for an approach that is based on a notion of 
coevolution. That is to say, they focus on the mutual influ-
ence between the robot and the user, which can evolve in the 
course of their interactions. As will become clear later, this 
very much aligns with the integrative approach pursued in 
the project that this paper is based on.

2.3  Trends Towards Ethics Integration in Robotics & 
HRI

Apart from developments within the field of robot ethics 
itself, recent years have seen a growing number of collabo-
rations where ethicists participate in robotics development, 
design and implementation. In fact, in research fields like 
social robotics and human-robot interaction (HRI), ethical 
considerations and related topics have increasingly become 
a matter of discussion [44]. Looking at the research and 
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project’s core members were genuinely engaged with some 
version of this idea of “the good life” in relation to cobots. 
They were strongly engaged with questions concerning the 
future of robots and the opportunities and risks connected to 
that future. Furthermore, in general they were very aware of 
the controversies around robotic technologies, as they were 
confronted with these controversies on a regular basis.

In other words, this was not a project in which robotics 
engineers and designers develop and test a specific robot 
in a closed, laboratory-based environment, while the ethi-
cist figures out the ethical risks and opportunities. Instead, 
it was a case of the aforementioned development in robot-
ics characterized by new robotic technologies moving into 
real-world interactive environments. Furthermore, most of 
the project’s laudable values were already defined before I 
was invited to join the project. This meant that in the proj-
ect itself, there was not necessarily that much to add from 
the conventional position of an ethicist who describes ethi-
cal issues and prescribes certain ethical values. As a con-
sequence, my observations entail almost no application of 
theoretical ethical notions about robots or cobots, but rather 
provide a descriptive account rooted in a situational and 
contextual approach that looks at ways to improve the ethi-
cist’s integration of the larger project.

Having said that, in order to further report on the inten-
tions of the project and the values it represented, it is use-
ful to first describe the central artifact of the project: the 
cobot. In short, cobots are types of robotic arms, designed 
specifically to work alongside humans in shared workspaces 
[56] (see Fig.  1). The project’s imperatives were heavily 
rooted in an understanding of cobots as a prominent exam-
ple of new developments in robotics, since they combine 
the technology of traditional industrial robotic arms with 
novel, advanced sensor technologies. Cobots are designed 
to perform tasks while directly interacting with humans in 
so-called “collaborative modes” [56]. Furthermore, cur-
rent cobot developments point in a direction where cobots 
are able to engage in new kinds of interaction in order to 
improve these modes of collaboration. For instance, the 
Sawyer cobot was designed to have eye gaze, in order to 
use this to improve collaboration during handovers between 
humans and cobots [57]. In general, the use of social cues 
in order to establish and maintain interactions with human 
co-workers is an important area of research in robotics and 
HRI and with the further development of these technologies 
[58, 59]. For instance, some point in a direction where cobot 
technology increasingly merges with applications of social 
robotics technologies in care settings. In that context, social 
robots have already been branded as “an evolution of the 
collaborative robot” [60]. However, to explain the role of 
the collaborative robot arm in this specific project in a bit 

had therefore a trans- and interdisciplinary character, pur-
suing both technical and social research goals. In short, 
researchers from different fields as well as robotics instruc-
tors collaborated to achieve the common aim of increasing 
cobots’ accessibility. Specifically, cobot programming and 
simulation tools were developed and new use cases were 
implemented.

Building upon the infrastructure and networks of the 
industry and non-profit project partners, these programming 
and simulation tools were used in workshops where a wide 
range of potential users were provided with the ability to play 
and work with cobots. Crucially, many of these workshops 
took place in the open, accessible context of a makerspace. 
Makerspaces are collaborative environments where mem-
bers can work on DIY projects and share ideas and practical 
information with others. Crucially, makerspaces often have 
a range of different relatively expensive machines available 
(e.g. different kinds of 3D printers, laser cutters, etc.), which 
makes them very attractive for artists, do-it-yourself enthu-
siasts, so-called “hackers”, “makers” and so on. Often, the 
term “makerspace” is affiliated with other terms like “hack-
erspaces” and “fablabs”. Finally, alongside the makerspace, 
other cobot workshops took place in the context of a fac-
tory training facility, where trainees had the ability to take 
cobot courses to increase their familiarity with the field of 
robotics.

My mission as an ethicist and social scientist was to 
study the practices and interactions that emerged during the 
project. The results of the first project stage, focusing on 
the exchanges between different technical cultures, have 
already been published elsewhere [53]. This paper addresses 
the second mission, namely to understand cobot democ-
ratization as a vehicle for the further integration of ethical 
notions as well as a critical view on the roles integrative 
ethics can play in these kinds of projects. In what follows, I 
present observations gathered during an ethnographic study 
conducted via participation in many of the hands-on cobot 
workshops and project brainstorming sessions, as well as a 
range of conversations with individual members of the proj-
ect [54, 55]. Furthermore, it is useful to note that the project 
in general pushed me towards a closer involvement with the 
robotics and HRI community (e.g. through participation in 
conferences).

3.1  The Cobot and its Promises

One of the most interesting issues in the context of this 
paper’s general goal was the fact that I became embedded in 
an environment characterized by good intentions. That is to 
say, with reference to the considerations regarding integra-
tive social robotics by Seibt et al. and their notion of eth-
ics as “the good life” [41], it is interesting to note that the 
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implemented in a wider range of settings. Simultaneously, 
new developments have made it possible to develop types 
of cobots that are considerably cheaper than conventional 
industrial robots. In other words, the cobot can be seen as a 
type of robotic arm that almost perfectly meets the increas-
ingly prominent goal of accessibility in robotics. This was 
a crucial component of the project, and the roboticists and 
robot trainers would emphasize these qualities over and 
over again when discussing the wider implications of cobot 
technologies.

Finally, whereas conventional robots require extensive 
(and expensive) training in order to be able to operate them, 
the very design of cobots fosters a situation in which work-
ing or playing with them does not require any program-
ming background. Instead, many cobot systems have very 
accessible interfaces and can also be moved manually to 
implement the desired trajectory. This type of increased 
accessibility allows for a range of potential new types of 
use. Accordingly, besides accessibility, for this specific proj-
ect the notion of creativity was central to the definition of 
the cobot, as it allowed for a wider range of users to engage 
with robotics and find new ways of using the cobot in line 
with their imaginative capacities.

This idea of the cobot as a tool for creative engagement 
fit particularly well with the makerspace context. Users did 
not need to possess high levels of expertise in order to work 
with the cobot. This opened up new forms of sociotechnical 
potential in terms of the possibilities that users have. Or, as 
one of the trainers argued: “the cobot has opened up the pos-
sibility of a playful approach to robotic arms”. For instance, 
the cobot was used in an art project to cut out materials. 
Another example was an experimental project with the 
cobot where someone approached the makerspace to reserve 
the cobot in order to program it to give neck massages.

3.2  Democratization as a Vehicle for Ethical 
Discussion

This brings me to a second driving component of the proj-
ect: the notion of democratization. Apart from the general 
promises that define the cobot as a technological artifact, 
the intention to “democratize” these cobots was central to 
the project’s composition as well as its trajectory. In many 
ways, the term was used as a bit of a buzzword that con-
nected different interests in the project, while also provid-
ing a framework to get project funding. As such, it also 
functioned as a narrative framework centered on improving 
the interaction and collaboration between lay persons and 
collaborative robots. Crucially, this was also particularly 
important for my work as an integrative ethicist in the situ-
ational and contextual meaning of the term, as it allowed 
me to explicitly deploy the concept of democratization itself 

more detail, it is useful to provide a more detailed descrip-
tion of the differences between cobots and conventional 
industrial robots:

Industrial robots have been known to be highly capa-
ble in specific settings for a long time (approximately 60 
years). The most well-known example of their capability 
and utility can be found in manufacturing facilities, where 
robots have long executed pre-programmed motions. When 
humans are involved, these types of conventional industrial 
robots are strictly isolated by safety fences and other protec-
tion measures based on rigid safety regulations. This pre-
programmed and highly protected setting makes industrial 
robots suitable for quite specific kinds of industrial produc-
tion, especially in cases where high levels of accuracy and 
repeatability are key. Furthermore, it is important to note 
that industrial robots are expensive and require high levels 
of expertise in order to be introduced in a feasible manner.

In contrast, the promise of cobot as a specific type of 
robotic artifact lies in its versatility and safety, which gives 
it potential for an unprecedented variety of collaborations 
between humans and collaborative robotic arms [56]. First 
and foremost, this is rooted in their ability to safely engage 
in interactive scenarios. As a consequence, they can be 

Fig. 1  Human / cobot collaboration concept image
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teachers explained that he/she deliberately looked for other 
ways to describe the cobot: “I am starting to tell people in 
my workshop, don’t call it a robot, call it a repetitive preci-
sion positioning machine!“ The idea being that the cobot 
was more like a sophisticated tool rather than anything 
resembling the science fiction imagery people had in mind. 
Another roboticist argued that we need to “contrast actual 
robotics to the fantasy of the world population: even my 
mother tells me now that robots will take over”.

3.3  Reflecting on Ethics Integration

Having explained the central components of the project, in 
what follows, I reflect on the main issues that defined how 
ethical notions were integrated into the project.

3.3.1  The Status of Ethics Expertise

First of all, I would like to address the role of the ethicist’s 
expertise. In general, expertise is often considered a useful 
instrument in interdisciplinary interaction with other fields 
(Collins et al. 2007). A common practice and important task 
for ethicists is the assessment of (potential) ethical issues 
related to the technology at hand. Typically, such assess-
ments can be made on the basis of existing guidelines and 
principles, or can lead to the creation of new ones. Espe-
cially in the project phase in which topics are still being 
delineated, ethicists are generally well-equipped to provide 
a comprehensive overview of the current discourse with 
regard to ethical and social issues in a given area. These 
considerations can be very useful for establishing the gen-
eral direction of such projects, especially ones that have 
both technological and social objectives.

In the project, the main issue regarding ethics expertise 
arose with the assessment of ethical risks. For such kinds 
of assessments, it is first important to consider that cobots 
(as well as many other robots) are rooted in the confluence 
of many different technologies. For instance, the interac-
tive qualities of cobots can address many different topics, 
from privacy and safety, to transparency and human dig-
nity. When it comes to interdisciplinary integration in team 
settings in terms of expertise, it is important to have quite 
specific knowledge about particular ethical issues in order 
to bring them up when they are relevant. This is a challenge, 
especially in settings that have quite a technical character, 
such as the development of cobot applications. What adds 
to the problem is that in these cases it is often not clear 
beforehand what to expect, simply because the ethicist (usu-
ally) does not have the technical knowledge, background or 
intuition to predict certain future steps in the development 
process.

and the narratives around it as a way of eliciting useful dis-
cussions on broader ethical topics around cobots and robots 
in general.

Furthermore, the concept of democratization played an 
important role for the project itself because it facilitated the 
combination of technical aims (development of intuitive 
programming and simulation tools for cobots) and social 
aims (implementing and using these tools to make cobots 
more accessible to lay users). As such, especially for several 
roboticists in the team, the notion of democratization simply 
represented the opportunity to develop and explore more 
use cases for cobot technology. In this regard, democratiza-
tion also meant that several hurdles had to be overcome, 
most prominently the re-interpretation of safety regulations 
around robots. An important goal in the earlier stages of the 
project was therefore to see how safety could be maintained 
in a more loose environment in order to promote more cre-
ative types of cobot use. By connecting this to the notion of 
democratization, new use cases for cobots could be devel-
oped that allowed for freer interaction between humans 
and robots. Interestingly for some of the project members, 
this also entailed an invitation to reprogram existing cobot 
software and make it openly available as a browser based 
interface. One member would explicitly draw connections 
between the notion of democratization and the idea of 
“hacking” cobot technology. He explained this as a way to 
open up the space of who “decides upon the design” of the 
cobot, while simultaneously bringing robot technology out-
side of the rigid settings of academic robotics and mecha-
tronics by implementing it in a makerspace and seeing what 
novel kinds of applications would emerge from that.

During the project, it turned out that this mission of 
hacking the cobot was not always materializing. In the later 
stages of the project the notion of democratization included 
more references to emancipation through technological skill 
and increased familiarity with robotics: by learning to use 
cobots in this democratized context, people would be able 
to enjoy the advantages of cobot technology. Furthermore, 
it gave them access to a future with robotics, or, as one of 
the project members nicely stated: “cobots can show people 
that robotics is fun and can be creative instead of scary”. 
Thus, for the members that were mostly engaged with using 
the cobot as a training resource in the makerspace and fac-
tory training center, cobots provided new possibilities for 
increasing the general public’s familiarity with actual, phys-
ical robots.

In this regard, a prominent issue that repeatedly emerged 
during my observations and conversations was the trainers’ 
frustration with people’s prejudices towards the cobot. Time 
and time again, the teachers found that the very image of 
the cobot was linked to a wide range of expectations and 
fears people associated with robotics in general. One of the 
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context of quantitative laboratory studies, often based on 
methods derived from experimental psychology. Ethicists 
cannot achieve such quantified rigor in their approach and 
methodology. In terms of methodology, this can easily lead 
to fundamental incommensurabilities that can hamper the 
ethicist’s interdisciplinary integration. In that regard, in 
addition to one’s skills as an ethicist, it is useful to be able 
to engage in activities that can aid the constructive develop-
ment of such projects.

Finally, it is also important to realize that people work-
ing in the field of robotics (as roboticists and/or robot train-
ers) often identify with narratives focused on improving the 
human condition via technology. Instead of taking a criti-
cal attitude towards that world, like most ethicists do, they 
engage with it through their investment in the development 
of new types of technologies. The art of an integrative eth-
ics approach is thus to see how the embeddedness of ethical 
topics is implicitly recognized by developing pathways for 
conversation and interdisciplinary collaboration.

3.3.3  Robot Narratives and the Importance of Larger 
Frameworks

Finally, the assessment of ethical implications in cases like 
this is very much a matter of application and the scale in 
which robotics is implemented. The roboticists and trainers 
were well aware of this and continuously emphasized that 
they were trying to work towards solutions where cobots 
could function as a useful addition to society. In a context 
focused on integrating ethical approaches as well as the 
interdisciplinary integration of me as an ethicist, I noticed 
that it was mostly out of place to assess potential ethical 
issues that had not yet materialized in any way, even though 
they could indeed emerge in the future. An important rea-
son for this was that interdisciplinary teams with specific 
objectives are looking for solutions to reach their objectives, 
rather than engaging in deliberations about what their tech-
nical solutions could potentially lead to in the future.

For that reason, I found it much more useful to invest in 
discussing common narratives about robots that could help 
to place the project’s activities within a larger framework of 
societal discussions about robots. For instance, such narra-
tives could help to embed a project in actual societal devel-
opments while also discussing possible inclusive futures 
with robots. In this way, buzzwords like “democratization” 
related to social issues of robots could function as a very 
useful avenue for interdisciplinary engagement since they 
provided a common ground for discussion. As such, they 
functioned as starting points for ethical discussions that 
were not principled but exploratory. This turned out to be 
useful for gaining insights into perceptions of robots and 

Furthermore, I experienced many ambivalences with 
regard to the very definition of ethical expertise in an inte-
grative setting. Partly because of the growing attention to 
robot ethics, people who work with robots are very well 
aware of many issues related to the potential ethical impacts 
of robots. On the one hand, this is fruitful and encourag-
ing, since it makes it easier to discuss ethical topics. On the 
other hand, especially when there is no clear need for ethical 
assessment, it is rather unclear what the ethicist can deliver 
in terms of expertise. In conclusion, an ethics background is 
certainly useful for assessing certain issues, but discussions 
on the actual role of the ethicist in interdisciplinary contexts 
would constitute a clear improvement.

Finally, it is useful to keep in mind that the terms “ethics” 
and “ethical” have a range of different meanings. Accord-
ingly, it turned out to be crucial not to take anything for 
granted, even with respect to a very basic understanding of 
philosophy of ethical expertise. For instance, many notions 
about the relation between technology and society or tech-
nology and culture, as well as how norms and values are 
embedded in technology, were often not shared by the other 
experts. Instead, I found it fruitful to engage in discussions 
where ethical topics were in no way predefined, but rather 
came up as components of larger discussions. Especially 
here it was important to note that many ethical notions are 
based on ideas that roboticists see as fantasies. As an ethicist 
it was therefore useful to argue with a strong awareness of 
different understandings between professional communities 
regarding the fantasies and narratives that surround robotics.

3.3.2  Disciplinary Contexts and their Difficulties

Furthermore, it is crucial to give a bit more attention to the 
fact that roboticists and HRI researchers often have funda-
mentally different disciplinary backgrounds compared to 
ethicists. That is to say, even though roboticists and HRI 
researchers also have quite different disciplinary back-
grounds (ranging from engineering to psychology), they 
tend to work in similar lab-based environments, and as such, 
their activities are rather well integrated and their objec-
tives often match relatively well. Results in these fields are 
therefore often presented in the form of research that at least 
aspires to be reproducible and is subjected to rigid, often 
quantifiable quality criteria. During the encounters in the 
context of this project, I often noticed a general belief that 
such rigid criteria lead to the construction of better robots 
that can better engage in safe, intuitive interactions.

Crucially, in comparison to robot ethics, fields like 
(social) robotics and HRI generally subscribe to different 
ideas about methodology and rigor: robots are often devel-
oped in the protected environment of the robotics lab, which 
means that robotics and HRI researchers mostly work in the 
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As a consequence, much work in robot ethics draws on 
this familiarity with other epistemic communities. Being a 
successful, experienced ethicist thus often entails not only 
a firm theoretical background in ethics, but also skills in 
interdisciplinary practice and communication. The idea 
is that the process of building interdisciplinary practices 
and vocabulary can foster more profound collaborations 
between ethicists, engineers and other relevant experts. In 
order to enhance and refine integrative approaches to robot 
ethics, it is first and foremost fruitful to simply reflect on 
the difficulties that arise throughout interdisciplinary work. 
That is to say, not only the outcomes of such endeavors 
should be discussed, but also the practices behind them so as 
to reveal the particularities of implementing integrative eth-
ics practices. Furthermore, emphasis must be placed on the 
social components of this integrative process. It is therefore 
crucial that ethicists have specific, well-developed practices 
at hand to become more involved in the very process of 
robotics development itself.

The use of qualitative methodologies can be seen as a 
promising instrument for further integration. In terms of 
methodology, (qualitative) empirical research methodolo-
gies are usually associated with the social sciences and dif-
ferent fields of the humanities, but less so with ethics, as a 
branch of philosophy. A prominent reason for this is that 
ethics is often considered to be a theoretical, philosophi-
cal endeavor. Whereas philosophical analysis is certainly 
often based on observations, there is generally less of an 
urge to gather such observations in a systematized manner 
guided by a specific empirical methodology. The goal here 
is not to argue that this needs to be changed drastically, as 
the theoretical, conceptual work of philosophers often pro-
vides many important insights. Furthermore, a theoretical 
approach allows for types of fruitful, thorough concep-
tual analysis that become less feasible if subjected to the 
standards of (qualitative) empirical methodologies. Nev-
ertheless, in terms of the practices that are involved with 
an integrative approach, it is useful to think about methods 
from related fields.

Thus, in very practical terms, with respect to the ethi-
cist’s social integration within an interdisciplinary project 
team, it can be useful to place more emphasis on qualita-
tive empirical methods that help to explore novel aspects 
of real-world human-robot interaction. As already stated, 
even though qualitative approaches are not mainstream 
in robotics and HRI research, they are increasingly being 
considered useful as more robots are moving into real-
world scenarios. In short, they can help to study interac-
tions with complex, autonomous robots in unrestricted (or 
less restricted) contexts. By using such methods, ethicists 
can make direct contributions to the project goals in inter-
disciplinary contexts. By involving themselves in robotics 

how their futures were anticipated by relevant experts and 
stakeholders.

4  Discussing the Future of Integrative 
Practices in Robot Ethics

Departing from the experiences and observations described 
above, three key components for the process of ethics inte-
gration as part of the further development of robot ethics are 
elaborated below. The first concerns the interdisciplinary 
character of integrative ethics: how can the further develop-
ment of interdisciplinary work and accompanying method-
ologies aid the process of ethics integration? Second, the 
critical component of ethics integration: how can integra-
tive ethics pursue and maintain a critical attitude? Third and 
finally, the role of integrative ethics in the general task of 
reflecting on the value commitments involved in techno-
logical futures: how can a more integrative ethics help to 
anticipate and foster a responsible future with robots? Apart 
from their relevance for the further development of integra-
tive ethics approaches as an important development within 
robot ethics, these three components capture crucial debates 
about the position of ethics and the future of the philoso-
phy of technology in general [61–63]. Each of the following 
subsections connect the specific discussions in this paper to 
these general debates and dilemmas in robot ethics.

4.1  Interdisciplinary Methodologies

Philosophy of technology is a field in which interdiscipli-
narity and related notions of collaborative practice have 
long been a central matter of consideration and discussion. 
An important driving notion of the field is that technolo-
gies shape humans’ practices and perceptions of their envi-
ronment. By critically analyzing the socio-cultural values 
that constitute sociotechnical systems, the main idea is 
that one can trace how values emerge and understand how 
value-based decisions are taken. In these efforts to describe 
and analyze technology and society as co-constructed phe-
nomena, researchers have made many fruitful attempts to 
build close affiliations with other researchers and work 
on the basis of dynamic exchanges with a wide range of 
disciplines. Within the realm of philosophy of technology, 
the so-called “empirical turn”, “practice turn”, and “policy 
turn” are all interesting examples of this development. More 
specifically, robot ethics itself is in many ways a successful 
case of the establishment of an interdisciplinary field that 
has developed many different linkages to the actual prac-
tices of robotics development, design and implementation 
[64, 65].
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robotics community about the artifacts they produce and the 
implicit values involved therein.

However, when it comes to ethics integration in an 
interdisciplinary setting, there is one major issue with this 
decoupled approach: by developing critique in this way, 
ethicists are mostly assigning moral responsibility to the 
designers and developers of the technological artifacts, 
less so to themselves. That is to say, ethicists would be tak-
ing a distanced, critical position that exempts them from 
responsibility for the outcomes of the very activities they 
collaborated and participated in. For that reason, it is not an 
approach that can be seen as truly integrative, since the locus 
of critical engagement is explicitly placed outside of the 
integrative setting. Therefore, in addition to this distanced 
critical stance, more collaborative strategies are needed for 
the advancement of integrative robot ethics practices. Such 
practices are likely to be more valuable and necessary at a 
time when ethicists are being asked to provide insights into 
situations where robots are increasingly entering real-world 
settings.

First of all, the ability to discuss critical views and imple-
ment them within the integrative context itself will always 
be a crucial skill. For that, it is important to not only focus on 
clearly delineated ethical issues, but also to include notions 
referring to the wider political economy of automation. 
Moreover, an approach that conceptualizes the sociotechni-
cal configurations of a project can in itself be framed as a 
form of societal critique. In this specific case, the notion of 
cobot democratization with the associated technologies and 
practices was in several cases a critique towards the way 
robotics development and implementation is configured 
at present. Preferably, these sociotechnical configurations 
would be accompanied by well-developed and reflective 
narratives about how societal critique is established through 
such a specific configuration. In the project at hand, the 
topic of democratization was a useful example of this, since 
it functioned on the one hand as a simple buzzword, but 
also had the potential to be developed into a narrative that 
facilitated more critical concepts of cobot development and 
implementation in the larger context of the political econ-
omy of autonomous systems. As the observations above 
demonstrate, this requires the ethicist to have a high level 
of familiarity with what other experts in a project are doing 
in order to develop critical concepts that can guide robotics 
research, design and implementation.

4.3  Strengthening Anticipatory Concepts

Finally, in the broader context of technology criticism, 
anticipation of technological developments and their impact 
are generally an important topic of consideration and have 
been the subject of repeated debates [70, 71]. An important 

and HRI research, ethicists are likely to find more profound 
ways to immerse themselves in the messy, contingent forms 
of interaction and use those methods to look for emergent 
ethical themes and issues. These types of research meth-
ods can then be employed to trace, describe and criticize 
the values (and politics) that are either deliberately or inde-
liberately inscribed into robotic technologies. By observ-
ing interactions between humans and robots in real-world 
scenarios, integrative ethics practices can be pursued in a 
collaborative manner and make direct contributions in an 
interdisciplinary setting.

4.2  Collaboration and Technology Critique

On a general level, ethics as a branch of philosophy repre-
sents a specific type of critical reflection, seeking to pro-
mote actions that pursue moral good, while simultaneously 
discussing the nature of that good. Drawing on these aspi-
rations, most ethical work done in a context of philosophy 
of technology has a fundamentally critical character [66]. 
Likewise, ethical reflection on specific technologies gener-
ally seeks to develop and define a certain critical attitude 
towards these technologies and the practices affiliated with 
them. That is to say, ethicists often provide their insights 
in a critical fashion, and several scholars have explicitly 
discussed the inherently critical component in technology 
ethics [67, 68]. This task of ethics is still very much alive 
within the empirical turn in contemporary philosophy of 
technology [69]. In short, an important component of ethi-
cists’ general contribution to the debate on technology is 
their theoretical and applied criticism, either through the 
deployment of existing ethical theories or by proposing 
novel or adjusted ethical notions and approaches. Therefore, 
this critique and the emancipatory ambitions affiliated with 
it are pivotal for robot ethics as a field and approach and will 
normally play a central role in its argumentations.

This critical component of ethics can lead to practi-
cal issues when it comes to ethics integration, because 
the very aim of integration can render it more difficult to 
remain critical and develop a normative stance. As already 
described in Sect. 3, critique is an ambivalent topic in con-
texts where cooperation and integration stand central. One 
possible solution is to strictly decouple constructive inter-
disciplinary cooperation and critical engagement. In that 
case, the ethicist would collaborate within a given context 
and provide specific inputs that are constructive to the col-
laboration and its development. Simultaneously but sepa-
rately, observations from such collaborations can be used 
to criticize the ways in which certain realities and practices 
emerge in research, design and implementation processes 
while assessing their ethical implications. Such a decoupled 
approach can help to initiate debates with and within the 
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design and implementation in order to collaboratively con-
struct more sophisticated and informed notions that antici-
pate the future of robotics. This is not only a contribution 
to robot ethics in a narrow sense, but also in a broader 
sense that can help to understand and analyze the politi-
cal economy of robots, thereby using ethical integration to 
foster new frameworks of societal discussion on robots. By 
developing well-informed (speculative) concepts, integra-
tive ethics can help bring about diverse, inclusive narratives 
concerning the future of interactive robotic technologies. It 
is thus important to focus on issues of collective imagina-
tion that involve the systematic development of alternative 
futures with robots based on deliberative consensus [81].

5  Conclusion

This paper contends that an integrative approach entails an 
emphasis on the establishment of the ethicist’s presence and 
the interdisciplinary integration of ethical approaches in 
design, development and implementation processes regard-
ing social robots. The main reason for using the term “inte-
grative” is that this paper maintained a strong focus on the 
practices involved in this endeavor. In this regard, it was 
demonstrated how the ethicist’s role is not yet clearly delin-
eated in such contexts. The role of expertise is crucial here: 
in a professional setting, the presence of the ethicist and the 
interdisciplinary integration affiliated with it requires a type 
of expertise in which the ethicist looks beyond already exist-
ing pathways of integrating ethical expertise. This relates 
to the second emphasis, which is on emergence: topics and 
issues related to ethics must be identified in the messy, con-
tingent, highly variable process of human-robot interaction. 
In the end, the integration of ethics is clearly unfinished 
and will probably never be conducted in a completely flaw-
less manner. Discussions, whether over the effect, (inter)
disciplinarity, or intentions of ethics, will continue to take 
place. However, many signs indicate that ethics can gain 
from the current state of affairs. From regulation to robot-
ics practitioners: there is an increasing recognition of the 
need to include ethical insights and approaches. Therefore, 
frameworks need to be developed in which integrative and 
potentially also experimental aspects of ethics can be fur-
ther explored and implemented.

One crucial thing to state once more is that the arguments 
made in this paper are almost solely focused on providing 
insights into the process of interdisciplinary integration. 
This has implications in the sense that most statements fol-
lowed from observations in a context where such interdis-
ciplinary integration was a relevant and intuitively sound 
endeavor. However, there are many other contexts where it 
is better to pursue other aims. In such cases, there is likely 

point is whether or not and in what way technology criti-
cism should be engaged in anticipating future technological 
developments, with the position of ethics playing a central 
role in such discussions [72]. One of the major difficulties 
of anticipatory notions is that they often have a speculative 
character. Important to consider in this regard is that a range 
of historical examples demonstrate that the futuristic hype 
surrounding emerging technologies often fails to material-
ize [73]. Given that one could credibly argue that robotic 
technologies are subject to similar hype, the question is how 
their potential impact on the economy and society should be 
approached.

In this regard, speculative thinking can be very fruitful 
for crafting new, emancipatory narratives about the future 
of robotic technologies in their sociotechnical context. Fur-
thermore, extensive research into the role of sociotechnical 
imaginaries has already demonstrated their usefulness for 
exposing and questioning the values implicit in the futures 
of emerging technologies [74, 75]. Anticipation of emerging 
technologies can therefore be a fruitful endeavor, simulta-
neously recognizing the sociotechnical potential of robots 
and critically engaging with the hubris and buzzwords asso-
ciated with them [76, 77]. Much is still unclear about the 
possibilities and sociotechnical potential of implementing 
specific robotic technologies in real-world interactive set-
tings. Furthermore, as was argued at the beginning of the 
paper, robotics in general is a field that has attracted a wide 
range of expectations surrounding future technological 
developments. Many of these expectations lead to a mys-
tification of robotics futures, which can hamper the current 
decision-making processes that are so important for the fur-
ther development and implementation of robotics [5].

One of the promises of integrative ethics approaches is 
that they can make substantial contributions to develop new 
modes of demystified, constructive anticipation of interac-
tive robotics technologies and their future development. The 
idea being that more profound levels of interdisciplinary 
integration can help ethicists develop more sophisticated, 
better informed narratives around technological artifacts 
and their futures. Thus, through integrative ethics practices, 
the hope is to come to better-informed anticipatory concepts 
that are simultaneously both constructive and critical. An 
important task for philosophers and social scientists here is 
to become involved in the construction of shared narratives 
that explore the sociotechnical potential of robot futures 
[78]. Other studies have already argued that narrative strate-
gies encouraging individual and collective constructions of 
the meanings of a technology can help to increase societies’ 
capacity to develop common solutions to the highly contin-
gent challenges of new technological systems [79, 80].

Integrative approaches should therefore aim for active 
engagement with the practicalities of robot development, 
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to be less of an emphasis on integrating ethics, but rather 
on a confrontational use of ethics as a tool and narrative 
for pursuing more disruptive avenues of action in order to 
achieve long-term change [82]. For instance, when ethical 
approaches concern basic human rights in the context of 
artificial agents that are close to being implemented on a 
massive scale (e.g. in the context of Big Tech), it is much 
more likely that a detached, confrontational approach can 
be useful to elicit a society-wide debate on ethical topics. In 
such cases, assessment activities based on solid knowledge 
of the moral and legal foundations of those human rights 
will probably lead to more tangible results than an integra-
tive approach.

Finally, in terms of future research, there are several 
pathways that could lead to useful insights. First, for the 
ethics community as a whole and technology ethics more 
specifically, the discussion on the integration of ethics can 
lead to new types of ethics frameworks. Second, the notion 
of democratization itself could be developed further in this 
context, in a critical but constructive manner. That is to say, 
the term democratization, as explained above, was strongly 
focused on bringing robots into new, real-world contexts. 
Instead of very controlled environments like the robotics 
laboratory or the factory setting, the idea behind democrati-
zation was to allow for more free interaction between people 
and robots. In such contexts, integrative ethical approaches 
have great potential to provide a larger framework that can 
analyze and foster the socio-ethical implications of such 
developments.
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