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Abstract
We present a video-based online study (N=222) examining the impacts of gendering an in-home, socially assistive robot
designed to aid with rehabilitative engagement. Specifically, we consider the potential impact on users’ basic psychological
need (BPN) fulfillment alongside measures of the robot’s effectiveness as well as the potential impact on human caregiver
gender preferences and propensity to gender stereotype more broadly. Our results suggest that the male-gendering of care
robots might be particularly beneficial for men, potentially leading to greater BPN fulfillment than female-gendering. Whilst
women also showed some similar gender-matching preference (i.e. preferring the female-gendered robot) this effect was
less pronounced. Men who saw the male-gendered robot were also significantly more likely to indicate they would prefer a
man, or had no gender preference, when asked about human caregiver preferences. Overall, and in line with (some) previous
work, we find no evidence of universal positive impact from robot task-gender typicality matching. Together, our results
further strengthen existing calls to challenge the default female-gendering of assistive agents seen to date, suggesting that
male-gendering might simultaneously boost positive impact for men users whilst challenging stereotypes regarding who
can/should do care work.

Keywords Social robots · Basic psychological needs · Rehabilitation · (Gender-)stereotypes

1 Introduction

Socially assistive robots (SARs) are those which provide
assistive functionality through their social interactions with
the user (in contrast or addition to e.g. physical assis-
tance) [1]. Previouswork has demonstrated their potential for
use as amotivational aid for increasing engagementwith ther-
apeutic and/or rehabilitative exercise programs [2–4], driven
by the fact that lack of engagement with such exercises is a
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well-documented issue (e.g. [5–7]). Other works have con-
sidered implications of different robot design factors in this
context, typically examining how different design choices
(often drawn from psychology literature on persuasion and
motivation and/or studies of domain expert practitioners)
impact on user behaviour and perceptions of the robot (e.g.
[8–10]).

In this work, we instead consider perception of such a
robot through the lens of the theory of basic psychologi-
cal needs (BPNT) [11, 12]. We identify basic psychological
needs (BPN) as being particularly salient for evaluation of
SAR designs because BPN fulfillment has been linked with
positive effects on user engagement with a technological
device [13, 14], in addition to overall wellbeing and task
motivation (including motivation to exercise [15]).

Specifically in the context of rehabilitation, motivation
is highly relevant as many patients struggle to stay moti-
vated and report to feel “bored” or “following a routine”
instead of being motivated to engage in the rehabilitation
activities [16]. Several technologies have been designed or
introduced for rehabilitation support to create higher user
engagement, such as sensor based virtual reality for in-home
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rehabilitation exercises for stroke patients [17], game-based
rehabilitation for elderly patients [16], or socially assistive
robots for self-directed rehabilitation exercise programmes
[18]. To contribute to the design and development of such
technologies, we believe that the BPNT—as part of the self-
determination theory [19], which is a well-established and
leading theory of humanmotivation—can strongly contribute
in explaining user’s motivation to engage with technology,
while simultaneously supporting their long-term well-being.
As such, using impact on BPN to guide SAR design would
seem like a sensible route towards delivering robots that are
simultaneously acceptable and effective.

Based on previous work suggesting that gender of a dig-
ital, assistive agent can influence users’ BPN satisfaction
[20], we examine whether gendering of the social robot Pep-
per has an impact on perceptions of its potential to impact
BPN satisfaction, intention to use (ITU) and acceptability.
Further, building on current works questioning the poten-
tial for gendering of artificial agents to propagate and/or
challenge gender stereotyping [21, 22], we look to examine
whether robot gender-task stereotypicality seems to influ-
ence respondents’ immediate application of such stereotypes
when assessing human gender-task suitability.

We present an online, video-based experiment designed
to support this investigation. For maximum real-world appli-
cability we utilise carefully designed stimuli reflecting
expert-informed design guidelines for use of a socially assis-
tive robot to support therapeutic exercise engagement [23],
and specifically recruit respondents who identify as hav-
ing a long-term health condition and/or disability. The
results suggest that being shown a male-gendered (counter-
stereotypical) socially assistive care robot influences partic-
ularly men respondents to chose a non-stereotype conform
human caregiver for themselves, thus a male or any gen-
der caregiver, instead of a female caregiver. Moreover, BPN
satisfaction positively correlated with the ascription of mas-
culinity to the robot for men respondents. We conclude that
assistive robots should not be female-gendered as a default,
instead they can be designed to challenge existing stereotypes
and at the same time, as our results show, have a positive
impact on the user.

1.1 Research Questions

With this work we broadly address five research questions.
Firstly, RQ1 A and B are concerned with exploring if/how
binary, male versus female gendering of an in-home care
robot influences how that robot is perceived by men and
women.

RQ1: How does gendering of a SAR for in-home health-
care influence respondents’...

A: ... perception of its potential to impact on their Basic
Psychological Needs (BPN)?

B: ... intention to use (ITU) them?
In particular, we look to see whether previous findings

concerning gendering of a digital banking assistant replicate
within our in-home care robot context.

RQ2AandBare then concernedwith the potential for gen-
dering of our in-home care robot to influence respondents’
gender preferences when thinking about human caregivers,
and, more broadly, their propensity to engage gender stereo-
types:

RQ2: How does observation of a gendered SAR for in-
home healthcare influence respondents’...

A: ... immediate gender preferences for a human care-
giver?

B: ... immediate application of gender stereotypes when
asked to assess stereotypically male/female traits and occu-
pations?

Finally, we look to (re-)examine the extent to which
anthropomorphism might be necessary/desirable in the con-
text of designing socially assistive robotsmore broadly, given
that one way to avoid the risks of robot gendering would be
to design less human-like robots:

RQ3:Howdoanthropomorphic attributions affect respon-
dents’ intention to use the SAR for in-home healthcare?

2 RelatedWork

2.1 (Gendered) Social Robots for Healthcare

Very few previous works specifically consider the impacts
of robot gendering within a healthcare context. An exception
is the work of Bryant et al. [24], who specifically investi-
gated how (mis)matching robot gendering to (pre-validated)
occupational gender role associations impacted perceptions
of robot competency across a number of occupations includ-
ing home health aid, nurse and therapist. They found no
impact of robot gendering on perceptions of occupational
competency or trust—i.e. they found no differences in per-
ceptions of a male versus female-gendered Pepper robot as
a home health aid, nurse, or therapist even though those
occupations were associated much more with women than
with men when considering human workers. The authors
had hypothesized that a social robot matching gender and
occupational role stereotypes would obtain higher ratings
of perceived trust, based on previous results suggesting that
this increased robot acceptance [25]. Work by Eyssel et al.
[26] also found evidence for robot gender-role matching
influencing perceptions of robots, with a short versus long
haired version of the otherwise same robot being perceived
as more agentic (stereotypical masculine trait) versus more
communal (stereotypical feminine traits) and better suited to
stereotypically male versus female tasks respectively.
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Work examining robot gendering more broadly has
yielded mixed results, potentially also indicating that the
effects of robot gendering might emerge from interactions
between robot and user gender [27–30] but also that the
pertinence of gender (or lack thereof) might vary across dif-
ferent interaction contexts [31, 32]. Our work contributes
increased understanding of the implications of robot gender-
ing in the context of in-home healthcare, specifically with
respect to perceived potential for impacting on users’ Basic
psychological needs (BPN) and acceptability via intention
to use (ITU). We identify BPN as a particularly pertinent
construct for considering SARs for in-home health support
given links between BPN and task engagement, well-being
and ITU demonstrated in human psychology literature, dis-
cussed in the following subsection.

2.2 Basic Psychological Needs: Task Engagement,
Well-Being and Intention to Use

As part of their Self-Determination Theory, Deci and Ryan
(SDT [19, 33]) developed six ‘mini-theories’ (to use their
term), one of which is the theory of basic psychological
Needs (BPN; [11, 12]). According to the theory, humans
have three universal, psychological needs: autonomy—our
desire to have control over a situation; competence—our
desire to experience mastery; and relatedness—our desire to
care for others and be cared for in return. If a task or activity
leads to satisfaction of all three BPN, it creates autonomous
motivation (volitional, self-directed motivation) and greater
well-being. If one or more of these needs are not fulfilled,
we lack autonomous motivation to engage in a task and our
well-being can be negatively affected.

Especially in the context of physical activity, the BPN
have been described as influential drivers of motivation
and well-being [15, 34, 35]. In physical rehabilitation, and
more specifically in the context of home-based rehabilita-
tion, BPN fulfillment was found to be a strong predictor for
motivation to engage in rehabilitation exercises [36, 37]. A
study investigating patients’ exercise behaviour following
cardiac rehabilitation has shown that patients with higher
BPN satisfaction were more motivated to exercise, subse-
quently leading to more independent exercise behaviour at 3
and 6weeks post-completion of their cardiac rehabilitation
program. Moreover, a recent study on physical rehabilita-
tion [38] confirmed that BPN satisfaction had an impact on
patients’ (adolescents with a disability or long-term illness)
meaningful engagement in physical activity, and that their
need satisfaction shaped their experience of physical edu-
cation (PE) participation. The authors suggest that patients’
BPN satisfaction should be supported by health care profes-
sionals while patients are attending rehabilitation.

Due to the nature of physical rehabilitation, patients often
need additional help at home, mostly supported by an infor-

mal caregiver. The caregiver would provide support in doing
the exercises [39] and potentially nudge the patient to engage
in the activities that are part of the rehabilitation process
[40]. In recent years, technologies and AI systems were
developed to relieve informal caregivers of their support-
ing task and activities (e.g.[41–43]). Nonetheless, until now,
there is neither research focusing on specific design factors
of robot caregivers, nor linking human–computer interac-
tion in physical rehabilitation with BPN satisfaction. There
have however been works demonstrating a link between
BPN satisfaction and technology engagement. As the studies
have shown, BPN satisfaction led to positive perception of
technological devices [44], increased users’ intention to use
[20]) and engagement with technologies [13]. These works
indicate that satisfaction of BPN would play an important
role in simultaneously increasing patient intention to use a
robot for post-rehabilitation support, and further increasing
patient motivation to engage in the tasks necessary for their
rehabilitation, ultimately resulting in greater overall patient
wellbeing.

One of the aforementioned works specifically demon-
strated that anAIAssistant’s agency (high/low) and gendered
design features (female/male voice) seemingly influenced
participants’ perceived BPN satisfaction and subsequently
their ITU a digital voice assistant in a daily banking con-
text [20]. The female-sounding, high-agency finance coach
generated the lowest autonomy satisfaction and ITU scores
from men, whilst the female, low-agency finance coach
received the highest. Whilst the results for women partici-
pants were not significant, the authors identified a tendency
in the opposite direction, suggesting that men and women
have different preferences with regard to these design fac-
tors. More specifically, the results suggest that men had a
preference (higher autonomy satisfaction and ITU) for a
stereotype-conforming representation of a female assistant
(see also e.g. [45]) with a passive interaction style, whereas
women preferred a non-conforming condition (high-agency
female) with high-agency as a characteristic that would typi-
cally be associated with men (c.f. [46, 47]). In the current
work, we want to examine whether Moradbakhti et al.’s
results [20] might (fail to) replicate in a healthcare con-
text, given that women are typically more associated with
assistive and/or domestic health and care work [24]. We also
want to assess whether exposing respondents to a counter-
stereotypical representation of a male robot caregiver could
influence their immediate gender preferences for human
caregivers, and/or reduce their propensity to stereotype when
considering differences in traits and professions for men and
women more broadly, building on recent interest and dis-
course within the HRI literature.
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2.3 Robots and Gender Stereotyping

Recent works have called attention to the risks of robot
gendering (whether done explicitly by designers or not)
with respect to propagating harmful gender stereotypes. A
UNESCO report on the digital skills divide calls attention to
(worldwide) problematic issues of (female) gendering of dig-
ital assistants, noting that “voice assistants built for Chinese
and other Asian markets are, like the assistants built by com-
panies headquartered in North America, usually projected
as women and also interact with users in ways that can per-
petuate harmful gender stereotypes [21, p. 104]. The report
specifically discusses risk of increasing associations between
“woman” and “assistant” to the point of (real) women being
(further) penalized for not being assistant-like [21, p. 108].
Yolande Strengers and Jenny Kennedy further call attention
to the problematic nature of smart technologies (including
social robots) as smart wives: technologies designed to take
on archetypal, domestic wife-like such as caregiving and
emotional labour and subtly characterized as the ‘nostalgic,
sometimes porn-inspired wifely figure...we are trying tomove
on from in most contemporary societies’ [48]. Alesich and
Rigby have also drawn attention to the possibility for gen-
dered humanoid robots to affect our perceptions of human
gender and associated cultural norms [49].

The UNESCO report identifies “genderless chatbots” as
exemplifying one way to “sidestep difficult issues related to
gender” [21, p. 122] and recommends exploring the feasi-
bility of developing a “machine gender for voice assistants
that is neither male nor female” [21, p. 130]. However,
previous works indicate users generally show a high ten-
dency to ascribe (binary) human gender to artificial social
actors, including those that are non-anthropomorphic with
minimal gender cues [50]. The Pepper robot, a common
platform for HRI research, might be said to be somewhat
gender ambiguous in its base embodiment design. A recent
study asking participants to rate masculinity and femininity
of robots based only on their appearance suggested Pep-
per is most often perceived as gender neutral [51]. This
work also demonstrated the ways in which robot form alone
can influence robot gendering, as, for Italian participants,
body manipulators (e.g., legs, torso) were found to be asso-
ciated with masculinity whilst surface look features (e.g.,
eyelashes, apparel) were found to be associated with fem-
ininity for Italian participants. A thorough evaluation of
visual qualities of SARs and their effects on user perception
and preferences revealed that both body structure (hour-
glass shaped robots were perceived as more feminine and
V-shaped robots as masculine) and colour (generally male
ascription to robots but white colour was more associated
with the female gender) had effects on users’ gendering of
SARs [52]. Nonetheless, previous works on robot gendering
have generally taken the position that this gender ambigu-

ity supports simple manipulation of Pepper’s gendering via
e.g. voice and name manipulation [24, 53–55]. We take the
same approach here, motivated in part by Perugia et al.’s
recent finding that (Italian) participants seeing a picture of
the Pepper robot generally identified it as being (specifically)
gender neutral [51], although itmust be noted that others have
found evidence indicating that Pepper’s design actually com-
municates a range of genders [56]. This latter finding from
Seaborn and Frank suggests future work on robot gender-
ing ought go further than the typical gendering manipulation
check employed in previous works (as well as our own) to
carefully examine e.g. whether researchers’ gender manip-
ulations (mis)match with any initial robot gendering on the
part of participants, as this has potential to induce cognitive
dissonance in participants (whomight have been expecting to
‘hear’ one particular gender when the robot spoke, but were
surprised to instead hear something different) and influence
results. We discuss this further in Sects. 5.5 and 6.

Perugia et al.’s study also indicated that, when participants
did ascribe gender to robots, they overwhelmingly choose to
do so in binary gender terms, even when researchers provide
the opportunity to indicate androgyny via separate metric
rating scales on masculinity and femininity [51]. It is not
clear to what extent this reflects designers’ intentions versus
observer biases, but it does indicate a difficulty and/or lack of
established practice for designing non-binary robots. Future
work is needed to understand this, and to explore what non-
binary robots could ‘look like’, if we are to fully unlock the
potential of queering robots as a mechanism for challenging
stereotypes [48].

Oneproposed alternative to thegender ambiguous approach
is to intentionally design gendered but norm-breaking robots
that, at a minimum, avoid propagating gender stereotypes,
but potentially might even aid in reducing such stereo-
types in users. Taking this position, [22] demonstrated that
a female-presenting university outreach robot which demon-
strated gender norm-breaking behaviour in its response to
inappropriate behaviour was perceived as more credible by
girls (with no negative impact on the boys), and poten-
tially reduced immediate gender bias in some observers.
To our knowledge, no such work has showcased an equiv-
alent, norm-breaking male robot. We consider use of a
male-presenting robot for our in-home healthcare support
scenario as norm-breaking and counter-stereotypical based
on the gendered nature of care work [48], in-home health
tasks generally being associatedwithwomen [24] and current
gendering design trends evidenced in commercially available
digital assistants [21, 45].

Whilst recent research has examined how to reduce stereo-
types towardswomen in traditionallymale jobs [57, 58] there
is a research gap on inequalities and stereotypes towardsmen
working in professions that were traditionally executed by
women (e.g. care taking; [59]). Moreover, a study has shown
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that exposing participants to male, family-oriented role mod-
els, had a positive impact on women’s outlook on their future
work-life balance [60]. These results indicate that a simple
exposure to counter-stereotypical role models can positively
impact participants’ own expectations.

Our work continues this discussion by examining not
only how robot gender-task stereotypicality matching influ-
ences observers’ perceptions of the robot, but also how
(mis)matching of such might influence observers’ immedi-
ate application of stereotypes when thinking about humans’
suitability for stereotypically gendered occupations, and/or
gender-stereotypicality of particular personality traits/behaviours.
Given the current knowledge gap regarding how to suc-
cessfully (and ethically) design a non-binary robot, we
limit ourselves here to binary robot gendering and gender-
stereotypicality mismatching as our contribution towards the
queering of robot gender portrayal.We hope that futurework,
undertaken in collaboration with the queer community, will
work to go beyond these binary limitations.

3 Materials andMethods

We designed a between-subjects video-based online exper-
iment to investigate the impact of gendering an in-home
socially assistive robot.

3.1 Experimental Scenario andVideo Production

3.1.1 Experimental Use Case Scenario

Our use case scenario depicts Softbank’s Pepper robot1

deployed within a domestic environment. The videos show-
case two users of the robot: the primary user, a care
recipient (Lisa) and a secondary user, Lisa’s informal care-
giver (Sarah). The video narrative implies that Sarah and the
robot work together to deliver Lisa’s care, as Sarah asks the
robot to guide Lisa through her exercises while she goes out
to do other chores. This narrative is based on previous work
with therapists regarding the potential role SARs might take
in supporting rehabilitative therapies [23, 61]. Lisa and Sarah
are fictitious users portrayed by two women on the research
team for the purposes of creating these video clips.

The Pepper robot was chosen based on its gender-neutral
baseline embodiment [51], which hence lends itself to gen-
dering via voice, as has been done in previous HRI work on
the implications of robot gendering [24, 53]. Further, Pepper
is generally a popular platform within HRI research, in part
because its CE marking2 makes it a real-world viable option

1 https://www.softbankrobotics.com/emea/en/pepper.
2 https://www.aldebaran.com/sites/default/files/inline-files/
declaration-of-conformity-pepper-1.8.pdf.

Fig. 1 Scene setup for the video stimuli showcasing the Pepper robot
interacting first with an informal carer (top) and then with the primary
user (bottom)

for use as a socially assistive robot. This means that design
decisions regarding if/how and whether to gender the robot
or not across different use cases are already happening3 and
we hope work like ours can minimise the risk of such gen-
dering being done ad-hoc without thought to the potential
ethical implications.

In the study preface, ahead of stimuli presentation, it was
stated that Pepper is ‘a robot that can be used at home to
support people who need to exercise e.g. to help manage a
long term health condition or disability, or to aid recovery
from an injury. For now, this is a prototype and we would like
to get your feedback. We will ask you questions about your
preferences and perception of the robot.’

3.1.2 Video Scripts and Scene Set-Up

Thevideo clips first showedPepper interactingwith the infor-
mal carer (Sarah, Fig. 1, top) beforeworkingwith the primary
user/care recipient (Lisa) (Fig. 1, bottom). Pepper and the
informal carer also refer, at different times, to Lisa’s thera-
pist (e.g. ‘You can remind Lisa that the therapist is coming
tomorrow’) but this therapist never appears directly in any of
the videos.

3 see e.g. “Pepper Robots Dress Up” on theWall Street Journal: https://
www.wsj.com/video/pepper-robots-dress-up/23725372-6E6C-4C31-
9646-C491A5D2D916.html.
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These references to the therapist and the initial carer-robot
interactionwere included tomake it clear that the robot’s role
is to assist, rather than replace, the primary user’s formal and
informal human carers. The robot’s role with respect to the
primary user, formal and informal caregivers, as well as the
robot’s suggested functionality and dialogue script were all
influenced by expert-informed design guidelines for robots
in therapy and previous work on socially persuasive robots
for exercise motivation [9, 23, 61].

Scene set-up was designed to resemble previous work
using video stimuli to investigate perception of in-home care
robots [62], utilising some of the same exemplar exercises
(neck tilts and stretches taken from publicly available Arthri-
tis Research UK4 advice materials). Camera placement was
such that the users’ faces were never seen (thus removing any
potential for facial expressions to inform respondents’ reflec-
tions). Further, only one video was used to create all eventual
stimuli by overlaying the robot’s gender manipulated speech
such that all user behaviour and audio was identical across
videos. This removes any potential confounds arising from
variations in user or robot behaviour across videos.

Both actors were women on the research team (referred
to with fictitious female names) and the depicted user’s ther-
apist was also referred to as she. Whilst respondents were
explicitly asked to imagine themselves in the user’s position
when watching the video, we actively chose to consistently
present all female interactants (rather than e.g. a male user
for men respondents) to avoid variations in assessment of the
robot being affected by who it is interacting with. Previous
HRI work has demonstrated complex interactions between
interactant, robot and observer gender [53]. Accounting for
all possible such gender effects would require versions of the
video clip in which we systematically varied primary user,
informal and formal caregiver gender as well as the robot
gender, which we identify as out of scope for this study. The
male5 and female6 robot gender conditions can be viewed
online. Both videos are 3min and 33s long.

3.1.3 Robot Gendering Manipulation

Robot “gender” was first manipulated ahead of the video
stimulus in the study introductory text where respondents
were briefed about the ‘[male/female] robotPepper...[he/she]
can support you...’ and then within the video stimuli via
the robot’s voice. The robot’s voice was based on Ama-
zon Web Service’s (AWS) synthetic voice software “Polly”
which provides a variety of different text-to-speech voices.
We entered the robot’s text passages in the online platform

4 https://www.versusarthritis.org/.
5 https://youtu.be/Ed806gR97Uk.
6 https://youtu.be/7XG3Gvwdq_Q.

ttsmp3.com (which offers text-to-speech downloads pow-
ered by AWS Polly) and selected the voice “Joanna” as the
female and “Joey” as themale robot voice. As amanipulation
check,respondents were asked how feminine and masculine
they rated the robot to be on a 5-point Likert scale (note
this was presented as two separate questions rather than as
one semantic differential to avoid enforcing binary gender
ascription).

3.1.4 Robot Agency Cues

Moradbakhti’s previouswork investigatinggender and agency
in perceptions of a digital banking assistant demonstrated
complex interactions between agent gender and agency, indi-
cating complex interplay between stereotypes, social norms
and gender roles [63]. In particular, men were particularly
unimpressed by the high agency, female version of the assis-
tant. Given that, in this work, we are interested in gendering
effects first and foremost, we specifically utilise low agency
robot cues to minimise robot agency further exaggerating
potential differences in perceptions of our (gendered) robot,
even though one might expect (depending upon cultural con-
text) high agency cues to bemore appropriate for a healthcare
assistant.

3.2 Study Procedure

Prior to taking part in the study, all respondents were
instructed to either use headphones or keep their com-
puter/laptop audio on high volume for the duration of the
study. First, respondents read an introduction, confirmed their
consent and filled out demographic information. Once these
initial steps were completed, a short instruction appeared,
which was followed by the video. One of the two robot gen-
der conditions (female/male-gendered robot) was randomly
assigned to each participant. After the video, respondents
were asked to rate whether they understood the robot,
and about their prior experience with robots, Pepper in
particular. Subsequently, respondents answered questions
as per the experimental measures presented in Sect. 3.3.
Finally, respondents were shown a debrief page before being
redirected to Prolific’s platform to process their financial
compensation. The study took 14min and 34s on average.

3.3 Experimental Measures

In the following subsections we detail all experimental mea-
sures implemented in our survey, in the same order in which
they were presented to respondents after they watched the
video stimulus. Where using Likert scales in answer options,
weutilised 5-point scales as is standard inBPN literature [64–
66].
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Table 1 Manipulation check results spearman correlation

Measure 1 2 3

Video condition female

Video condition male − 1.00 ∗ ∗
Robot femininity .647∗∗ − .647∗∗
Robot masculinity − .630∗∗ .630∗∗ − .442∗∗
*p < .05; **p < .01 (two-tailed)

3.3.1 Human-Likeness/Robot-Likeness

Respondents’ perceptionof the robot’s human-/robot-likeness
was assessed via the following two questions: (1) “On a scale
from 1–5, how human-like would you rate the robot?” and
(2) “On a scale from 1–5, how robot-like would you rate the
robot?”.

3.3.2 Robot Gendering Manipulation Check

Respondents’ perception of the robot’s gender was assessed
via the following two questions: (1) “On a scale from 1–5,
how feminine would you rate the robot?” and (2)“On a scale
from 1–5, how masculine would you rate the robot?”. Both
questions were rated on a five-point Likert scale.

A strong significant correlation between the intended
robot gender perception and actual perceived robot gender for
both video conditions demonstrates that respondents identi-
fied the gendering of the robot in line with our expectations
(see Table1).

3.3.3 Perceived Benefit of the Robot

Respondents were asked to indicate their overall perception
of the robot’s benefit: “Do you think you would benefit from
using a robot like this for daily exercises?”. respondents
answered this question on a five-point Likert scale from 1
(not at all) to 5 (very much).

3.3.4 Robot Goodwill

We originally intended to measure robot credibility, a proxy
for robot persuasiveness as per previous works [9, 22, 62]
but ultimately only included the goodwill subscale based on
significant overlap between the other key subscales (exper-
tise, trustworthiness) and our other experimental measures.
We can report a good model fit based on CFA: RMSEA =
0.050; SRMR = 0.019; CFI = 1.00; TLI = 0.999. We can also
report good reliability with a Cronbach’s alpha of.93.

3.3.5 Basic Psychological Need Satisfaction

The Basic Psychological Need Satisfaction Scale for Tech-
nology Use (BPN-TU) was created through thorough scale
development and validation [67]). The items are based on
existing Basic Psychological Needs Scales (e.g., [64, 68,
69]) but adapted to the context of technology interaction.
The items were translated into English for the current study,
having originally been developed in German. Each need was
assessed with three items. Relatedness was split into Relat-
edness to Others and Relatedness to the Robot, assessed with
three items each. The Relatedness Need is split in the BPN-
TU scale, as respondents can perceive the robot as both, a
mediating tool to interact with other people (Relatedness to
Others), or directly as a source of social interaction (Relat-
edness to the Robot). The full list of items can be found in
“Appendix A”.

The items were rated on a five-point Likert scale from 1
(not at all) to 5 (very). Tomeasure the validity of the scale for
the current data set, themodel fit was evaluatedwith a Confir-
matory Factor Analysis using the χ2 goodness-of-fit statistic
and a combination of the Comparative Fit Index (CFI), the
Tucker Lewis Index (TLI), and the Root Mean Square Error
of Approximation (RMSEA). In line with evaluation stan-
dards [70, 71], the model has a good fit: RMSEA=0.049;
SRMR=0.042; CFI=0.998; TLI=0.998. Autonomy had a
Cronbach’s alpha score of .86, Competence .91, Related-
ness to Others .78 and Relatedness to Technology .88.

3.3.6 Intention to Use

We utilised two ITU items based on the ITU items from
the Technology Acceptance Model (TAM3, [72]), one of the
key constructs in human–computer interaction research to
measure technology acceptance of users: (1) “I could imagine
to use the robot in the future.” and (2) “I would like to inform
myself about products that are similar to this robot.” These
items were rated on a five-point Likert scale from 1 (not at
all) to 5 (very much).We can also report good reliability with
a Cronbach’s alpha of.85.

3.3.7 Propensity to Stereotype

To assess propensity to stereotype professions, respondents
were asked: “The next question is about people in different
jobs. In general, how typical do you think are the following
professions for persons of different genders?” and to mea-
sure respondents’ propensity to stereotype traits, they were
asked: “How typical are the following traits for men and/or
women?”. The full list of items was added below.

Propensity to stereotype was then measured by deduct-
ing the number of stereotype non-conforming choices (for
professions and traits) respondents made from the number
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of stereotype-conforming choices they made. A stereotype-
conform choice would be e.g. that the trait “aggressive” is
rated more male than female or that the profession of a carer
is typical for women. As another example, if respondents
rated the profession of a carer as either “more typical for
men” or “typical for all genders”, this would be counted as
a stereotype non-conforming choice. Instead, if they rated
this profession as “more typical for women” this would be
counted as a stereotype-conforming choice. The full list of
professions and traits can be found in the “Appendix B”.

The selection of stereotypical items for the current study
was based on previous research on stereotypical traits (e.g.
[73]) and jobs (e.g. [74]). The itemswere assigned as follows:

1. Female-stereotypical traits: nurturing, kind, sensitive,
helpful, respectful

2. Female-stereotypical jobs: carer, secretary, teacher
3. Male-stereotypical traits: aggressive, independent, con-

trolling, assertive, confident
4. Male stereotypical jobs: truck driver, lawyer, doctor

3.3.8 Caregiver Choice

Respondents were asked the following question: “If I could
choose, I would choose.... as my primary caregiver.” with
the following answer options: “a woman”; “a man”; “any
gender”.

For analysis of thismeasure, answers to this questionwere
coded as “a woman” (stereotype-conform) if they chose “a
woman” versus “other” (stereotype non-conform) if respon-
dents chose the “a man” or “any gender” options.

3.4 Respondents

A G*Power (version 3.1.9.6) analysis (d=0.5, power = 0.95)
was run to define the sample size. According to the analy-
sis, the sample size needed for the study is 210 respondents.
Based on our previous experiences with Prolific partici-
pant disqualification rates, we used participant screening
tools to recruit 240 respondents, representing approximately
even numbers of men and women (specifically, given our
focus on binary robot gender (mis)matching) which may
include trans men and trans women but inherently results
in the exclusion of non-binary persons as potential respon-
dents. This is something we hope to remedy in future works
more specifically concerned with non-binary perspectives
regarding gendered robot design. We further used Prolific
screening tools to specifically recruit respondents who iden-
tify as having a long-term health condition and/or disability.
We direct readers to Prolific’s website to see full detail on
the language pertaining these screening tools and how they

Table 2 Respondents across experimental conditions

Male robot Female robot

Women 63 52

Men 47 60

are administered to platform workers.7 Our initial partic-
ipant pool were majority UK (148) or EU (54) nationals
otherwise from the US (17), Australia (6), South Africa
(4), Zimbabwe (2), Canada (1) and New Zealand (1) with
two respondents of unknown nationality. Respondents who
successfully completed one or more of the two attention
checks were compensated 2.00 via the Prolific platform (one
participant was excluded on the basis of failing this). 17
respondents had to be removed from the sample as the data
file indicated that they had not watched the complete video
vignette. The final sample consisted of 222 respondents (107
males, 115 females, M(age)=44.52years, SD(age)=15.10,
Range(age)=18–87). The final distribution of respondents
across conditions (whose data was utilised in data analy-
sis) is given in Table2. Respondents viewed an information
sheet before starting their participation, they were informed
of the possibility to withdraw from the study at any point,
and debriefing information was provided once the study was
completed. We also followed the institutions’ data collec-
tion and storage policies in line e.g., with anonymity, data
retrieval, data deletion, and GDPR compliance.

4 Results

We generate results from our survey data as follows. We first
present correlation analyses to examine whether there is any
relationship between the variables of interest. If there is no
significant correlation, we do not proceed with further anal-
yses. These correlation analyses also allow for identification
of unexpected findings which might be worthy of further
exploratory analyses.

Based on results of the correlation analyses (presented
in Sect. 4.1) we undertake additional analyses of our exper-
imental measures according to Table3. Table4 includes an
overview of means and standard deviations for all variables.
See Table6 as a summary of the key results for each research
question.

For analysis of our data, we used the statistics software
SPSS (version 27).

4.1 Zero-Order Correlations Between the Dependent
Variables

Initial Spearman’s rank-order correlations indicate that all
BPN measures, goodwill, human-likeness and ascription of

7 https://www.prolific.co/.
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Table 3 Analyses of experimental measures

Measure Analysis

BPN: competence Two-way ANOVA

ITU Two-way ANOVA

Caregiver choice Chi-square test

Propensity to stereotype Two-way ANOVA

masculinity to the robot significantly and positively corre-
lated with ITU. This suggests that these variables have a
positive impact on respondents’ ITU the robots presented in
the video vignettes.

Robot-likeness had a significant negative correlation with
ITU, indicating that respondents’ ITU is negatively affected
by a more robot-like perception of the robot. In addition to
this, robot-likeness also had a significant negative correla-
tion with the BPN satisfaction of relatedness to the robot and
goodwill. These findings demonstrate that perceived robot-
likeness of the robot has negative effects on respondents’
perception of the robot as e.g. caring, sensitive, concerned
and also on the satisfaction of respondents’ need for related-
nesswith the robot. Instead, higher ratings of human-likeness
positively correlated with all basic needs and goodwill.

A significant, negative correlation was identified between
caregiver choice and propensity to stereotype, suggesting that
respondents who preferred a male caregiver, or indicated no
gender preference, had overall lower propensity to stereo-
type.

4.2 Robot-Participant Gender Differences

As can be seen in the correlations Table5, our results reveal a
significant correlation between the respondents’ competence
satisfaction and their ascription of masculinity to the robot
(rs(220)= .191, p = .004). No such correlation was found
for relatedness or autonomy satisfaction. To further explore
this result we split the correlations by participant gender (see
“Appendix C”). Doing so, the results revealed that this effect

only appeared for men (rs(105)= .337, p < .001) and not
for women (rs(113)= .035, p = .713). These results indicate
that men had higher levels of competence satisfaction if they
perceived the robot in the video vignette as male.

To better understand this relationship, we conducted a
two-way ANOVA to analyze the effect of participant gen-
der and robot video on competence satisfaction. The results
revealed that there is a significant interaction effect of par-
ticipant gender and robot video on competence satisfaction
F(1,218) = 3.93, p = .049, ηp2 =.018. The main effect
for gender was also statistically significant F(1,218) = 4.36,
p = .038, ηp2= .020; with men having significantly lower
ratings of competence satisfaction (M = 3.40, SD = 1.02) in
comparison to women (M = 3.70, SD = 1.01). There was no
significant main effect for the robot video condition F(1,218)
= 1.25, p = .265, ηp2 = .006. Since each variable only has
two groups we cannot report post hoc tests but looking at the
means, we can see that women had higher competence sat-
isfaction ratings (M = 3.76, SD = .95) in comparison to men
(M = 3.21, SD = .96) after seeing the female-gendered robot
video. For the male-gendered robot video competence satis-
faction ratings between women (M = 3.65, SD = 1.05) and
men (M = 3.63, SD = 1.04) were very close. Overall, these
findings suggest that female robot gendering had a positive
impact on competence satisfaction for women, but a negative
impact on competence satisfaction for men.

In addition to this, the correlations split by gender reveal
that for men, all BPN and ITU significantly and positively
correlate with the ascription of masculinity to the robot (see
“Appendix C”). This would suggest that men who took part
in the current study have an overall preference for a gender-
matched robot.

Further, we conducted a two-way ANOVA to assess the
effect of participant gender and robot video on ITU. There
was no significant interaction effect F(1,218) = 1.15, p =
.285, ηp2 = .005 and no significant main effect for participant
gender (F(1,218)=2.20, p = .140,ηp2= .010) or robot video
(F(1,218) = .94, p = .334,ηp2= .004). Even though the anal-

Table 4 Means and standard
deviations of all variables

Measure Range Mean Standard deviation

ITU 1–5 3.60 1.18

BPN autonomy index 1–5 3.66 0.99

BPN competence index 1–5 3.55 1.02

BPN relatedness others index 1–5 2.93 0.97

BPN relatedness bot index 1–5 3.26 1.13

Goodwill index 1–5 3.23 1.09

Prop. stereotype index –8 to 8 − 1.66 3.50

Human-like index 1–5 2.73 0.97

Robot-like index 1–5 3.89 0.96

Robot femininity index 1–5 2.24 1.19

Robot masculinity index 1–5 2.76 1.34
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Table 5 Spearman correlations between variables

Measure 1 2 3 4 5 6 7 8 9 10

ITU index

Autonomy index .57∗∗

Competence index .73∗∗ .68∗∗

Relatedness others index .59∗∗ .51∗∗ .66∗∗

Relatedness bot index .70∗∗ .57∗∗ .70∗∗ .65∗∗

Goodwill index .55∗∗ .47∗∗ .62∗∗ .53∗∗ .68∗∗

Prop. stereotype index − .08 − .14∗ − .11 − .10 − .10 − .04

Human-like index .46∗∗ .41∗∗ .50∗∗ .49∗∗ .57∗∗ .55∗∗ − .02

Robot-like index − .14∗ − .08 − .20∗∗ − .21∗∗ − .31∗∗ − .24∗∗ − .00 − .48∗∗

Robot femininity index .04 .01 .02 .11 .07 .07 .08 .05 − .05

Robot masculinity index .16∗ .16∗ .19∗∗ .14∗ .17∗ .15∗ − .09 .17∗ − .00 − .44∗∗

*p < .05; **p < .01 (two-tailed)

ysis was not significant, the descriptive statistics show that
men’s ITU ratings were considerably lower after watching
the female-gendered video (M = 3.33, SD = 1.23) in com-
parison to women’s ITU after seeing the female-gendered
robot video (M = 3.73, SD = 1.15). This again supports the
notion that men have a preference for the gender-matched
robot, as indicated by the findings from the correlation table.
The ITU ratings for women (M = 3.71, SD = 1.17) and men
(M = 3.65, SD = 1.14) were more similar after watching the
male-gendered robot video.

An additional exploratory two-way ANOVA analysed the
effect of participant gender and robot video on respondents’
perceived benefit of the robot. There was no significant
interaction effect (F(1,218) = 1.64, p = .682, ηp2 =.001).
However, a significant main effect for participant gender
(F(1,218) = 11.13, p < .001, ηp2 =.049) suggests that over-
all, i.e regardless of robot gendering, women perceived the
robot as more useful, as women had significantly higher rat-
ings for the perceived benefit from the robot (M = 3.60, SD
= 1.26) in comparison to men (M = 3.01, SD = 1.26). There
was no significant main effect for the robot video condition
(F(1,218) = 1.64, p = .202, ηp2 = .007) but a closer look
at the descriptive results shows that the male-gendered robot
video yielded slightly higher ratings for men respondents
(M = 3.17, SD = 0.18) and marginally higher for women
respondents (M = 3.67, SD = 0.16) in comparison to the
female-gendered robot video (men respondents: M = 2.88,
SD = 0.16; women respondents: M = 3.52, SD = 0.17).

4.3 Choice of Caregiver Gender

The caregiver choice was coded as “female” (stereotype-
conform) versus “other” (stereotype non-conform) which
represented the questionnaire answer options “male” or “any
gender”. We ran a Chi-Square Test to measure differences
in respondents’ caregiver choice after seeing the male versus

Fig. 2 The figure represents respondents’ care giver choice out of
the two options (1) ‘woman’ (stereotypical) or (2) ‘other’ (counter-
stereotypical). The bars identify the percentage of either men or women
respondents who chose these options and the colouring demonstrates
the two experimental robot conditions: female-gendered robot video
(yellow) versus male-gendered robot video (blue). It can be seen that
the majority of men respondents who said they would prefer a woman
carer were in the female-gendered robot video condition. Note. *indi-
cates the significant differences between the caregiver choices for men
respondents

female-gendered robot video. Our analysis reveals that men
who saw the male-gendered robot video chose an “other”
caregiver option significantly more often χ2 (1, N = 107)
= 4.04, p = .044 (Fig. 2). The result for women was not
significant (Fig. 2). These findings suggest, that men’s (hypo-
thetical) choice of a caregiver for real-life was influenced by
the video vignette from the study.

4.4 Propensity to Stereotype

A two-way ANOVA was conducted to measure the effect of
participant gender and robot video condition on respondents’
propensity to stereotype (range from −8 to 8, M = −1.66,
SD = 3.50). The interaction effect F(1,218) = .04, p = .849,
ηp2 = .000, and main effect for participant gender F(1,218)
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= 1.15, p = .286, ηp2 = .005, were not significant. The
main effect for the robot video condition just failed to reach
significance F(1,218) = 3.59, p = .060, ηp2 = .016. The
descriptive statistics show that respondents’ propensity to
stereotype was overall lower after watching the male robot
video (M =−1.24, SD = 3.66) compared to the female robot
video (M = −2.08, SD = 3.28).

Since we only explicitly manipulated job role gender
(mis)matching and not traits in the current study, we also
specifically compared respondents rating of typically female
versus typically male jobs. A two-way ANOVA, analysing
the effect of participant gender and robot video condition on
respondents’ propensity to stereotype ‘typically male’ jobs,
showed no significant interaction effect for participant gen-
der and robot video F(1,218) = .72, p = .398, ηp2 = .003.
There was also no significant main effect for participant gen-
der F(1,218) = .33, p = .567, ηp2 = .002. However, the
results reveal a significant main effect for robot video F(1,
218) = 6.18, p = .014, ηp2 = .028. The descriptive statis-
tics show that women’s propensity to stereotype ‘typically
male’ jobs was considerably lower after watching the male-
gendered robot video (M = 0.94, SD = 0.40) in comparison
to the female-gendered robot video (M = 1.19, SD = 0.56).
The results for men show a similar tendency (male robot: M
= 0.96, SD = 0.55; female robot: M = 1.08, SD = 0.72).

In addition to this, autonomy satisfaction correlated neg-
atively with propensity to stereotype for men only. This
suggests that male respondents who have lower propensity
to stereotype had their autonomy need more fulfilled with
regard to the robot as a carer in comparison to men respon-
dents with higher propensity to stereotype.

Table6 includes an overview of the results we have con-
ducted for each of the research questions.

5 Discussion

5.1 Gender Differences:Which Robot forWhom?

Our goal with this work was to investigate what participant-
robot gender (mis)matching preferences might emerge for a
socially assistive robot. Previous literature reported mixed
results on such participant-robot gender matching, as well as
in how gendered users do or do not seem to apply human
gender stereotypes when evaluating social robots. Thus, we
designed an experiment in which men and women were
shown either a male or female-gendered Pepper robot in a
social care context, before being asked to complete a range
of measures, broadly pertaining to that robot’s acceptabil-
ity, and potential to support their Basic Psychological Needs
(BPN) should they use it.

For our participant pool (majority UK and EU nationals)
female robot gendering had a negative impact on men’s com-

petence satisfaction, when they imagined working with the
robot. Further, specifically for men, ascription of masculinity
to the robot positively correlated not only with competence
satisfaction but alsowith relatedness satisfaction scores (both
to other people and to the robot), autonomy satisfaction
scores and ITU scores. No equivalent correlations were seen
for women who saw the female robot, suggesting a stronger
preference for robot-participant gendermatching inmen than
in women. For men at least, gender matching preferences
seemingly over-shadowed any positive associations arising
from gender-task typicality.

We identify two possible explanations for this particular
impact of gender matching on men. Firstly is the possibility
that this reflects a general bias of men perceiving men to be
more competent than women [75].Whilst we did not directly
assess perceived robot competence in this study, results from
a previous study revealed that respondents’ own competence
satisfaction when imagining using a chatbot links to per-
ceived competence of that chatbot [20]. Our findings that
female robot gendering had a negative impact on men’s com-
petence satisfaction could therefore indicate men perceived
the male robot as being more competent.

This might be particularly triggered by the role of the
robot in our scenario, as it was taking the lead on guiding
the exercises and (somewhat, even though we utilised ‘low
agency’ cues according to [20]) telling the patient what to do,
perhaps thus being perceived as taking quite an authoritative
role. According to previous studies [73, 76–78] men struggle
with women taking the lead. Therefore, men in the male-
gendered robot conditionmight have beenmore satisfiedwith
by the idea of “working” with the robot, whereas those in the
female-gendered robot condition might have disliked the the
idea of the robot “telling them what to do”.

Alternatively, it could be that men in the male-gendered
robot condition were particularly positively impressed with
the male-gendered robot because it was norm-breaking.
Previous studies have shown that men are more likely to
stereotype than women (e.g. [79, 80]) which could be why
themale-gendered, norm-breaking robot video had a stronger
positive impact on men, who began the study with stronger
stereotypical biases in comparison to women. This is sup-
ported by the fact that men who saw the male-gendered robot
weremore likely then to indicate preferences for amale or any
gender carer, when compared to those who saw the female-
gendered robot, although it did not impact their propensity to
stereotype more broadly, something we discuss more in the
following subsection.

Other gender differences between our men and women
respondents might also yield clues as to their needs, and the
ways in which (gendered) SARs might be leveraged (or not)
in tackling these. For example, regardless of robot gendering,
women perceived the robot to be more useful in managing
their health condition than men. Further, men’s propensity
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Table 6 Results for research questions

Research question Result summary

RQ1 A: Robot
gendering and BPN

A two-way ANOVA, to analyze the effect of participant gender and robot video on competence
satisfaction, revealed a significant interaction effect (F(1,218)=3.93, p= .049, ηp2= .018). While the
main effect for participant gender was also significant (F(1,218)=4.36, p= .038, ηp2= .020) with men
having significantly lower ratings of competence satisfaction (M=3.40, SD=1.02) in comparison to
women (M=3.70, SD=1.01), there was no significant main effect for the robot video. This demonstrates
that women (M=3.76, SD= .95) had significantly higher competence satisfaction ratings in comparison
to men (M=3.21, SD= .96) mainly after seeing the female-gendered robot video

RQ1 B: Robot
gendering and ITU

For men specifically, ITU correlated with ascription of masculinity to the robot (rs (105)= .316, p < .001).
Between robot video conditions, men gave the female-gendered robot video lower ITU ratings (M=3.33,
SD=1.23) than women (M=3.73, SD=1.15) but both interaction and main effect were not significant

RQ2 A: Human
caregiver gender
preferences

Men who saw the male-gendered robot video more often indicated a preference for the ’other’ caregiver
option (’other’ being the stereotype non-conform choice: either a male or any gender caregiver) than
those who saw the female-gendered robot video χ2(1, N=107)=4.04, p = .044. The result for women
was not significant

RQ2 B: Application of
stereotypes

Results of a two-way ANOVA on the effect of participant gender and robot video on respondents’
propensity to stereotype (range from −8 to 8, M=−1.66, SD=3.50), did not result in a significant
interaction effect and also no significant main effect for participant gender. The main effect for robot
video just failed to reach significance F(1,218)=3.59, p = .060, ηp2= .016. However, the descriptive
statistics show that respondents’ propensity to stereotype was lower after watching the male robot video
(M=−1.24, SD=3.66) compared to the female robot video (M=−2.08, SD=3.28). Moreover, a
two-way ANOVA analysing the propensity to stereotype ‘typically male’ jobs revealed a significant
main effect for the robot video condition (F(1, 218)=6.18, p = .014, ηp2= .028): it was considerably
lower in women who saw the male-gendered robot video (M=0.94, SD=0.40) than those who saw the
female-gendered robot video (M=1.19, SD= .056). The results for men show a similar tendency
(male-gendered robot video: M=0.96, SD=0.55; female-gendered robot video: M=1.08, SD=0.72).
Neither the interaction effect, nor the main effect for participant gender were significant

RQ3: Human-likeness
and ITU

Human-likeness significantly correlated with ITU (rs (220)= .456, p < .001)

to stereotype negatively correlated with their autonomy sat-
isfaction, perhaps painting a (stereotypical) picture of the
socially conservative man as being most resistant to/feeling
most threatened by accepting assistive help. Such nuances
must be considered by robot designers if we are to cre-
ate/deploy SARs in ways that are not just acceptable but also
generate positive real-world impact on such users lives.

Again it must be noted that perceptions of gender, gen-
der roles and gender stereotyping vary significantly across
cultures. For example, ideas about men being more compe-
tent thanwomen, (wo)men strugglingwith women taking the
lead andmen engaging in caregiving are grounded inwestern
and/or patriarchal social structures of domination. Our dis-
cussions and speculations regarding social phenomena that
may underlie our results is therefore limited to such settings,
reflecting our own cultural background and experience.

5.2 Challenging Gender Stereotypes with Robots in
Care

Throughout this work, we posited the male-gendered care
robot as being norm-breaking, based on typical gender-role
associations linking women with in-home caregiving and
nursing roles [81, 82]. Our idea was that subjecting respon-
dents to this gender norm-breaking robot might then reduce

their propensity to gender-stereotype humans when thinking
about caregivers or other gender-stereotypical role and trait
associations. We found partial support for this. Women who
watched themale-gendered care robot showed lower propen-
sity to stereotype men’s professions compared to those who
saw the female-gendered care robot. Further, men who saw
themale-gendered robot were thenmore likely to report pref-
erence for a male or any gender caregiver, compared to those
who saw the female-gendered robot.

Perhaps more interestingly however, is that our results
clearly indicate a suggestion that men would seemingly
be much more satisfied with a male-gendered care robot
than a female-gendered one, even when that robot has been
designed to be low-agency (arguably passive and submissive)
reflecting current (problematic) design trends around female
agents that supposedly represent user preferences [21]. It
could be that, on an individual level, this preference reflects
(and maybe reinforces) norms regarding gender and com-
petence, i.e. that men are more competent than women.
However, this contrasts from Moradbakhti et al.’s previous
work, in whichmen did show a particular preference for low-
agency, female digital assistants (over high-agency female
and high/low-agency male equivalents) in a banking context
[20]. Either way, at a broader societal level this suggests we
can deploy male-gendered care robots to male users in a way
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which simultaneously maximises positive impact on those
users, avoids harmful propagation of gender norms regarding
women being subservient and possibly reduces stereotypical
thinkingwith regards towho cando carework/what tasks par-
ticularly suitmen andwomen. In short, we think this provides
good evidence, once again, that we can challenge stereotypes
whilst also increasing ‘effectiveness’ (acceptability, impact)
of human–robot interaction, rather than perceiving there to
be a disconnect between delivering ‘what is ethical’ versus
‘what people want’.

5.3 The Risks and Opportunities of
Anthropomorphism

Increasing robot-likeness could be one way to avoid ethi-
cal issues with regard to robot gendering, and previous work
in robot ethics has called for a minimization of anthropo-
morphism [83]. However, the current results clearly indicate
that the perception of human-likeness had a positive impact
on respondents’ ITU, satisfaction of all BPN and goodwill
perception, while robot-likeness negatively correlated with
ITU, goodwill perception and relatedness satisfaction to the
robot. This suggests that an increase in robot-likeness leads to
lower acceptability and more negative perception of a SAR;
replicating similar findings in previous work considering the
ethical risks versus impact benefits of anthropomorphism in
SARs [62]. Ideally, perception of and interaction with social
robots would be guided by sociomorphing (perception of
actual non-human social capacities in direct interaction with
social robots, see [84]) instead of anthropomorphism. Future
studies should therefore continue to explore ways in which
we design somewhat human-like but ethically considerate
SAR, e.g. to allow for sociomorphing instead of anthropo-
morphism, and avoid the uncanny valley [85, 86]. Creating
norm-breaking SAR, as presented in the current study via the
video vignettes, is one way to challenge existing stereotypes
and leave a positive impact on respondents’ perception of
stereotypical gender-roles.

5.4 On BPN and ITU for Evaluating Socially Assistive
Robots

In line with previous findings [13, 44], our results confirmed
that BPN had a strong, positive correlation with respondents’
ITU the robot. Especially in the physical rehabilitation sec-
tor, where motivation and task engagement play a crucial
role for patients’ recovery, BPN offer an important measure
for technology acceptance and usage. This is particularly
relevant, as patients often “struggle” to staymotivated to con-
tinue their physical rehabilitation [16] and recent studies and
programs have been focused on ways to increase patients’
motivation [17]. In addition to this, a previous study on BPN
and physical activity has shown [87] that BPN satisfaction

can positively affect patients’ adherence to long-term phys-
ical activity. Moreover, according to Deci and Ryan [11],
BPN satisfaction does not only lead to greater task motiva-
tion, it also leads to overall well-being. Future studies could
focus on long-term effects of SAR rehabilitation on patients’
motivation and wellbeing.

Our study is one of the first to draw this line between BPN
satisfaction, the foundation of a well-established theory on
human motivation, and its influence for the design of SAR.
Assessing users’ need satisfaction and, more importantly,
understanding which design factors of a SAR can increase
their BPN satisfaction, should be a part of future design
processes. Moreover, as our results confirmed, the BPN-TU
scalewe applied tomeasureBPNsatisfaction provides a valid
construct to measure users’ need satisfaction, when interact-
ing with SAR. Therefore, we recommend future HRI studies
to include BPN satisfaction as a measure to ensure not only
higher acceptance of SARs but also respondents’ motivation
to engage with SARs.

5.5 Limitations

One limitation of the current study is that the male and the
female voice might differ in intonation, pitch etc., result-
ing in more differences between the voices than just gender.
The limited number of voices available (combined with
the complex interplay of factors that contribute to voice
gendering) makes it difficult to identify two equivalent-
apart-from-gender voices that are similar in all other ways.
Future studies might compare multiple male/female voices
to increase confidence that these effects are solely gen-
der related. In addition, given Pepper’s somewhat gender
ambiguous base embodiment, some respondents could have
experienced a mismatch between the gender they initially
ascribed to Pepper before our manipulations became clear
(particularly on hearing the gendered voice manipulations).
Such dissonance would likely influence their mental model
of the robot’s gender/identity construction, and, relatedly,
their responses to our experimental measures. Given that the
majority of our respondents are UK/EU nationals, overlap-
ping (somewhat) culturally with Perugia et al.’s (majority
Italian) participant pool who generally perceived Pepper as
being gender neutral [51], and our own respondents rela-
tively strong gender ascriptions to Pepper, we assume any
such dissonance to be minimal and/or evenly distributed
across our experimental condition. However, this potential
for dissonance, and its implications for HRI represents an
interesting avenue for further work well motivated by the
findings of Seaborn and Frank [56]. Given that gender is
socially constructed and diverse across cultures, with there
being no universal perception of gendered characteristics,
our results should not be considered universally applicable.
Such differences might also exist within our population pool
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and exasperate e.g. the above mentioned dissonance issue.
Further exploration of (individual respondents’) strength of
gender ascription compared to other pertinent experimental
measures could offer one way to start examining this idea.

Onuser gender, our video clips featured onlywomanas the
robot’s users. This may have resulted in women respondents
being more able to imagine themselves in these positions
when completing the experimental measures. However, we
expect interaction effects between robot, primary user, infor-
mal and former carer gender [53], thus trying to match
participant-actor gender for all of these roles would signif-
icantly increase our number of conditions and respondents
required, in a way that was infeasible for this study. The
choice of using all-women instead of men robot users was
based on the fact that women are more often in the caregiv-
ing role than men [24], and since we wanted to introduce and
compare effects of a stereotypical versus non-stereotypical
care-taker—as represented by the social robot—we chose
the stereotypical option for the human caregiver in the video
clip to avoid confounding effects. We prefer to recognise
instead the limitation that men respondents might have found
it slightly harder to imagine themselves in the actors’ place
than women respondents, but we do not feel this is a strong
barrier to their participation and inclusion in the study.

Another key limitation is the video-based, hypothetical
nature of our study. The COVID situation prevented us from
safely and ethically conducting an in-person version of this
experiment at the time this work was carried out. Moreover,
conducting an “in-home” studywould add an additional layer
of risk for patients’ safety. Conducting an online experiment
with video clips that demonstrate this in-home interaction
offered respondents the possibility to imagine themselves
in the scenario. We believe that this online study is a good
alternative to gain first results on this topic and we highly
encourage follow-up in-person studies. Since the current
online study was able to demonstrate relevant findings, it
might be expected that an in-person interaction and partic-
ularly longitudinal, multi-interaction studies yield stronger
effects with regard to respondents’ stereotypical perception
of male/female jobs/traits. Studies undertaken ’in the wild’,
involving real-world deployment, would also yield more
accurate intention to use and need satisfaction results.

Notably, the current study only assessed BPN satisfac-
tion of primary robot users (those expected to receive care
from the robot). Both formal and informal caregivers would
need to interact with the robot in a real-life setting, with the
potential for this to impact on their BPN. Future studies on
design factors of SAR and BPN satisfaction should therefore
consider and investigate BPN satisfaction of all three user
groups.

Finally, we want to highlight again the limited binary
conceptualization of gender in our work, which does not
reflect the true, diverse human gender spectrum and necessi-

tates the exclusion of non-binary respondents. Future work
might consider, more broadly and not broken down by par-
ticipant gender, the extent to which (counter)stereotypical
interventions impact people depending on the strength of
their preconceptions about gender norms (which could be
women, men, or people identifying as non-binary). Design-
ing for non-binary and gender-fluid robots might also offer
opportunities for getting away from traditional stereotype
propagation and/or work towards further normalizing of
these gender identities, work on which represents a great
opportunity to better engage with the non-binary partici-
pant population who have thus far often been excluded from
gender-related research in HRI.

6 Conclusion

This article presented a video-based online experiment exam-
ining the impact of robot gendering on perceptions of an
in-home, socially assistive robot designed to better engage
patients in rehabilitative/condition managing exercises. We
specifically examined respondents’ perceptions regarding
such a robot’s impact on their BPN - a measure we iden-
tified as highly pertinent for socially assistive robots given
links between BPN, wellbeing and task motivation.

Within the context of a majority UK/EU national par-
ticipant pool, our results identified significant differences
in the way robot gendering does or does not impact men
and women. User-robot gender matching seemed to be more
important for men than for women; over-shadowing any
potential impact of robot-task gender typicality. Based on
previous results, we suggested this could be because men
generally perceive men to be more competent than women,
and/ormay have their own competence threatenedwhen feel-
ing under the authority of a female figure. Regardless, we
have posited that this represents another reason to challenge
the status quo of default female gendering in assistive sys-
tems. Our results indicated men might prefer male-gendered
care robots, and such robots might challenge broader social
norms regarding who does care work, thus simultaneously
delivering better experience at the individual user level whilst
avoiding the propagation of gender norms at the societal
level. Broadly, our results also add to previous evidence indi-
cating a positive influence of anthropomorphism on SAR
effectiveness and acceptability, indicating some potential dif-
ficulty in ‘avoiding the gendering issue’ by moving towards
more robot-like designs more broadly. Future studies should
therefore continue to explore ways in which we design
anthropomorphic but ethically considerate SARs.

It is important to recognise that perceptions and construc-
tions of gender, and expectations, stereotypes and biases sur-
rounding gender can vary significantly between and within
cultures. Future work on robot gendering, when looking to
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manipulate gender perceptions of a fixed robot platform,
should carefully consider such the potential that this gen-
dering might induce dissonance within their respondents.
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Appendix A Full Basic Psychological Need
Scale

See Fig. 3.

Fig. 3 Full basic psychological
need fulfillment scale
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Appendix B Propensity to Stereotype Ques-
tions

See Fig. 4.

Fig. 4 Propensity to stereotype
questions
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Appendix C Zero-Order Spearman Correla-
tion Tables Split by Gender

See Tables7 and 8.

Video Script

See Figs. 5 and 6.

Table 7 Spearman correlations between variables for men respondents

Measure M SD 1 2 3 4 5 6 7 8 9 10

ITU index 3.47 1.20

Autonomy index 3.65 .94 .52∗∗

Competence index 3.40 1.02 .69∗∗ .64∗∗

Relatedness others index 2.91 .93 .60∗∗ .42∗∗ .65∗∗

Relatedness bot index 3.13 1.17 .66∗∗ .53∗∗ .68∗∗ .65∗∗

Goodwill index 3.11 1.13 .53∗∗ .36∗∗ .55∗∗ .46∗∗ .67∗∗

Prop. stereotype index −1.87 3.65 − .09 − .21∗ − .11 − .07 − .11 .04

Human-like index 2.64 1.01 .49∗∗ .37∗∗ .54∗∗ .54∗∗ .60∗∗ .53∗∗ − .00

Robot-like index 3.96 1.07 − .07 − .06 − .14 − .17 − .37∗∗ − .23∗ − .00 − .41∗∗

Robot femininity index 2.24 1.17 .03 − .08 − .08 .13 .07 .10 .05 .15 − .12

Robot masculinity index 2.60 1.27 .32∗∗ .20∗ .34∗∗ .24∗ .25∗∗ .12 − .02 .16 .10 − .34∗∗

*p < .05; **p < .01 (two-tailed)

Table 8 Spearman correlations between variables for women respondents

Measure M SD 1 2 3 4 5 6 7 8 9 10

ITU index 3.72 1.16

Autonomy index 3.66 1.03 .59∗∗

Competence index 3.70 1.01 .76∗∗ .72∗∗

Relatedness others index 2.95 1.01 .58∗∗ .58∗∗ .69∗∗

Relatedness bot index 3.39 1.08 .72∗∗ .61∗∗ .73∗∗ .66∗∗

Goodwill index 2.65 1.04 .54∗∗ .55∗∗ .68∗∗ .61∗∗ .69∗∗

Prop. stereotype index −1.46 3.35 − .09 − .08 − .11 − .12 − .10 − .14

Human-like index 2.81 .93 .41∗∗ .44∗∗ .45∗∗ .45∗∗ .54∗∗ .57∗∗ − .05

Robot-like index 3.83 .85 − .19∗ − .09 − .23∗ − .25∗∗ − .24∗∗ − .24∗ .02 − .56∗∗

Robot femininity index 2.23 1.20 .06 .08 .11 .10 .09 .05 .11 − .05 .00

Robot masculinity index 2.91 1.38 − .01 .11 .04 .04∗ .07 .16 .15 .15 − .06 − .54∗∗

*p < .05; **p < .01 (two-tailed)
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Fig. 5 Video script 1 Scene 1 (informal caregiver with robot)

Robot Hi Sarah. Nice to see you. How can I help you today?

Informal Caregiver 
(Sarah):

I need to go food shopping so can you do Lisa’s exercises with her? She seemed a 
bit demo�vated but maybe you can remind her that the therapist is coming 
tomorrow.

Robot: Yes, I got the exercises and will ask Lisa if she wants to do them when she is 
ready. Would you like me to send out a message to you once we have completed 
the exercises for today?

Informal Caregiver 
(Sarah):

Great. Yes, please let me know when you are done.

Robot: Sure, is there anything else you would like me to do?

Informal Caregiver 
(Sarah):

Yes, please make sure to enter the data in the training plan so I can track her 
progress.

Robot: No problem.

Informal Caregiver 
(Sarah):

Great, see you later.

Robot: Thank you, see you later Sarah!
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Fig. 6 Video script 2

 

Scene 2 (pa�ent with robot): 
 
Robot:  Hi Lisa, how are you feeling today? 

 
Pa�ent (Lisa): I am ok, just a bit s�ff and �red, I did not sleep very well.  

 
Robot: I am sorry to hear this. Would you like to start with today’s exercises?  

The therapist is visi�ng tomorrow so we should try to make sure we get through 
everything she has sent for us.  
 

Pa�ent (Lisa): Ok, we can start, I just don’t know how much I can do today.  
 

Robot:  
 

Do not worry, I will keep you mo�vated! Which exercise should we start with? We 
have to do some neck �lts and neck stretches. 
 

Pa�ent (Lisa): Yes, let’s do the neck �lts. 
 

Robot: Ok, here is a picture showing what to do. Tilt your head down to rest your chin on 
your chest. Gently tense your neck muscles and hold for 5 seconds.  
 

Scene Break 
 
Robot: Great job! You managed all five repe��ons. Would you like to take a quick break?  

 
Pa�ent (Lisa): Ok, sounds good.  

 
Scene Break 
 
Robot: Ok, shall we move on? 

 
Pa�ent (Lisa): Actually, I don’t really like doing any more. Maybe we could leave it there?  

 
Robot: It is ok to be �red, as long as the exercises aren’t causing any pain. Do you think 

you could give the neck stretches a go? You did so well with the neck �lts.  
 

Pa�ent (Lisa): Ok, I’ll give it a try.  
 

Robot: Great! Here is the picture. Keeping the rest of your body straight … 
 

Scene Break 
 
Robot: Well done, you made it. That’s all of the exercises for today. You did really well! 

How are you feeling?  
 

Pa�ent (Lisa): Actually, I feel a bit be�er now. I think the stretching helped with my s�ffness.  
 

Robot: I am glad to hear that! I would like to inform Sarah and the therapist that you have 
completed the exercises and share your progress with them. Is this ok for you? 
 

Pa�ent (Lisa): Ok, that’s fine. Thank you. I will go and grab something to eat now.  
 

Robot: You are welcome. Goodbye for now! 
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