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Abstract

With the rise of artificial intelligence (AI), the issue of trust in Al emerges as a paramount societal concern. Despite
increased attention of researchers, the topic remains fragmented without a common conceptual and theoretical founda-
tion. To facilitate systematic research on this topic, we develop a Foundational Trust Framework to provide a concep-
tual, theoretical, and methodological foundation for trust research in general. The framework positions trust in general
and trust in Al specifically as a problem of interaction among systems and applies systems thinking and general systems
theory to trust and trust in AIl. The Foundational Trust Framework is then used to gain a deeper understanding of the
nature of trust in Al. From doing so, a research agenda emerges that proposes significant questions to facilitate further

advances in empirical, theoretical, and design research on trust in Al
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Introduction

Few technological developments rival the explosive growth
of artificial intelligence (AI). Al is estimated to contribute
$15 trillion to global GDP by 2030 (Rao & Verweij, 2017).
In fact, it has been argued that the country-leader in Al is
to become the world’s preeminent power of the future (Gill,
2020). Some call Al “the pinnacle of [human] ingenuity”
(Filippouli, 2017). With so many expectations vested into
Al recent Gartner’s hype cycles are dominated by Al-based
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technologies (e.g., robots, chatbots) and the variants of Al
itself (e.g., causal AI).l

Whereas traditionally Al focused on logic-based models,
the growth of data, coupled with advances in computational
power, shifted the focus almost exclusively to data-intensive
Al Machine learning, where computers are trained to extract
useful patterns from data, is now the dominant form of Al
(Agrawal et al., 2018; Cerf, 2019). In addition, techniques,
such as natural language processing (extraction and process-
ing of natural human language) and computer vision (extrac-
tion of meaning from images and video), are also prominent
(Eisenstein, 2019; McAfee & Brynjolfsson, 2017).

The successes of Al are mounting. Al is transforming
businesses and entire industries, such as manufacturing,
transportation, and finance. For example, electronic mar-
ketplaces, including Amazon and Alibaba, are using Al tech-
nologies to provide smart services to consumers, optimize
logistics, analyze consumer behavior, and derive innovative
product and service designs (Chamorro-Premuzic et al.,

! See, for example, the 2022 report: https://www.gartner.com/en/artic
les/what-s-new-in-the-2022-gartner-hype-cycle-for-emerging-techn
ologies.
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2019; Jia et al., 2018; Kiron & Schrage, 2019). Although
not fully autonomous, vehicles supported by Al are now
common-place on roads and highways (Kirkpatrick, 2022;
Waldrop, 2015). Medical diagnoses are being routinely per-
formed by AI (Davenport & Kalakota, 2019; Langlotz, 2019;
D. Lee & Yoon, 2021). Specific activities, such as market
segmentation, sentiment analysis, spam detection, high-fre-
quency stock trading, are nearly universally conducted using
Al Al such as the GPT-3, LaMDA and DALL-E 2 systems,
is now capable of generating realistic scientific papers,” writ-
ing poetry,’ composing music and creating art.*

With the rise of Al, the issue of trust in this technology
emerges as a paramount societal concern. Applications such
as Al-based surgery and medical diagnoses, driverless cars,
jail and parole, automated job applications screening, wealth
investment, and Al-based military weapons, raise numerous
ethical and existential questions and result in fear and anxi-
ety. Many avant-garde scientists (e.g., Stephen Hawking), and
business leaders (e.g., Elon Musk, Bill Gates) consider there
to be major threats to society from sophisticated Al solutions
(Bostrom, 2014; Harari, 2016; Marr, 2018; Yudkowsky, 2008).

Responding to these challenges is a growing chorus of
research on trust in Al (including papers accepted for this
Special Issue). These studies capitalize on an already estab-
lished foundation on trust in social settings and trust toward
technology. This literature, however, remains fragmented,
without a common foundation that could integrate the
results. The coverage of trust in Al, thus far, has also been
uneven with much emphasis on specific topics, potentially
at the expense of others.

We develop a Foundational Trust Framework. The frame-
work provides a conceptual, theoretical, and methodological
foundation for trust research in general, and trust in Al, spe-
cifically. The framework positions trust in Al as a problem
of interaction among systems and applies systems thinking
and general systems theory to trust. The paper synthesizes
works of Luhmann (1995, 2018) with other theories of sys-
tems (Ackoff, 1971; Bunge, 2003b; von Bertalanfty, 1968) to
develop a formalized foundation for trust research resulting
in the Foundational Trust Framework.

The Foundational Trust Framework is then applied to
trust in Al. Emerging from this application is an agenda
for research on trust in Al, which identifies unexplored or
under-explored, emerging opportunities. The agenda poses
important questions to facilitate further advances in empiri-
cal, theoretical, and design research.

2 https://www.scientificamerican.com/article/we-asked-gpt-3-to-
write-an-academic-paper-about-itself-mdash-then-we-tried-to-get-it-
published/

3 https://thewalrus.ca/ai-poetry/

4 https://www.nytimes.com/2022/08/24/technology/ai-technology-
progress.html
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This preface is organized as follows. Section “Back-
ground: Trust in AI” provides a background on trust in Al,
followed by a review of the literature in Section “Existing lit-
erature on trust in AI”’. Section ‘“Foundational Trust Frame-
work” develops the Foundational Trust Framework, which
is followed by a proposed agenda for research on trust in Al
in Section “Trust in Al and trust in Al research agenda”.
Section “Discussion and conclusions” discusses the contri-
butions of the framework and our proposed research agenda.
Section “Special issue on “Trust in AI” in Electronic Mar-
kets” highlights the papers that appear in this special issue.

Background: Trust in Al

Trust is generally regarded as a psychological mechanism
for reducing uncertainty and increasing the likelihood of
a successful (e.g., safe, pleasant, satisfactory) interaction
with entities in the environment. When we trust someone,
we expend less cognitive, physiological, and economic
resources dealing with this entity. Trust has been evolution-
arily beneficial for humans (Yamagishi, 2011) and is argued
to be a prerequisite for any social interaction (Luhmann,
2018). Table 1 provides a variety of definitions of trust in
diverse disciplines. These definitions demonstrate the wide
range of conceptualizations of trust (and trust in AI). They
also reveal the lack of consensus on understanding the nature
of trust, leading to the need to develop the Foundational
Trust Framework presented later in this preface.

Trust is a critical aspect of Al adoption and usage. Trust
becomes an important factor for overcoming a substantial
uncertainty which pervades the development and deploy-
ment of AL. The uncertainly and ambiguity leads to much
caution, skepticism, and distrust.

In many ways, distrust in Al is well-grounded. Notwith-
standing the spectacular successes, many existing Al-based
technologies have failed dramatically. The failures may be
due to biases in Al algorithms, resulting in discriminatory
practices at massive scale. A canonical example is the failure
of the tool COMPASS designed to aid judges in release and
detention decisions. The Al-based tool, upon further inves-
tigation, was found to be biased towards African-Americans
(Mehrabi et al., 2021).°

The failures may be rooted in errors when training Al
An example in the sensitive medical context is the failure of
the famous Al system, IBM Watson (Davenport & Ronanki,
2018). As IBM engineers trained the software on hypotheti-
cal cancer patients, rather than real ones, medical special-
ists identified unsafe treatment recommendations, such as to

3 https://www.propublica.org/article/machine-bias-risk-assessments-
in-criminal-sentencing


https://www.scientificamerican.com/article/we-asked-gpt-3-to-write-an-academic-paper-about-itself-mdash-then-we-tried-to-get-it-published/
https://www.scientificamerican.com/article/we-asked-gpt-3-to-write-an-academic-paper-about-itself-mdash-then-we-tried-to-get-it-published/
https://www.scientificamerican.com/article/we-asked-gpt-3-to-write-an-academic-paper-about-itself-mdash-then-we-tried-to-get-it-published/
https://thewalrus.ca/ai-poetry/
https://www.nytimes.com/2022/08/24/technology/ai-technology-progress.html
https://www.nytimes.com/2022/08/24/technology/ai-technology-progress.html
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

Trust in artificial intelligence: From a Foundational Trust Framework to emerging research... 1995

Table 1 Select definitions of trust from different domains

Study Definition

Object of trust

Glikson and Woolley (2020) tendency to take a meaningful risk while believing in a high chance of positive outcome

Jacovi et al. (2021)

directional transaction between two parties: if A believes that B will act in A’s best inter-
est, and accepts vulnerability to B’s actions, then A trusts B. Interpersonal trust.
Human-Al trust. If H (human) perceives that M (Al model) is trustworthy to contract C,

Artificial intelligence
(virtual agents and
robots)

Humans, Artificial
intelligence (virtual
agents and robots)

and accepts vulnerability to M’s actions, then H trusts M contractually to C

Gillath et al. (2021)

affective route to boost trust is defined as an increase in the faith in the trustworthy inten-

Artificial intelligence

tions of others, or the confidence people place in others based on how they feel about

them

Kozuch and Sienkiewicz-
Matyjurek (2022)

Mayer et al. (1995)

reciprocity and commitment

social capital based on mutual relations between people and organizations, increasing

Public safety networks

willingness of a party to be vulnerable to the actions of another party based on the expec- Organizational settings

tation that the other will perform a particular action important to the trustor, irrespec-
tive of the ability to monitor or control that other party

Wan et al. (2022)
Rousseau et al. (1998)

subjective willingness and strength of both parties to implement an agreement
psychological state comprising the intention to accept vulnerability based upon positive

Blockchain
Organizational settings

expectations of the intentions or behavior of another

Sabel (1993)
ability
Boon and Holmes (1991)
oneself in situations entailing risk

Gefen et al. (2003)

mutual confidence that no party involved in an exchange will exploit the other’s vulner-
state involving confident positive expectations about another’s motives with respect to

set of specific beliefs that deal with integrity, benevolence, ability, and predictability

Economy
Social relations

E-commerce settings

give a cancer patient with severe bleeding a drug that could
worsen it (Storey et al., 2022). The IBM Watson was discon-
tinued by its early adopter, the MD Anderson clinic, after
sinking $62 million in its failed realization (Lohr, 2021). As
aresult of design flaws or human operating errors, Al-based
driverless cars ran over and killed pedestrians (Scanlon
et al., 2021; Wakabayashi, 2018). Despite years of develop-
ment and progress in driverless technology, modern roads
are still dominated by the imperfect human drivers.

The growing list of nefarious actions perpetrated with
the aid of Al are also affecting the trusting beliefs in this
technology. For example, hackers use Al-based approaches
to increase sophistication and scale of their attacks (Sadiku
et al., 2020). The constant fight against such nefarious Al
compels Taddeo and colleagues (Taddeo, 2021; Taddeo,
McCutcheon, & Floridi, 2019) to argue that trust may never
be fully achievable in the context of cybersecurity.

Many obstacles stand in the way of robust and reliable Al.
The quality of Al depends on the quality of the data used for
training Al models (Sambasivan et al., 2021), which may be
rooted in murky and ill-understood organizational routines
(Storey et al., 2022). The systems based on Al may be devel-
oped by inexperienced teams who unwittingly may intro-
duce errors and biases (Mehrabi et al., 2021). Controlling the
quality of data used to train Al can be exceedingly difficult,
especially if some or all of the training data comes from data
collection online, such as social media or crowdsourcing

(Allahbakhsh et al., 2013; Kosmala et al., 2016; Lukyanenko
& Parsons, 2018; Salk et al., 2015).

Furthermore, the option to “look” inside the models of
Al such as deep learning neural networks, remains limited
due to the great complexity of these, and other, powerful Al
models (Castelvecchi, 2016; Domingos, 2012; David Gun-
ning & Aha, 2019). The research on explainable Al (XAI)
is rapidly progressing, but, despite substantial progress
(Adadi & Berrada, 2018; Dosilovic et al., 2018; Mueller
et al., 2019; Rai, 2020), even leaders in the field, such as
Google, admit to not fully knowing how their models work
(Storey et al., 2022). The research also suffers from a nota-
ble gap: “most of the existing literature on XAI methods is
based on the developer’s intuition rather than [on the needs
of] the intended users” (Adadi & Berrada, 2018, p. 52153).
Hence, when accessed by non-technical audiences, many
explanations themselves require explanation (Adadi & Ber-
rada, 2018; Lukyanenko, Castellanos, et al., 2021a; Miller
et al., 2017). The need for intuitive explanations is especially
pronounced in sensitive domains, such as healthcare (Lotsch
et al., 2021).

Despite high-profile failures, the spectacular successes
of Al are equally impressive. These range from such highly
publicized events as winning the popular quiz show Jeop-
ardy! (Ferrucci, 2010) and beating the reigning Go champion
(Holcomb et al., 2018) to driverless cars traversing the real
roads (Waldrop, 2015). There are even more less publicly
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visible, but highly impactful achievements in diverse appli-
cations, such as fraud detection, micro-targeted advertise-
ments, medical diagnoses, and manufacturing automation
(Agrawal et al., 2018; Brynjolfsson & McAfee, 2014). These
successes increase trust in specific applications of Al and the
Al industry as a whole (Glikson & Woolley, 2020).

Ironically, the successes of Al may also contribute to
distrust, as Al technology is also falling victim of its own
success. Al can be seen as “the fundamental technology that
underlies “Surveillance Capitalism,” defined as an economic
system centered on the commodification of personal data
with the core purpose of profit-making” (Vardi, 2022, p.
5). Al supports such controversial practices as extremely
granular analysis of personal data, resulting in the eerie feel-
ing that an Al knows you better than you know yourself
(Thompson, 2018), or dynamic pricing, when service or
product offerings are hyper-optimized to our willingness or
even ability to pay (Haenlein et al., 2022; Shartsis, 2019).
Al also underlies government or employer surveillance of
individuals (e.g., via facial recognition technologies). These
uses of Al re-enforce the fear that humans are being reduced
to AD’s inputs (Harari, 2016; Leidner & Tona, 2021).

The relentless expansion of Al brings about concerns
about the future of work (Adamczyk et al., 2021; Park
& Kim, 2022; Petersen et al., 2022). According to some
reports, an estimated 50% of the current occupations may
be displaced due to automation (Frey & Osborne, 2017;
Petersen et al., 2022). Other estimates are even higher
(Shaturaev, 2022). While not all job losses result in ultimate
unemployment (as new careers become possible as a result
of AI) (Belchik, 2022; Park & Kim, 2022), the economics
of Al is a contributing factor to its distrust, especially by
those who have already lost employment opportunities or
fear being left behind.

Another source of distrust is rooted in concerns over
the long-term consequences of progress in Al. Current
efforts to expand the capabilities of Al are considered by
some thinkers to be a steppingstone toward the ultimate end
of humanity (Alfonseca et al., 2021). Al is feared to be a
precursor to superintelligence. A superintelligence is any
intellect that vastly outperforms the best human abilities in
nearly all domains and contexts, including creativity, com-
mon sense, and social skills (Bostrom, 1998; Yampolskiy,
2015). If, and when, such technology is attained, it may not
be “just another technology.” Rather, it may be a turning
point in human civilization, and potentially, the entire uni-
verse, because it would unleash possibilities that are beyond
current comprehension (Bostrom, 1998; Harari, 2016).

Superintelligence may threaten the very survival of
humans. Reasonable questions to ask are: Would an all-
powerful super-intelligent being find any use for humans?
Would our dismal historic track record of wars, violence,
and discrimination be viewed by the super-intelligent being
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as a reason to remove humans from existence? Would we
be seen as a defunct and fundamentally flawed branch of
cosmic evolution?

The relentless progress in Al paves the way for this
superintelligence possibility (Floridi, 2019; Ramge, 2019).°
Voices of fear, skepticism, and concern for a super-intelli-
gent future is a backdrop to the problem of trust in existing
and near future Al-based technologies. The more human
activities are touched, affected by, transformed, or auto-
mated by Al, the more concerns about safety, reliability,
predictability, transparency, dependency on these technolo-
gies, emerge. These concerns lead to the following societal
question: Can we as individuals, collectives, institutions,
countries, and humanity as a whole, trust artificial intelli-
gence? As IBM proclaimed: “What’s next for AI? — Building
Trust.”’

Thus, the issue of trust (and distrust) of Al is obviously
complex, multilayered, deeply intertwined with economic,
social, political, and psychological factors, in addition to the
technology itself.

Existing literature on trust in Al

In response to the growing importance of Al, trust in Al
emerges as a major research area, resulting in a rapidly
expanding body of literature. As evident from the complex
issues surrounding Al trust in Al, fundamentally, is a mul-
tidisciplinary research topic. Among the areas that actively
contribute to this discussion are artificial intelligence and
computer science, human computer interaction, organiza-
tional science, philosophy, psychology, sociology, market-
ing, software engineering, information systems, medicine,
political science, and economics. Within these disciplines,
distinct (although often overlapping) conceptualizations,
approaches, and solutions to trust in Al are being developed.

Overview of trust and Al literature

Computer science, and its subfield of artificial intelligence,
investigate the nature of trust in Al from the point of view
of computation and algorithm development. As discussed,
such efforts include ways to progress Al systems to become
more transparent and explainable (Abdul et al., 2018; Adadi
& Berrada, 2018; David Gunning & Aha, 2019; Storey
et al., 2022). They also actively investigate the problem of

5 https://www.cnbc.com/2021/08/24/elon-musk-warned-of-ai-apoca
lypsenow-hes-building-a-tesla-robot.html

7 https://www.ibm.com/watson/advantage-reports/future-of-artificial-
intelligence/building-trust-in-ai.html
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machine-learning biases (Mehrabi et al., 2021), which is a
key source of Al failure that engenders distrust in specific
Al systems and the Al industry as a whole.

Human computer interaction (HCI) investigates the
design and psychological mechanisms that impact users’
trusting perceptions in Al systems and their subsequent use
behaviors (Lee & See, 2004; Robert Jr et al., 2020; S6llner
et al., 2012). The HCI studies advocate for greater transpar-
ency, systematicity, level of control, structuring, and rigor in
the development of Al systems (Hoff & Bashir, 2015; Lee &
See, 2004). Thus, one of the thought leaders, Gary Marcus
proclaims: “Don’t trust Al until we build systems that earn
trust.”® Such systems should be based on solid engineer-
ing principles, such as designing for failure, having failsafe
measures, explicit maintenance protocols, redundancy, and
design process transparency (Marcus & Davis, 2019).

Design process transparency has recently become a topic
of interest to the conceptual modeling community (Fettke,
2020; Lukyanenko et al., 2020; Lukyanenko, Castellanos,
et al., 2019a; Maass & Storey, 2021; Reimer et al., 2020).
Conceptual models, such as entity relationship diagrams
or UML class diagrams, are commonly used to design
databases (Davies et al., 2006; Dobing & Parsons, 2006;
Fettke, 2009; Storey & Goldstein, 1993; Teorey et al., 1986).
They are also used as tools of structuring, diagnosing and
documenting the construction of IT and business processes
(Hvalshagen et al., 2023; Mylopoulos, 1998; Recker et al.,
2021; Wand & Weber, 2002). Extensive prior research has
investigated what makes conceptual models easy to com-
prehend, including by non-expert users (Bodart et al., 2001;
Castellanos et al., 2020; Eriksson et al., 2019; Khatri et al.,
2006; Lukyanenko, Parsons, & Samuel, 2019b; Moody,
2009; Samuel et al., 2018; Shanks et al., 2008).

Building on these foundations, the benefits of concep-
tual modeling are now being extended to Al Thus, research
shows that the carefully-crafted by human experts concep-
tual models can improve the transparency and explainability
of Al models (Lukyanenko et al., 2020; Maass et al., 2021,
2022a, b). Conceptual modeling can thus facilitate greater
trust in Al technologies. In general, there is a growing move-
ment to add more domain knowledge into data-driven AL’
This is reminiscent of the symbolic Al tradition (Crevier,
1993; Domingos, 2015; Minsky, 1974), but with the rec-
ognition of the expanding ability of modern Al algorithms
(e.g., backpropagation) to extract complex patterns in large
datasets.

8 https://www.economist.com/open-future/2019/12/18/dont-trust-ai-
until-we-build-systems-that-earn-trust

° https://venturebeat.com/ai/andrew-ng-predicts-the-next- 10-years-
in-ai/

Related to transparency is the perception or belief in con-
trol. People tend to trust entities or processes over which
they have control, even when the control is illusory (Komiak
& Benbasat, 2008; McKnight et al., 1998). Indeed, predict-
ability of Al is a key trust antecedent (Brashear et al., 2003).
Hence, building control mechanisms in Al is not only impor-
tant for safety reasons (Alfonseca et al., 2021), but also to
enhance trust. Therefore, human autonomy, the right or the
power to have control of own decision and choices, is one of
the most common principles of ethical Al (Floridi & Cowls,
2021).

Psychology, especially social psychology, has much to
contribute to the topic of trust in Al because it provides con-
cepts and theories to understand the nature of trust (Roten-
berg, 2019; Schul et al., 2008; Simpson, 2007), including
trust in technology. Computer science and artificial intel-
ligence have historically benefitted from insights in psy-
chology, as human anatomy is used both as a metaphor,
as well as a reference, for how to develop and improve Al
(Samuel, 1959; von Neumann, 1958). Among the notable
insights from psychology are dispositional and cultural fac-
tors impacting trust. Hence, it is estimated that over 60% of
people may have an aversion bias toward algorithmic deci-
sion making (Stackpole, 2019). Another insight is that simi-
larity in shared values is among the strongest psychological
antecedents of trust (Garcia-Retamero et al., 2012; Siegrist
& Zingg, 2014). Trust also appears to be partially culturally
determined. For example, Americans tend to trust people
primarily based on whether they share category member-
ships; in contrast, Japanese tend to trust others based on
direct or indirect interpersonal links (Yuki et al., 2005).

Drawing on foundations in psychology, information sys-
tems, software engineering and computer science disciplines
have been investigating issues related to trust and technol-
ogy, and more recently, trust in Al. Research in psychology
demonstrates that agreeable people tend to be more trust-
ing (Mooradian et al., 2006); a finding which generalizes to
robots (Chien et al., 2016; Oksanen et al., 2020). Likewise,
consistent with findings in psychology, trust strategies dif-
fer across IT user age groups (Hoff & Bashir, 2015; Steinke
et al., 2012). Among other cross-disciplinary insights are the
models of trust in technology adoption and use, differential
impact of cognitive and emotional elements of trust, and the
impact of anthropomorphism and user-technology likeness
on technology adoption and use (Benbasat & Wang, 2005;
Dimoka, 2010; Gefen et al., 2003; Komiak & Benbasat,
2006; Sanders et al., 2011).

An interdisciplinary area of Al ethics is emerging (Haen-
lein et al., 2022; Leidner & Tona, 2021; Robert Jr et al.,
2020). One of its objectives is to provide guidance for
developing Al. A promising direction is development of
ethical codes of conduct, and protocols and methods to be
followed by Al developers and organizations voluntarily, as
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industry-wide norms (Crawford & Calo, 2016). Hence, IBM
developed an “Al FactSheet” — a voluntary, but increasingly
popular, checklist that captures various aspects of Al sys-
tems aimed at increasing its trustworthiness (Arnold et al.,
2019). Some advocate a “buddy system” in which Al project
development teams include behavioral scientists so to pro-
vide the needed expertise in trust psychology (Stackpole,
2019). This recommendation is supported by other scholars
(Storey et al., 2022).

An alternative to self-regulation is legal mandate and
enforcement. Here, many research issues must be addressed.
Examples include: how to define Al to ensure the right tech-
nology is regulated, while not stifling development of other
technologies; how to create fundamentally safer software
(Ellul, 2022); whether regulations be applied only to sen-
sitive cases or any Al irrespective of use (Haenlein et al.,
2022); and whether Al can be regulated as a component of
software or if the entire Al systems must be subject to such
actions (Ellul, 2022).

There are debates on the very possibility of instilling eth-
ics in AL. Bostrom (2014, p. 227) argues that, ultimately,
human values “bottom out in terms that appear in the Al’s
programming language, and ultimately in primitives such
as mathematical operations and addresses pointing to the
contents of individual memory registers.” Others take an
opposite view: “developing an understanding of ethics as
contemporary humans understand is actually one of the
easier problems facing AI” (E. Davis, 2015, p. 122). Much
work remains on reconciling these divergent positions.

Important contributions to the ethics debate originate
from philosophy, which builds on its historic foundations in
epistemology, axiology, ethics, philosophy of life, wellness
and happiness (Rescher, 2013; Sturt, 1903). From these, the
foundations of philosophy of trust emerging (Faulkner &
Simpson, 2017; Scheman, 2015; Whyte & Crease, 2010).

Organizational studies contribute to trust in Al with a
unique organizational focus. These works extend the foun-
dations in organizational trust to Al because trust is a key
element of social interactions (Mayer et al., 1995; McAllis-
ter, 1995). For example, research considers organizational
culture, norms and dynamics as predictors of trust and adop-
tion of Al-based technologies (Glikson & Woolley, 2020).
Economics and organizational perspectives provide insights
into the types of occupations most likely to be transformed
by Al-based automation (Bickley et al., 2022; Brynjolfsson
& McAfee, 2014; Frey & Osborne, 2017; M.-H. Huang &
Rust, 2018), which could explain the disposition to distrust
Al by those potentially (or already) affected (Agrawal et al.,
2018; Faraj et al., 2018; Glikson & Woolley, 2020). These
studies further investigate the dispositional factors that result
in greater or lesser trust in general technology, automation,
and Al Another notable contribution of organizational stud-
ies is the focus on a non-individual level of analysis, such as
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groups or organizations, in the formation of organizational
trusting beliefs toward Al (Jarvenpaa et al., 1998; Jarvenpaa
& Leidner, 1999; Li et al., 2021).

Al has been a disruptive technology for organizations.
Among the key issues related to Al trust is the development
of organizational policies dealing with Al ethics and trust.
However, these efforts fail to establish a consensus among
the guidelines or resolve internal contradictions (Thiebes
etal., 2021).

Trust is an active research area in economics, where it is
a basis for much economic activity as a form of social capi-
tal. As Akerlof (1978, p. 500) states: trust-based “unwritten
guarantees are preconditions for trade and production.” Since
buyers and sellers do not have perfect information about
one another, within the context of information asymmetry,
trust fills this void, making many risky transactions possible.
Under these assumptions, game theoretic approaches have
been widely used in economics to investigate trust, including
when dealing with Al (e.g., Boero et al., 2009; Keser, 2003;
Schniter et al., 2020). Among the findings of such studies is
that users may equally trust fellow humans and robots when
similar payoffs are expected (Schniter et al., 2020).

The target application domains of Al, such as medicine,
engineering, finance, transportation, or military investigate
trust and Al in specific contexts. In healthcare settings, for
example, some issues are how to: increase trust and facilitate
adoption of Al-based systems in hospitals, by patients and
h