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Structural abstract

Background

With the emergence of deep learning, generating forged 

images or videos has become much easier in recent years. 

Face forgery detection, as a way to detect forgery, is an 

important topic in digital media forensics. Despite previous 

works having made remarkable progress, the spatial 

relationships of each part of the face that has significant 

forgery clues are seldom explored.  

Methods 

To overcome this shortcoming, a two-stream face 

forgery detection network that fuses Inception ResNet 

stream and capsule network stream (IR-Capsule) is 
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proposed in this paper, which can learn both conventional 

facial features and hierarchical pose relationships and angle 

features between different parts of the face. Furthermore, 

part of the Inception ResNet V1 model pre-trained on the 

VGGFACE2 dataset is utilized as an initial feature 

extractor to reduce overfitting and training time, and a 

modified capsule loss is proposed for the IR-Capsule 

network. 

Results 

Experimental results on the challenging 

FaceForensics++ benchmark show that the proposed 

IR-Capsule improves accuracy by more than 3% compared 

with several recently published methods. 

Conclusions 

The proposed method provides a new solution for face 

forgery detection, which has outperformed a few 

state-of-the-art models. 

Keywords 

Two-stream network · Face forgery detec-

tion · IR-Capsule · Capsule network · Inception ResNet. 

1 Introduction 

Human face is one of the most representative and recog-

nizable features among biometric features. Therefore, facial 

features have been successfully applied in various 

application fields [1-3]. However, the security threat posed 

by face forgery is increasing with the rapid development of 

face-related online authentication applications [4-5]. Face 

forgery refers to the technology of synthesizing faked facial 

images or videos using methods such as deep learning. It can 

superimpose the image of the target person’s face to the 

corresponding position of the original person’s face in the 
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video or change the expression and pose of the target person 

in a way as if the target person is saying some specific words 

or even sentence, or does some faked actions [6]. This 

technology can also be used to create virtual characters in 

movie production and resurrect historical figures or dead 

relatives and friends in videos. Overall, its disadvantages 

still outweigh its advantages. Face forgery often contains 

faked characters, events and voice information, such as fake 

news, Internet fraud, rumors, etc. [7-9], which can 

negatively impact our lives. Face forgery detection has be-

come an important subject to be studied urgently because the 

abuse of face forgery technology has brought great threats to 

personal privacy and social security. 

In recent years, with the development of deep learning 

technology, a large number of face forgery detection 

approaches based on convolutional neural network (CNN) 

have been proposed. However, traditional CNN has some 

limitations in the field of image processing, such as not 

considering the relative position, angle and other 

information between components and poor interpretability. 

As for face forgery, attackers tend to modify facial features, 

leaving behind hard-to-detect clues such as the relative 

positions and angles of various parts of the face [10]. 

Traditional CNN-based detection methods are difficult to 

detect these important forged clues due to the above 

limitations, which will affect the detection performance. A 

remarkable solution to the limitation problem of traditional 

CNN is the capsule network based on dynamic routing 

proposed by Hinton et al. [11]. The capsule network is a 

novel network architecture, which improves the input of 

neurons from scalar to vector, and adjusts network 

parameters through dynamic routing to integrate features. 

Vector representation greatly enriched the expression ability 

of features, so that the capsule network can obtain the 

relative position, angle and other information between the 

components of the image. With these advantages, capsule 

network has been successfully applied to some fields of 

computer vision [12-14]. 

To effectively detect the fake face generated by the 

state-of-the-art forgery algorithms and overcome the 

shortcomings of traditional CNN, a two-stream network 

called IR-Capsule for face forgery detection is proposed in 

this paper. One stream of our network is the Inception 

ResNet for conventional facial feature extraction, and the 

other is the capsule network for the extraction of 

location-related features such as relative positions and 

angles between facial parts. Our approach combines these 

two types of features, and the information gained from 

different networks is shared among them, thereby the 

network’s overall performance has been much improved. 

The main contributions of this paper are highlighted 

as follows: 1) A two-stream network for face forgery 

detection is proposed, which can learn the conventional 

facial features and the hierarchical pose relationships and 

angle features between different parts of the face; 2) One 

part of the Inception ResNet V1 model pre-trained on 

VGGFACE2 face recognition dataset is used as an initial 

feature extractor, which can mitigate overfitting and reduce 

the training time of the model; 3) A modified capsule loss 

of the capsule network is proposed to make it suitable for 

our two-stream network, and the idea of ensemble learning 

is also applied for improving the final output. 

The remainder of this paper is organized as follows. 

Section 2 briefly reviews the related work of face forgery 

detection. The IR-Capsule framework for face forgery 

detection and its key aspects are described in detail in 

Section 3. Section 4 presents the experimental results and 

discussion of the proposed IR-Capsule. Finally, Section 5 

summarizes this work and discusses the direction of the 

future work. 

2 Related work 

2.1 Face forgery generation 

Interest in face forgery has increased rapidly recently. As 

early as 1997, Bregler et al. [15] proposed a video rewrite 

method by generating mouth movements to automatically 

create new videos containing fake faces. Since then, face 

forgery technology has developed rapidly, especially in the 

past decade. Alexander et al. [16] scanned an actress's 33 

facial expressions through sophisticated equipment to 

synthesize a digital version of her. Dale et al. [17] proposed 

a method for replacing facial expression in videos, which 

took into account the differences in identity, visual ap-

pearance, speech and time of source and target videos. 

Garrido et al. [18] proposed a system for modifying the lip 

motion of an actor in a video to match the video to the target 

audio track. Thies et al. [19] proposed the first real-time 

expression transfer method for facial reenactment, and on 

this basis, a self-reenactment method for eye tracking and 

representation in virtual reality was proposed [20] and 

extended to the full-body [21]. In [22], a method to generate 

and modify the facial expressions of target actors was 
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learned while maintaining their styles through a recurrent 

generative adversarial network (GAN) [23]. Nirkin et al. 

[24] presented a FSGAN algorithm based on GAN for face

swapping and reenactment, which did not require the 

training of new faces. Tripathy et al. [25] proposed a generic 

face animator that could control the pose and expressions of 

a given face image.  

The above face forgery generation methods are more 

inclined to academic research, which require certain 

professional knowledge and equipment, so they are not 

widely used in real scenes. For practical applications, the 

current state-of-the-art face forgery generation methods 

include computer graphics-based FaceSwap [26] and 

Face2Face [27], and deep learning based DeepFakes [28] 

and NeuralTextures [29]. FaceSwap achieves facial identity 

forgery by smoothly transferring the facial region, a 

light-weight approach that can be implemented efficiently 

on the CPU. Face2Face is a graphics-based facial 

reenactment system that can maintain the identity of the 

target, but transfer facial expressions from the source. 

DeepFakes is based on auto-encoder structure training to 

reconstruct the source and target faces, and NeuralTextures 

is based on GAN to modify the mouth region. Several 

examples of fake faces generated by these four face forgery 

generation methods are shown in Figure 1, which shows that 

it is not easy to tell the real from the fake. Increasing 

advanced face forgery technology makes it more difficult for 

people to distinguish between real and fake, bringing severe 

trust issues and security risks to our society. Therefore, it is 

crucial to study an effective face forgery detection method. 

Pristine DeepFakes Face2Face FaceSwap NeuralTextures

Fig. 1 Examples of fake faces from the FaceForensics++ dataset. The first column is the pristine image, and the second to fifth columns are 

the forged images generated by DeepFakes, Face2Face, FaceSwap, and NeuralTextures. 

2.2 Face forgery detection 

Face forgery detection, as an effective approach to defend 

against forgery attacks, has received increasing attention. As 

suggested in [10], we classify face forgery detection 

approaches into conventional approaches and deep learning 

based approaches. 

Conventional approaches: Early attempts can detect 

faces forgery according to the image features that 

researchers target before the emergence of deep learning. 

Fridrich and Kodovsky [30] proposed steganalysis-based 

detectors for forgery detection, which assembled the rich 

model of noise components into the union of many different 

sub-models and formed the joint distribution of adjacent 

samples of quantified image noise residue. Subsequently, an 

improved version of the approach was implemented in CNN 

[31]. Lyu et al. [32] proposed a method to detect forgery by 

revealing the inconsistency between global noise and local 

noise, which was based on the fact that images from 

different sources may have different noise characteristics 

introduced by sensors or post-processing steps. Another 

practical approach was to utilize color filter array (CFA) 

model analysis for forgery detection distinguishing the 

tampered regions and the authentic regions [33-37]. 

Compression artifacts were also the key solution for forgery 

detection, which could be classified according to the clues 

they rely on. Fan et al. [38] were pioneers in applying block 

artifact grid (BAG) to digital media forensics, which utilized 
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JPEG block processing to form a grid pattern that is easy to 

detect. Since then, BAG-based approaches were proposed in 

[39-42]. In general, conventional detection approaches have 

the advantages of speed and extendibility, but the detection 

accuracy is limited compared to deep learning based 

methods. 

Deep learning based approaches: Recently, wit-

nessing the impressive achievements of deep learning in the 

field of computer vision, researchers have gradually applied 

deep learning to forgery detection. Zhou [43] et al. proposed 

a two-stream network [44] for face forgery detection, in 

which one network was leveraged to detect tamper artifacts, 

and the other network was leveraged to capture local noise 

residuals and camera characteristics. In [45-46], a recurrent 

neural network was introduced into the field of forgery 

detection to classify the authenticity of each frame of video. 

Nguyen et al. proposed some effective forgery detection 

methods [47-48] and pioneered the application of capsule 

networks to digital media forensics [49-50]. A different view 

from other methods was proposed in [51], which used the 

optical flow fields to exploit possible inter-frame 

differences. Rossler et al. constructed a well-known face 

forgery dataset FaceForensics++ and utilized the Xception 

network for face forgery detection in [52]. Transfer learning 

was also utilized for forgery detection and took into account 

the temporal information of the video in [53]. Li et al. [54] 

proposed a method called face X-ray that focuses on the face 

boundaries to observe the blending operation traces that 

occurred during forgery. The method based on deep learning 

had high effectiveness and stability, so it became the 

mainstream of face forgery detection. However, the existing 

deep learning based approaches mainly focused on the 

conventional facial features and ignored the hierarchical 

pose relationships of each part of the face, which may limit 

the detection accuracy. In this paper, we proposed a new 

solution called IR-Capsule, which comprehensively 

considered the traditional features and the hierarchical 

structure relationship of each part of the face. The 

experimental results have validated that the IR-Capsule 

network achieves promising performance compared to 

state-of-the-art methods. 

3 IR-Capsule Network 

As illustrated in Figure 2, our IR-Capsule is composed of 

two stream networks, one of which is the Inception ResNet 

network to extract conventional facial features, and the other 

is the capsule network to capture the hierarchical pose 

relationships between facial components. The first step of 

the IR-Capsule is to carry out face detection on the input 

image. In this phase, we adopt a multi-task cascaded 

convolutional network (MTCNN) [55], since it can quickly 

and efficiently complete face detection and face alignment. 

Then, unlike other methods that deal with the complete 

image directly, we crop the image to only contain the facial 

area. This process reduces the interference of other 

information in the image, which can speed up training and 

improve performance. In addition, to ensure that the cropped 

image is large enough and contain sufficient information, we 

adopted the image size of 300×300 commonly used in 

practice. We did not use a larger image size, since it will 

bring greater computational cost. The cropped image is then 

fed into the initial layers of the Inception ResNet V1 

network, which has been pre-trained on the VGGFACE2 

[56] dataset. The VGGFACE2 dataset is one of the largest

face recognition datasets available, so pre-training Inception 

ResNet V1 network in this dataset can provide more effi-

cient face feature extraction, reduce training time and avoid 

overfitting [57]. In the last part, a two-stream network is 

utilized to detect the traces of face forgery, and the final 

output is obtained through the fusion of the two streams. The 

detailed architecture of Inception ResNet and capsule 

network streams are discussed in Section 3.1 and 3.2 

respectively. 

Pre-trained

Inception 

ResNet V1

Inception ResNet

Capsule network

Real

capsule

Fake

capsule

Two 

stream 

fusion

Final 

output
MTCNN

Fig. 2 Network structure of IR-Capsule. 
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3.1 Inception ResNet Stream 

IR-Capsule is a two-stream network, which includes an 

Inception ResNet stream and a capsule network stream. In 

the Inception ResNet stream, the complete Inception ResNet 

V1 is used to extract the deep conventional features after the 

initial feature extractor. For Inception ResNet series 

networks, we chose the Inception ResNet V1 network 

because its improved version has higher model complexity 

and requires more computational resources. While face 

forgery detection is a binary classification task, Inception 

ResNet V1 can provide sufficient performance with low 

computational power consumption. The details of the 

Inception ResNet stream are shown in Figure 3. It can be 

seen that Inception ResNet V1 is composed of multiple 

blocks including Inception-resnet, which has the benefits of 

Inception and ResNet. Specifically, part of the pre-training 

network consists of several initial layers of the Inception 

ResNet V1 network, which are not too deep and do not have 

a significant impact on subsequent training. 

3.2 Capsule Network Stream 

The "capsule" in the capsule network is a set of vectors or 

matrices, where different output vectors represent different 

attributes of specific objects appearing in the image. The 

capsule network uses vector output instead of scalar output, 

recognizing the object category while retaining its hierar-

chical posture relationship and angle information. In addi-

tion, the dynamic routing algorithm is utilized to update the 

weights from low-level to high-level instead of pooling, 

thereby avoiding information loss. There may be some ab-

normality in the hierarchical posture relationship and angle 

between various parts of the face for face forgery. Therefore, 

the capsule network can effectively detect traces of forgery 

compared with the conventional neural networks. 

The capsule network stream is designed after the 

pre-trained network, extracting deeper features such as hi-

erarchical pose features and angle features. As stated in 

Figure 4, the capsule network stream mainly consists of ten 

primary capsules and two output capsules (details of 

parameter settings can be found in Section 4.2). The ten 

primary capsules have the same design, and statistical 

pooling is introduced in the middle part. For the next part of 

the network, we use the real capsule and the false capsule as 

the output capsule, which is suitable for the binary 

classification task of face forgery detection. The dynamic 

routing algorithm is used to update the weight between the 

primary capsule and the output capsule. After the 

normalization process, the capsule network stream output 

the prediction result. 

Input(3×300×300)

Stem

5×Inception-

resnet-A

Reduction-A

10×Inception-

resnet-B

5×Inception-

resnet-C

Average Pooling

Batch Norm

Fully Connected

Output
Reduction-B

Dropout(0.5)

256×35×35

256×35×35

896×17×17

1792×8×8

1792×8×8

1792

1792

1792

896×17×17

Part of 

Pre-trained 

network

Capsule 

network

stream

Fig. 3 Details of the Inception ResNet stream. 
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Fig. 4 Details of the capsule network stream. 

The dynamic routing algorithm is used to calculate the 

weight between the primary capsule and the output capsule, 

routing these primary capsules to the output capsule in real 

time. Therefore, the output capsule can be used to express 

the consistency of low-level capsule features. Let u  i
and 

v j represent the output vector of the primary capsule and

the output capsule, respectively. The input js of the 

capsule j can be calculated by the coupling coefficient ,i jc

determined in the iterative dynamic routing process as 

follows: 
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j  i,

i

j i js c u


=  , j  i i j iu W u


= ,          (1) 

where i jW is the weight matrix and j  iu


 is the weighted 

summation result of all prediction vectors. The dynamic 

routing algorithm adjusts the coupling coefficient ,i jc

through several iterations to determine the appropriate 

weight, and the coupling coefficient ,i jc  can be calculated 

as follows: 

,

k

exp( )

exp( )

ij

i j

ik

b
c

b
=


, (2) 

where the initial logits b ij  are the log prior probabilities 

that the primary capsule i  should be coupled to the output 

capsule j . Then js is compressed by a squash function to 

obtain the output vector v j  of the output capsule by 

2

2
v ( )

1

j j

j j

jj

s s
squash s

ss
= =

+
. (3) 

The overall process of the dynamic routing algorithm is 

described in Table 1. To reduce overfitting, we also add the 

random noise to i jW and then use a dropout operation. We 

set up three iterations ( = 3r ) through repeated experiments, 

for a trade-off between the accuracy and speed. 

For the output of the capsule network stream, different 

from the softmax function used for the output vector of the 

output capsule in [11, 49], we have done a simple processing 

for the output vector of the output capsule. Let x be the 

output vector of the real capsule, the square root of its square 

value is the final output. Let denoted as 2vreal x= . 

Therefore, the capsule loss function can make the magnitude 

of output no less than 0.9 when the input image is real, and 

no greater than 0.1 when the input image is fake. The details 

of the capsule loss function are described in Section 3.3. 

Table 1. Dynamic routing algorithm 

Procedure 1 Dynamic routing algorithm. 

procedure ROUTING( iu , r)

for all input capsule i and all output capsules j : 
,bi j

← 0 

for r iterations do 

for all input capsules i : ci ← softmax ( bi ) 

for all input capsules j : s j
 ← j  i,

i

i jc u




for all input capsules j : 
jv ← squash ( s j

) 

for all input capsules i and output capsules j : 
,bi j

← j  i,b vi j ju


+

return 
jv  

3.3 Two Stream Fusion 

The IR-Capsule network combines Inception ResNet stream 

and capsule network stream to detect face forgery. For In-

ception ResNet stream, the sigmoid function is utilized to 

normalize its output. Subsequently, the binary cross entropy 

function is utilized as the loss function, which is defined as 

follows: 

1

1
log( ) (1 ) log(1 )

m

m

IR i ii i

i

L y y y y
 

=

= − + − − ,    (4) 

where 
iy



 is the final output after the sigmoid function, and 

yi
is the ground-truth label of i-th input. In the training 

process, we define 1 as a fake face and 0 as a real face. 

For the capsule network stream, unlike the cross en-

tropy loss function used in [49], we simply improved the 

traditional capsule loss [11]. We only utilized the margin 

loss and discarded the reconstruction loss, which can be 

more suitable for our network. In addition, this loss function 

can make one output capsule output a vector of magnitude 

0.9 or greater, and the other output is equal to or less than 0.1 

during the training process. The loss function of capsule 

network stream is defined as follows: 

c

1

1
max(0,0.9 ) 1 max(0, 0.1)

m

m

i i i i

i

L T v T v
=

= − + − − （ ） , (5)

where 
iT is the ground-truth label of i-th inputs, and vi

is 

the predicted probability of the capsule stream. For the 

weight value  , we set it as 0.5 following [11]. This loss 

would encourage the IR-Capsule network to match the index 

of the "correct" capsule with the true class label of given 
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training data. Finally, the total loss function is the sum of 

two streams, which is defined as follows: 

IR CL L L= + . (6) 

The final output is a fusion of the two streams. In the 

test process, the final output is the probability that the input 

face image is a forged image. The input image is fake if the 

probability of the final output 
FP is greater than 0.5, 

otherwise it is a real image. We refer to the idea of ensemble 

learning and set balance factor λ=0.5 following [58]. The 

final output is defined as follows: 

(1 )F C IRP P P = + − , (7) 

where 
CP is the output probability of capsule network 

stream and 
IRP  is the output probability of Inception 

ResNet stream. 

4 Experiments 

In this section, we first introduce the overall experiment 

setup, including dataset and implementation details. Then, 

the main parameters of IR-Capsule are discussed. Finally, 

we demonstrate the effectiveness of our method compared 

with state-of-the-art methods. 

4.1 Experimental setting 

To effectively evaluate the IR-Capsule network, the 

well-known FaceForensics++ dataset is leveraged in the 

training and testing process. It is a large and challenging 

dataset, including the fake faces generated by the four 

state-of-the-art forgery generation methods of FaceSwap, 

DeepFakes, Face2Face, and NeuralTextures. The FaceFo-

rensics++ dataset collects 1000 original videos from 

YouTube, and each video is generated by the above four 

forgery generation methods to generate 4000 fake videos, a 

total of 5000 videos. In addition, each video has three 

different compression rates (no compression: raw, medium 

compression: c23, high compression: c40), and the number 

of frames is between 300 and 700. In the process of training 

and testing, we followed [52] to divide each group of 1000 

videos into 720 for training, 140 for validation and 140 for 

testing. Since face forgery detection can be defined as a 

binary classification task, we use binary labels in the training 

process. Moreover, we took the second 100 frames of the 

video because we found that the first 100 frames of the input 

video might be unstable. 

All experiments were performed on the same device 

during the implementation process, which was Intel(R) 

Xeon(R) Bronze 3206R CPU of 32GB flash memory and 

NVIDIA GeForce GTX 2080 Ti GPU. The PyTorch 1.7.0 

library was utilized for training and testing on the Ubuntu 

18.04 OS. The IR-Capsule network was trained for 25 

epochs through the Adam optimizer. We also empirically set 

the learning rate to 0.0001, batch size to 64, and the 
1 and

2 in the Adam optimizer to 0.9 and 0.999 respectively 

4.2 Parameter analysis 

There are several tuning parameters in our proposed 

IR-Capsule network. We discussed the effect of two main 

parameters on the performance, which is the number of 

primary capsules i  and the number of iterations r . The 

detection accuracy of different typical parameter settings in 

the FaceForensics++ testing set is reported in Table 2. The 

first six rows show the results for  = 3r  and the last three 

rows show the results for = 3i . As seen in the first six rows, 

the setting = 10i  has the best performance, while = 3i  

has the worst. The detection accuracy increased with the 

number of capsules, but did not improve when > 10i . 

Experiments demonstrated that a reasonably large number 

of primary capsules may improve network performance. For 

the last three rows, we set the number of primary capsules 

= 10i  to compare the accuracy under different iterations. 

We can see that the results improve slightly as the number of 

iterations increases. However, when the r  is increased to 4 

and 5, no improvement can be found when compared to 

= 3r . That is because as the number of iterations r  

increases, the model will overfit the training set, thus 

affecting its performance on the testing set. According to the 

experimental results of parameter analysis, we have selected 

the optimal parameter = 3r  and = 10i . 

Table 2. Detection accuracy of different typical parameter settings. 

Iterations r Primary capsules i Accuracy (%) 

3 3 80.24 

3 5 87.19 

3 8 89.67 

3 10 91.03 

3 16 90.81 

3 32 88.36 

2 10 89.21 

4 10 89.77 

5 10 90.63 

4.3 Comparison with other approaches 

We demonstrate our IR-Capsule network on the well-known 

FaceForensics++ benchmark and compare the results with 
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several state-of-the-art approaches. The FaceForensics++ 

benchmark is a challenging face forgery detection bench-

mark, which contains 1000 unseen images. In these 1,000 

unseen images, each picture is randomly extracted from the 

forgery generation method or the pristine video, including a 

random compression level. The ground truth labels are 

hidden and the submitted approaches are automatically 

evaluated online for their classification accuracy. Since the 

FaceForensics++ benchmark contains these 1000 videos that 

are different from training and validation data, the general-

ization and effectiveness of the submitted approaches can be 

evaluated. 

We first compared 10 published state-of-the-art 

approaches in the FaceForensics++ benchmark, including 

Steganalysis Features [30], Recasting [31], Rahmouni [59], 

Bayar and Stamm [60], p-DARTS [61], XceptionNet Full 

Image [52], GAEL-Net [62], MesoNet [63], XceptionNet 

[52], and Inception ResNet V1 [53]. The experimental 

results are shown in Table 3. It can be seen that our method 

has achieved promising performance, and the overall 

performance surpasses all the comparison approaches. In 

detail, our method is 2.2% higher than Inception ResNet V1 

on FaceForensics++ benchmark, 12.1% higher than 

XceptionNet, and 17.1% higher than MesoNet. In addition, 

the performance of the IR-Capsule network in pristine image 

classification is better than all comparison methods. 

Table 3. Experimental results on FaceForensics++ benchmarks. We report the precision results of four forgery methods and pristine images, 

as well as the overall accuracy. 

Detection Methods 
Accuracy 

DeepFakes [28] Face2Face [27] FaceSwap [26] NeuralTextures [29] Pristine Total 

Steganalysis Features [30] 0.736 0.737 0.689 0.633 0.340 0.518 

Recasting [31] 0.855 0.679 0.738 0.780 0.344 0.552 

Rahmouni [59] 0.855 0.642 0.563 0.607 0.500 0.581 

Bayar and Stamm [60] 0.845 0.737 0.825 0.707 0.462 0.616 

p-DARTS [61] 0.791 0.730 0.816 0.720 0.478 0.618 

XceptionNet Full Image [52] 0.745 0.759 0.709 0.733 0.510 0.624 

GAEL-Net [62] 0.718 0.686 0.631 0.707 0.562 0.625 

MesoNet [63] 0.873 0.562 0.612 0.407 0.726 0.660 

XceptionNet [52] 0.964 0.869 0.903 0.807 0.524 0.710 

Inception ResNet V1 [53] 0.936 0.839 0.903 0.820 0.750 0.809 

Proposed IR-Capsule 0.973 0.818 0.942 0.793 0.792 0.831 

Fig. 5 Experimental results on FaceForensics++ validation set. 

Fig. 6 Experimental results on FaceForensics++ testing set. 

To further demonstrate the performance of IR-Capsule 

network, we compared it with XceptionNet, Inception 

ResNet V1 and Capsule network [49] on the entire 

validation and testing sets of FaceForensics++. As shown in 

Figure 5 and Figure 6, the IR-Capsule network has the 

highest accuracy in both the validation and testing sets. We 

also performed a deeper analysis of the detection 

performance of different face forgery methods, including 

FaceSwap, DeepFakes, Face2Face, NeuralTextures. The 

model is trained on all forgery methods data and evaluated 

on specific forgery method. The detection accuracy of 

different forgery methods in the validation and testing sets 

are shown in Figure 7 and Figure 8. It can be seen that our 

method outperforms state-of-the-art methods in the 

detection of different types of face forgery. 



9 

4.4 Comparison of computational time 

To evaluate the efficiency of the proposed IR-Capsule, we 

have compared in Table 4 the computational times of 

various methods with 100 randomly selected forged images. 

Meanwhile, as an indicator of computational complexity, the 

number of parameters of each method is also reported in 

Table 4. As seen in Table 4, the number of parameters and 

computational time of our method is comparable to 

Inception ResNet V1 and superior to the XceptionNet 

approach. Although the number of parameters of the capsule 

networks is minimal, the total computation time is only 

0.043s faster than our method. This is because the 

pre-processing and face detection process before entering 

the capsule network takes most of the computational time. In 

general, the computational time of the proposed IR-Capsule 

approach is at the same level as other detection approaches, 

but our approach has a higher detection accuracy. The 

experimental results of detection performance and 

computational time fully demonstrate the efficiency and 

efficacy of the proposed IR-Capsule framework. 

Table 4. The number of parameters and computational time of 

different detection methods. 

Detection Method 

Number of 

parameters 

Computational 

time (s) 

XceptionNet (299×299) 27,910,840 0.671 

Inception ResNet V1(300×300) 23,483,137 0.493 

Capsule network (300×300) 4,176,574 0.455 

IR-Capsule (300×300) 24,954,207 0.498 

Fig. 7 Performance comparison of different forgery methods on 

FaceForensics++ validation set. 

Fig. 8 Performance comparison of different forgery methods on 

FaceForensics++ testing set. 

5 Conclusion 

In this paper, a two-stream network that fuses Inception 

ResNet stream and capsule network stream (IR-Capsule) is 

proposed for face forgery detection, which aims to overcome 

the shortcomings of traditional CNN-based detectors, espe-

cially the lack of attention to the spatial relationships of each 

part of the face. In the proposed approach, the Inception 

ResNet stream is utilized for conventional feature 

extraction, and the capsule network stream is utilized to 

extract relative position and angle features between face 

parts. In addition, an improved capsule loss function is 

leveraged to replace the original capsule loss, and a part of 

the Inception ResNet V1 model pre-trained on the 

VGGFACE2 face recognition dataset is leveraged as the 

feature extractor before the IR-Capsule network. The 

experimental results show that our approach outperforms the 

state-of-the-art approaches as its ability to learn both 

conventional facial features and forged artifacts of relative 

position and angle. Future work will consider more 

effective features to further improve the accuracy of face 

forgery detection.
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