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Abstract Group recommender systems provide suggestions when more than
a person is involved in the recommendation process. A particular context in
which group recommendation is useful is when the number of recommenda-
tion lists that can be generated is limited (i.e., it is not possible to suggest
a list of items to each user). In such a case, grouping users and producing
recommendations to groups becomes necessary. None of the approaches in the
literature is able to automatically group the users in order to overcome the
previously presented limitation. This paper presents a set of group recom-
mender systems that automatically detect groups of users by clustering them,
in order to respect a constraint on the maximum number of recommendation
lists that can be produced. The proposed systems have been largely evaluated
on two real-world datasets and compared with hundreds of experiments and
statistical tests, in order to validate the results. Moreover, we introduce a set
of best practices that help in the development of group recommender systems
in this context.

Keywords Group Recommendation · Clustering · Group Modeling

1 Introduction

Recommender systems suggest items that might be interesting for a user [45].
In its general meaning, group recommendation is designed for contexts in which
more than one person is involved in the recommendation process [6,21]. An
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application scenario in which group recommendations have to be produced is
the following:

A group of people decides to dine together. In order to choose the
restaurant in which they should go, each participant expresses her/his
preferences about different types of food. These preferences have to be
combined, in order to choose a restaurant that maximizes the group
satisfaction (i.e., that has a type of food that satisfies most of the group).

A particular application scenario in which group recommendation can be
used is when the number of recommendation lists that can be produced is
limited (i.e., it is not possible to recommend a list of items to each user). The
example below presents a case in which there is such a constraint.

A company decides to print recommendation flyers that present sug-
gested products. Even if the data to produce a flyer that contains indi-
vidual recommendations for each customer is available, the process of
printing a different flyer for everyone would be technically too hard to
accomplish and costs would be too high. A possible solution would be to
set a number of different flyers to print, such that the printing process
could be affordable in terms of costs and the recipients of the same flyer
would be interested by its content.

In the last few years, group recommendation has been highlighted as a chal-
lenge in the recommendation research [21,44]. With respect to classic group
recommendation, the development of systems that deal with a limited number
of recommendation lists is even more challenging, because of the additional
problem of optimally defining groups, in order to respect the constraint and
maximize user satisfaction. None of the approaches in the literature is able
to automatically detect groups and deal with a scenario in which the number
of recommendation lists that can be produced is limited, so the definition of
group recommender systems able to detect groups of users represents an open
research problem.

This paper presents ART (Automatic Recommendation Technologies), a
set of group recommender systems that also detect groups of users. In order to
produce recommendations for a group that has been automatically detected,
the proposed systems do not only cluster users and produce recommendations.
In fact, this paper studies an approach to integrate individual predictions in
the group detection task, in order to improve the quality of the groups (i.e.,
find users with more similar preferences). As this study will show, in order
for a system to perform well, recommendation and classification need to be
combined. Moreover, the different strategies to model the preferences of the
detected groups and the predictions algorithms are tailored to this context.

Open problems and scientific contributions. The open problems in
the development of a system that also detects groups are the following:

(a) Users have to be properly grouped, in order to respect the constraint on
the number of recommendation lists that can be generated and to produce
recommendations that are effective for the users in it.
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(b) Once groups are formed, individual preferences have to be combined, in
order to build a model that contains the preferences of a group.

(c) Group recommendations have to be generated, by either aggregating pre-
dictions built for each user, or by building specific predictions for a group.

The scientific contributions introduced to solve them are the following:

– Regarding point (a), the proposed solution for the automatic group de-
tection is based on user clustering. In fact, in the considered context a
partitioning in groups does not exist and a form of unsupervised classifi-
cation is necessary. Producing recommendations for a set of similar users
allows the system to satisfy individual users in a group and respect the
constraint. In this paper, we study two approaches to cluster the users.

– Regarding point (b), J. Masthoff presented several studies related to group
modeling, i.e., the process of combining multiple user models into a single
model [29–34]. Different group modeling strategies exist, but none of them
is useful in every context, so the choice of the strategy that best models a
group should be made after analyzing the context in which a group is mod-
eled [10,43]. In this paper, several algorithms that implement the strategies
to model automatically detected groups are proposed and compared.

– Regarding point (c), according to [21], a system can adopt three different
approaches to rating prediction: (i) construction of group preference models
and prediction of the missing ratings for each group by using the model; (ii)
prediction of the ratings for the items not rated by each user and merging of
all the individual recommendations made for the members of a group; (iii)
aggregation of the predictions built for every user into a group preference.
In this paper, we propose algorithms for rating prediction that implement
these three approaches, in a tailored version specifically designed for a
context in which groups are automatically detected. These algorithms have
been tested and compared, in order to find the most accurate one.

The rest of the paper is organized as follows: Section 2 presents a survey on
group recommendation; Section 3 contains a formal definition of the problem;
Section 4 presents the proposed classes of systems; Section 5 illustrates the
performed experiments; Section 6 contains conclusions and future work.

2 Group Recommendation: Background and Related Work

This section presents a survey of group recommendation, based on the different
aspects that characterize a system.

2.1 Type of group

A group recommender system can operate in different contexts, which require
to handle different types of group, listed below:
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– a system has to provide recommendations to an established group of users
who share the same interests and do something together;

– recommendations are provided to an heterogeneous and occasional group
who has a common aim and shares the system on a particular occasion;

– a system recommends items in an environment shared by a random group
of people who do not have anything in common.

The previous classification was introduced by us [6], and adopted in [11].
In the literature, a system works with established groups when recommending
movies to persistent groups going to the cinema together [41], while occasional
groups are considered when suggesting music in a gym [36], or to suggest
tourist attractions to groups traveling together [2]; instead, random groups are
employed when assisting groups of users in collaborative Web browsing [24], or
when recommending news to a group of users that are in a public space [10].

2.2 Preference acquisition

A system can collect preferences considering the fact that a user is a part of
a group, or not. Preference acquisition is tailored on the group in scenarios
where the users can interact [37,38] or view the other users’ preferences [19,20],
while individual preferences are acquired when the emotions of the users are
considered [12,13], or when a system combines the preferred music generes [36].

2.3 Modeling the preferences

Group modeling [33] combines multiple user models into a group model. Here,
the modeling strategies employed in the literature are presented. An example
of how each strategy works (which can be used as a reference during the
description of each strategy) is first given, then each strategy is presented.

Group Modeling: Working Examples. Here, an example of how individual rat-
ings are combined by each group modeling strategy is presented. In the exam-
ple, three users (u1, u2, and u3) rate ten items (identified by i1, ..., i10) with
a value from 1 to 10. Table 1 reports the output of the strategies that com-
bine individual ratings, while tables 2, 3, and 4, show how the Borda Count,
Copeland Rule, and Plurality Voting strategies respectively work (the examples
in these tables are based on the ratings in Table 1).

Additive Utilitarian [AU]. Individual ratings for each item are summed and a
list of items ranked by sum is created. The produced list is the same when av-
eraging the individual ratings, so this strategy is also called ‘Average strategy’.
An example of how it works is given in Table 1 (AU line).

The strategy has proven to be effective in different contexts [43], like the
combination of preferences on different types of features (e.g., location, cost,
cuisine) when recommending restaurants to a group [35].
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i1 i2 i3 i4 i5 i6 i7 i8 i9 i10
u1 8 10 7 10 9 8 10 6 3 6
u2 7 10 6 9 8 10 9 4 4 7
u3 5 1 8 6 9 10 3 5 7 10
−AU 20 21 21 25 26 28 22 15 14 23
−MU 280 100 336 540 648 800 270 120 84 420
−AV 2 2 3 3 3 3 2 1 1 3
−LM 5 1 6 6 8 8 3 4 3 6
−MP 8 10 8 10 9 10 10 6 7 10
−AWM 20 - 21 25 26 28 - 15 - 23
−MRP 8 10 7 10 9 8 10 6 3 6

Table 1 Output of the strategies that combine the original ratings

i1 i2 i3 i4 i5 i6 i7 i8 i9 i10
u1 4.5 8 3 8 6 4.5 8 1.5 0 1.5
u2 3.5 7.5 2 6.5 5 7.5 6.5 0.5 0.5 3.5
u3 2.5 0 5 3 6 7.5 1 2.5 4 7.5
−BC 10.5 15.5 10 17 17 19.5 15.5 4.5 4.5 12.5

Table 2 Example of how the Borda Count strategy works, based on the ratings in Table 1

i1 i2 i3 i4 i5 i6 i7 i8 i9 i10
i1 0 + - + + + + - - 0
i2 - 0 - 0 - 0 0 - - -
i3 + + 0 + + + + - - +
i4 - 0 - 0 - + - - - -
i5 - + - + 0 + + - - -
i6 - 0 - - - 0 - - - -
i7 - 0 - + - + 0 - - -
i8 + + + + + + + 0 0 +
i9 + + + + + + + 0 0 +
i10 0 + + + + + + - - 0
Index -2 +6 -3 +6 +1 +8 +4 -8 -8 -2

Table 3 Example of how the Copeland Rule strategy works, based on the ratings in Table 1

1 2 3 4 5 6
u1 i2, i4, i7 i4, i7 i5 i1 i3 i8
u2 i2, i6 i4, i7 i5 i1, i10 i3 i8, i9
u3 i6, i10 i10 i10 i10 i3 i9
Group i2, i6 i4, i7 i5 i1, i10 i3 i8, i9

Table 4 Example of how the Plurality Voting strategy works, based on the ratings in
Table 1

Multiplicative Utilitarian [MU]. The ratings given by the users for each item
are multiplied and a ranked list of items is produced. An example of how the
strategy works is given in Table 1 (MU line).

This strategy was adopted by [14] in the music recommendation domain.

Borda Count [BC]. Each item gets a number of points, according to the posi-
tion in the list of each user. The least favorite item gets 0 points and a point is
added each time the next item in the list is considered. If a user gave the same
rating to more items, points are distributed. So, in the example in Table 2,
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items i8 and i9 were rated by user u2 with the lowest rating and share the
lowest positions with 0 and 1 points, so both get (0+1)/2=0.5 points. A group
preference is obtained by adding the individual points of an item.

This strategy was implemented in [4].

Copeland Rule [CR]. It is a form of majority voting that sorts the items ac-
cording to their Copeland index, which is calculated as the number of times
in which an alternative beats the others, minus the number of times it loses
against the other alternatives. In the example in Table 3, item i2 beats item
i1, since both users u1 and u2 gave it a higher rating.

The approach proposed in [17] proved that a form of majority voting is the
most successful in a requirements negotiation context.

Plurality Voting [PV]. Each user votes for her/his favorite option. The one
that receives the highest number of votes wins. If more than one alternative
needs to be selected, the options that received the highest number of votes are
selected. An example of how the strategy works is given in Table 4.

This strategy was implemented and tested by [48,49] in the TV domain.

Approval Voting [AV]. Each user can vote for as many items as she/he wants,
and a point is assigned to all the items a user likes. To show how the strategy
works, in the example in Table 1 (AV line) we are going to suppose that each
user votes for all the items with a rating above a threshold (for example, 5).
A group preference is obtained by adding the individual points of an item.

To choose the pages to recommend to a group, Let’s Browse [24] evaluates
if the page currently considered by the system matches with the user profile
above a certain threshold and recommends the one with the highest score.
This strategy also proved to be successful in contexts in which the similarity
between the users in a group is high [9].

Least Misery [LM]. The rating assigned to an item for a group is the lowest
rating expressed for that item by any of the users in the group. This strategy
usually models small groups, to make sure that every member is satisfied. A
drawback is that if the majority of the group really likes something, but one
person does not, the item will not to be recommended to the group. This
is what happens in Table 1 for the items i2 and i7. An example of how the
strategy works is given in Table 1 (LM line).

This strategy is used by [41], to recommend movies to small groups.

Most Pleasure [MP]. The rating assigned to an item for a group is the highest
rating expressed for that item by a member of a group. An example of how
the strategy works is given in Table 1 (MP line).

This strategy is used by [46] in a system that faces the cold start problem.
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Average Without Misery [AWM]. The rating assigned to an item for a group
is the average of the ratings given by each user. All the items that received a
rating under a certain threshold by a user are not included in the group model
(in the example in Table 1 - AWM line, the threshold rating is 4).

In order to model a group to decide the music to play in a gym, in [36] the
individual ratings are summed, discarding the ones under a minimum degree.

Fairness [F]. This strategy is based on the idea that users can be recom-
mended something they do not like, as long as they also get recommended
something they like. This is done by allowing each user to choose her/his fa-
vorite item. If two items have the same rating, the choice is based on the other
users’ preferences. This is done until everyone made a choice. Next, everyone
chooses a second item, starting from the person who chose last the first time.

If in the example in Table 1, we suppose that user u1 chose first, so she/he
would consider i2, i4, and i7, and would choose i4, because it has the highest
average considering the other users’ ratings. Next, u2 would choose between
i2 and i6 and would select i6 for the same reason. Then, u3 would choose item
i10. Since everyone chose an item, it would be u3’s turn again and i5 would be
chosen. User u2 would choose i2, which has the highest rating along with i6
(which was already chosen). Then, u1 would choose i1, which is the one with
the highest rating and was not chosen yet. The final sequence of items that
models the group would be: i4, i6, i10, i5, i2, i1, i3, i8, i9.

This strategy is adopted by [14] in the music recommendation context.

Most Respected Person (Dictatorship) [MRP]. This strategy selects the items
according to the preferences of the most respected person, using the preferences
of the others just in case more than an item received the same evaluation. The
idea is that there are scenarios is which a group is guided/dominated by a
person. In the example in Table 1, u1 is the most respected person.

This strategy is adopted to select tourist attractions advantaging the users
with particular needs [2], or when experts are recognized in a group [22].
Moreover, there are studies that highlight that when people interact, a user
or a small portion of the group influences the choices of the others [10].

2.4 Rating Prediction

Group preferences can be generated by using one of the following three ap-
proaches [21]: (a) generation of a group model, which combines individual
preferences and is used to build predictions for the group, (b) merging of rec-
ommendations built for individual users, or (c) aggregation of the predictions
built for every user.
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2.4.1 Construction of Group Preference Models

This approach builds a group model by using the preferences expressed by
each user, then predicts a rating for the items that do not have a score in the
group model. The approach follows two main steps, described below.

1. Construct a model Mg for a group g, which contains its preferences
2. For each item i not rated by the group, use Mg to predict a rating pgi

Group predictions have been employed for people browsing the web to-
gether [24], to select the music to play for people working out [36], or to con-
sider the preferences of subgroups with similar needs in the tourist domain [2].

2.4.2 Merging of Recommendations Made for Individuals

This approach presents to a group a set of items, which is the merging of
the items with the highest predicted rating for each user in the group. The
approach works as follows.

1. For each member of the group u:
– For each item i not rated, predict a rating pui
– Select the set Ci of items with the highest predicted ratings pui

2. Model the preferences of each group by producing
⋃

i Ci, i.e., the union of
the sets of items with the highest predicted ratings of each member

This approach is implemented by PolyLens [41] and adopted by [4].

2.4.3 Aggregation of Individual Predictions

This approach first predicts individual preferences for all the items not rated
by each user, then aggregates individual preferences for an item, in order to
derive a group preference. The approach works as follows:

1. For each item i:
– For each user u of the group g that did not rate i, predict a rating pui
– Calculate an aggregate rating rgi from the ratings of the users in the

group, either expressed (rui) or predicted (pui)

This approach is adopted by PolyLens [41] that, in order to recommend
movies to a group, first predicts individual ratings and then aggregates them.

2.5 Explanation of the recommendations

Since group recommender systems deal with the preferences of more than a
user, an aspect considered by some systems is the explanation of the recom-
mendation, i.e., why the proposed items have been selected for the group.

In the literature, explanations are used to justify why a page has been
recommended to a group of users by presenting the commonalities between
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the users [24], why a tourist attraction has been recommended by displaying
the features that characterized its selection [2], or what music is likely to be
played next according to the song currently being played [15].

2.6 Help the members to achieve consensus

Once the preferences of a group have been modeled and group predictions have
been produced, the list of items to recommend to the group has to be selected.
In order to do so, three strategies are usually employed by the systems:

1. the system suggests the items with the highest predicted ratings, without
consulting the group;

2. a member of the group is responsible for the final decision;
3. the users in the group have a conversation, in order to achieve consensus.

The vast majority of the systems automatically selects the items to recom-
mend. An example of a system that bases the selection of the items on the
decision of a member is [2], which suggests the attractions for a group, but ex-
pects the tour guide to choose the ones that the group should visit. Regarding
the systems that employ a conversation among the group, in [37,38] the users
reach a consensus by interacting through a shared device.

2.7 Motivation and Contribution

This section presented group recommendation, both from a design and a lit-
erature point of view. An important aspect to notice is that no approach in
the literature considers a scenario in which the number of recommendation
lists is limited. Even if in [39,40] clustering is used in a group recommendation
approach, similarly to what we have done in previous works [6–8], clusters
are used only to select the number of neighbors of a user when predictions
are built, in order to speed up the computation. This is the first time that
the group recommendation with automatic group detection is explored in its
entirety, and the next sections will present the work on each component of a
system.

3 Problem Statement

As highlighted in the previous section, the approaches in the literature handle
groups that are already formed, and a group recommender system that also
detects groups does not exist. Before presenting a formalization of the problem
handled by ART , we introduce the problem of producing recommendations for
individual users. This definition mainly follows the one proposed in [16].

Let U = {u1, u2, ..., un} be a set of users, I = {i1, i2, ..., im} be a set of
items, and V be a totally ordered set of values that can be used to express
a preference. The set of ratings expressed in the system is a ternary relation
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R ⊆ U × I × V ; each rating is denoted by rui. The subset of users who rated
an item i is denoted by Ui and the subset of items rated by a user u can be
denoted by Iu. All the items in I that have been rated by both a user u and
a user v can be indicated by Iuv = Iu ∩ Iv, and all the users in U that rated
both an item i and an item j can be denoted by Uij = Ui ∩ Uj .

The main recommendation problem consists in the identification for a user
u ∈ U of an item i ∈ I\Iu that user u is likely to be interested in. The task
is a regression or multi-class classification problem, in which the goal is the
learning of a function f : U × I → V that predicts a rating pui = f(u, i) for
a user u of an item i. The objective is the identification of an item i∗ for the
user u, which has the highest estimated rating:

i∗ = argmax
j∈I\Iu

f(u, j). (1)

The generation of group recommendations with the automatic detection
of groups can be formalized starting from the previous problem, by adding
one more constraint. Given a value k, which denotes the maximum number
of recommendation lists that can be generated, the additional requirement is
to split the set of users U in a partition of k groups, so that for each group
Gq ⊆ U (q ∈ {1, ..., k}) every user u ∈ Gq receives the same recommendations.
Moreover, ∀u ∈ U ∃! q ∈ {1, ..., k} s.t. u ∈ Gq. So, each user has to belong
to a group in order to receive a recommendation, and given two groups Gq

and Gw, ∀q, w ∈ {1, ..., k} q 6= w ⇒ Gq ∩ Gw = ∅ (i.e., groups are formed by
subsets of users that do not intersect, in order for a user to belong to just one
group and receive only a list of recommended items). The goal is the learning
of a function f : Gq × I → V that predicts a rating pqi = f(Gq, i) for a group
Gq of an item i. In this case, the objective is the identification of an item i∗

for the active group Gq, that has the highest estimated rating:

i∗ = argmax
j∈I

f(Gq, j). (2)

Unlike Equation 1, in which the set of items that can be recommended
is the set of items that were not evaluated by a user (I\Iu), in Equation 2
the items that can be recommended to a group can be taken from whole set
I. This is because with large groups there might not be items that were not
evaluated by anyone and the system might not produce recommendations to
the group. This intuition is confirmed by analyzing the datasets employed to
validate our proposal. Indeed, if in each clustering created in the evaluation
presented in Section 5 we avoid recommending the items that have already
been evaluated by at least a user, between 5% and 10% of the groups would
have an empty recommendation list. Thinking about a real-world group rec-
ommendation campaign like the one presented in the Introduction, this would
not be acceptable and would create significant losses for a company. In our
proposal, we will deal with the already evaluated items in different ways.
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Step 1 Step 2 Step 3

1. ModelBased Clustering Group Modeling Group Predictions

2. MergeRecommendations Clustering Individual Predictions Group Modeling (top-n items)

3. PredictionsAggregation:Cluster&Predict Clustering Individual Predictions Group Modeling (all items)

4. PredictionsAggregation:Predict&Cluster Individual Predictions Clustering Group Modeling (all items)

Table 5 Classes of systems that compose ART

Clustering Group Modeling Group Predictions

k-means Additive Utilitarian Item-based Collaborative Filtering

k-means Borda Count Item-based Collaborative Filtering

k-means Approval Voting Item-based Collaborative Filtering

k-means Least Misery Item-based Collaborative Filtering

k-means Most Pleasure Item-based Collaborative Filtering

k-means Average Without Misery Item-based Collaborative Filtering

Table 6 Systems that compose the ModelBased class

4 Algorithms

This section presents ART (Automatic Recommendation Technologies), a set
of group recommender systems able to produce suggestions respecting a con-
straint on the number of recommendation lists that can be generated.

The proposed systems combine a set of algorithms that complete a different
task of a group recommender system. Each algorithm is based on a state-of-the-
art solution, which has been adapted to improve the accuracy of the proposed
group recommender systems.

Table 5 summarizes how each class of systems works.

4.1 Class of Systems Based on Group Model Construction

ModelBased is a class of systems that detect groups of similar users, model each
group by using the preferences of its members, and predict group preferences
by using the model, according to the approach presented in 2.4.1.

Here, we describe the steps performed by the systems that belong to this
class and how they have been implemented. Each system works in three steps:

1. Detection of the groups (Clustering). Groups of users with similar prefer-
ences are detected through the k-means clustering algorithm [25].

2. Group modeling. Once groups have been detected, a group model is built
for each group, by using one of the modeling strategies presented in 2.3.
Each system implements one of the six modeling strategies that could be
applied to our context in which groups have to detected. For each group,
a rating is calculated for a subset of items.

3. Prediction of the Missing Ratings Using a Group Model. A group rating
is predicted for each item not modeled by the previous step, by using the
model that contains its preferences with an adapted version of the Item-
based Collaborative Filtering approach presented in [47].

The systems belong to the first class illustrated in Table 5. For each system
of the ModelBased class, Table 6 summarizes with which algorithms each step
has been implemented. All the steps are now described in detail.
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Detection of the groups (Clustering). In order to respect the constraint im-
posed by the context, the set of users has to be partitioned into a number of
groups equal to the number of recommendation lists that can be produced.
Since groups do not exist, unsupervised classification (clustering) is neces-
sary. In [1], it was highlighted that the k-means clustering algorithm is the
most used in recommender systems. Moreover, we previously analyzed [7] and
compared [8] a different option to group the users, by using the Louvain com-
munity detection algorithm, which produces a hierarchical partitioning of the
users; however, results showed that k-means is more accurate, so this approach
is also used in this study. The input of the algorithm is a rating matrix that
contains a row for each user, a column for each item, and whose elements are
the ratings given by each user for the corresponding item. The distance be-
tween the users is computed with the Euclidean distance, and the output is
a partitioning of the users into groups (clusters), such that users with similar
models (i.e., similar ratings for the same items) are in the same group and
receive the same recommendations.

Group modeling. In order to create a model that represents the preferences
of a group, a subset of the group modeling strategies previously described is
employed. We considered all the ones presented in [33] (previously described
in 2.3), and implemented an adapted version of the strategies that could be
applied to our context in which groups have to be detected. In fact, there are
some strategies that do not produce a rating, but just a ranked list of the
items (i.e., the Plurality Voting, Copeland Rule, and Fairness strategies), and
there is a strategy (i.e., Most Respected Person) where just the ratings of the
user who guides the group are considered (a “most respected person” does
not exist in an automatically detected group). The Multiplicative Utilitarian
strategy could not be tested because of the limit on the maximum number
that can be calculated by a computer1; normalizing the ratings led to a loss
in precision, and to a consequent drop in the accuracy of the system.

The other strategies, i.e., Additive Utilitarian, Borda Count, Approval Vot-
ing, Least Misery, Most Pleasure, and Average Without Misery, were employed.

As it can be noticed from tables 1, 2, and 3, the produced group ratings are
in different ranges (i.e., individual ratings are between 1 and 10, while group
ratings can be much higher than 10). In order to evaluate how each group
rating reflects the individual preferences, it is necessary for both individual
and group ratings to be in the same range. This can be obtained with a simple
proportion:

group rating : max group rating = new group rating : max user rating (3)

where:

– group rating is the rating produced by a modeling strategy;

1 A 64 bits machine cannot calculate numbers higher than 252. Even considering only 55
users that all gave a very small rating for an item, like 2, an overflow would occur (255 > 252).
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– max group rating is the maximum value of group rating that can be ob-
tained for an item;

– max user rating is the maximum rating that a user can give to an item.

So, considering the proportion in Equation 3, new group rating can be
derived as follows:

new group rating =
group rating ·max user rating

max group rating
(4)

For some of the strategies, the proportion has been adapted as follows:

– Considering the ratings produced by the Approval Voting strategy, the
value of max group rating does not take a fixed value in the whole dataset,
but it needs to be evaluated for each group that is being modeled. In fact,
max group rating is equal to the number of users in a group, since an item
might receive a point by all the users in a group.

– The peculiarity of the Borda Count strategy is that max group rating
cannot take the same value for all the items, since the strategy creates
a ranking of each user’s preferences. Therefore, a mapping of the range
of values created by the strategy to the range of values of the individual
ratings is necessary. The values considered in the mapping are:
– group rating, which is the rating produced by the modeling strategy for

an item;
– min group rating, which is the minimum value of group rating that can

be obtained for an item;
– max group rating, which is the maximum value of group rating that

can be obtained for an item;
– min user rating, which is the minimum rating that a user can give to

an item;
– max user rating, which is the maximum rating that a user can give to

an item.
In order to make the mapping, we first calculate how wide each range is:

modeled ratings span = max group rating −min group rating (5)

users ratings span = max user rating −min user rating (6)

Then, we convert the range produced by the strategy into a 0-1 range:

modeled value = (group rating −min group rating)/modeled ratings span (7)

Then, the 0-1 range is converted into the desired range:

new group rating = min user rating + (modeled value · user ratings span) (8)

An aggregate rating rgi can be considered as significant for a group g and
included in the model only if a consistent part of the group has rated item i.
In fact, if an item is rated by a small part of the group, the aggregate rating
cannot be considered as representative of the group as a whole. So, a parameter
named coratings, which indicates the minimum percentage of the group who
has to rate an item in order to include the rating in the model, is set.
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Prediction of the Missing Ratings Using a Group Model. In the group models
created by the previous step, for a subset of items there is no preference. In
order to estimate these preferences, a rating pgi for an item i not rated by a
group g is predicted through the model that contains the group preferences.
This is done by using an Item-Based Nearest Neighbor Collaborative Filtering
algorithm [47]. This choice was made since for large groups it would not be
significant to look for “similar groups” with a User-based approach2.

The algorithm predicts a rating pgi for each item i that was not evaluated
by a group g, by considering the rating rgj of each similar item j rated by the
group. Equation 9 gives the formula used to predict the ratings:

pgi =

∑
j∈ratedItems(g) itemSim(i, j) · rgj∑

j∈ratedItems(g) itemSim(i, j)
(9)

Some authors do not consider all the items rated in the model (i.e., the
set ratedItems(g)), but just the top n correlations [47]. In order to reduce
the complexity of the algorithm and select only meaningful correlations, this
approach is used for this step. To indicate that we are dealing with the most
similar items, the top n correlations will be indicated as neighborsii.

In order to compute similarity itemSim(i, j) between two items, adjusted-
cosine similarity is used. This metric is the most accurate to calculate item
similarity [47]. Equation 10 gives the formula to compute it (as mentioned in
Section 3, Uij is the set of users that rated both item i and j); note that in
this formula Uij ⊆ g, i.e., only the ratings of the group are considered.

itemSim(i, j) =

∑
u⊂Uij

(rui − ru)(ruj − ru)√∑
u⊂Uij

(rui − ru)2
√∑

u⊂Uij
(ruj − ru)2

(10)

Value ru represents the mean of the ratings given by user u.

4.2 System that Merges Individual Recommendations

MergeRecommendations is a system that detects groups of similar users, pre-
dicts individual preferences, and selects the items with the highest predicted
ratings for each user, using the approach presented in 2.4.2.

Here, we describe the steps performed by the system and how they have
been implemented. The system works in three steps:

1. Detection of the groups (Clustering). Considering the user models that
contain individual preferences, groups of similar users are detected through
the k-means clustering algorithm.

2 Considering an example with 6000 users and 10 groups of homogeneous size, if a User-
Based approach was used, when looking for neighbors the algorithm would look for two
similar models that each contain a synthesis of the preferences of 600 users, and this type
of similarity would not be accurate enough to make the predictions.
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Clustering Individual Predictions Group Modeling (top-n items)

k-means User-based Collaborative Filtering Additive Utilitarian

Table 7 System that composes the MergeRecommendations class

2. Prediction of the missing ratings. Individual predictions are built for each
user with a User-Based Collaborative Filtering Approach presented in [47].

3. Generation of the group predictions (Group modeling). Group predictions
are built by modeling the top-n items with the highest predicted ratings for
each user (i.e., the individual recommendations produced for each user),
by averaging the ratings of the items selected for each user.

The system belongs to the second class illustrated in Table 5. Table 7 sum-
marizes with which algorithms each step has been implemented. Note that
MergeRecommendations is composed by a single system, since the group mod-
eling step has been implemented only with a strategy. The choice to model
the ratings of the items that appear in more than a list with an average (Ad-
ditive Utilitarian) and not with other strategies, was made considering that
the approach that aggregates the predictions is a union of the individual lists.
Therefore, all the users have the same importance and no rating takes a dif-
ferent weight in the group model. All the steps are now described in detail.

Detection of the Groups (Clustering). The first step uses the same approach
previously presented for the ModelBased class of systems, i.e., k-means.

Prediction of the Missing Ratings. The ratings for the users in a group are
predicted with a widely-used User-Based Nearest Neighbor Collaborative Fil-
tering algorithm, presented in [47]. The algorithm predicts a rating pui for
each item i that was not evaluated by a user u, by considering the rating rni
of each similar user n for the item i. A user n similar to u is called a neighbor
of u3. Equation 11 gives the formula used to predict the ratings:

pui = ru +

∑
n⊂neighborsuu(u) userSim(u, n) · (rni − rn)∑

n⊂neighborsuu(u) userSim(u, n)
(11)

Values ru and rn represent, respectively, the mean of the ratings expressed
by user u and user n. Similarity userSim() between two users is calculated
using the Pearson’s correlation, a coefficient that compares the ratings of all
the items rated by both the target user and the neighbor. Pearson’s correlation
between a user u and a neighbor n is given in Equation 12. As mentioned in
the Introduction, Iun is the set of items rated by both user u and user n.

userSim(u, n) =

∑
i⊂Iun

(rui − ru)(rni − rn)√∑
i⊂Iun

(rui − ru)2
√∑

i⊂Iun
(rni − rn)2

(12)

3 To indicate that we are dealing with a user-based approach, the set of neighbors of this
algorithm will be indicated as neighborsuu.
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Clustering Individual Predictions Group Modeling (all items)

k-means User-based Collaborative Filtering Additive Utilitarian

k-means User-based Collaborative Filtering Borda Count

k-means User-based Collaborative Filtering Approval Voting

k-means User-based Collaborative Filtering Least Misery

k-means User-based Collaborative Filtering Most Pleasure

k-means User-based Collaborative Filtering Average Without Misery

Table 8 System that composes the PredictionsAggregation:Cluster&Predict class

The values of the metric range from 1.0 (complete similarity) to -1.0 (com-
plete dissimilarity). Negative correlations do not increase the prediction ac-
curacy [18], so they are discarded. An adapted version of this algorithm that
considers only the users in the group to build the predictions was implemented,
but it was less accurate than the one that uses the whole user set.

Generation of the Group Predictions (Group modeling). For each user, the
items for which a rating is predicted are ranked in descending order based
on the ratings, then the top-n items are selected. Group ratings are predicted
by modeling the top-n items with a union of the items that have the highest
predicted ratings for each user. If an item appears in the list of more members
of the same group, the average of the ratings for that item is calculated.

4.3 Classes of Systems Based on the Aggregation of Individual Predictions

Here, we present two classes of systems that aggregate individual predictions,
which perform the same steps in different order to improve their accuracy.

4.3.1 PredictionsAggregation:Cluster&Predict

This class of systems detects groups of similar users, predicts individual pref-
erences, and aggregates the preferences expressed for each item into a group
preference, according to the approach presented in 2.4.3.

Here, we describe the steps performed by the systems that belong to this
class and how they are implemented. The systems work in three steps:

1. Detection of the groups (Clustering). Using a set of user models that contain
individual preferences, groups of users with similar preferences are detected
through the k-means clustering algorithm.

2. Prediction of the missing ratings. Individual predictions are built for each
user with the User-Based Collaborative Filtering approach.

3. Aggregation of the Individual Preferences (Group modeling). Groups are
modeled by using one of the six previously employed strategies.

The systems belong to the third class illustrated in Table 5. For each sys-
tem that belongs to the PredictionsAggregation:Cluster&Predict class, Table 8
summarizes with which algorithms each step has been implemented.

The first two steps use the same algorithms previously presented, i.e., k-
means and the User-Based Collaborative Filtering algorithm. Therefore, only
the approach used to aggregate individual preferences is now described.
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Aggregation of the Individual Preferences (Group modeling). The same model-
ing strategies used for ModelBased can be employed by the systems. However,
these systems model individual predictions, which have been calculated for all
the items not rated by a user. Therefore, there is no need to remove any group
prediction from the model by introducing a coratings parameter.

4.3.2 PredictionsAggregation:Predict&Cluster

The class of systems PredictionsAggregation:Cluster&Predict previously pre-
sented detects groups of users by using the preferences of the users for the
evaluated items. However, the number of items rated by the users is much
lower than the number of available items. Sparsity leads to the curse of di-
mensionality phenomena [5] that are known to affect the clustering algorithms.

PredictionsAggregation:Predict&Cluster was conceived to improve the qual-
ity of the clustering of PredictionsAggregation:Cluster&Predict. PredictionsAg-
gregation:Predict&Cluster detects groups by giving as input to k-means not
only the ratings explicitly expressed by users, but also the predicted values of
the unrated items. In order to do so, the individual predictions are calculated
by the systems in PredictionsAggregation:Predict&Cluster at the beginning
of the computation. By using more values as input for the clustering, the
algorithm should identify groups of users with more correlated preferences.
This novel approach to user clustering allows a system to remove sparsity
and overcome the curse of dimensionality phenomena, without increasing the
complexity of the system.

In conclusion, PredictionsAggregation:Predict&Cluster performs the same
steps of the systems in PredictionsAggregation:Cluster&Predict but computes
the predictions before clustering the users. The preferences expressed by the
users and the individual predictions are also used to model the groups.

5 Experimental Framework

The evaluation of the proposed systems involved hundreds of experiments and
statistical tests, and this section presents the framework used to perform them.

5.1 Strategy

In order to perform the experiments, we adopted MovieLens-1M and Yahoo!
Webscope (R4), which are two of the most widely adopted datasets in the
recommender systems literature. In the literature it has been highlighted that
no dataset that contains a partitioning of the users into groups exists [42,46].
The existing group recommender system either add constraints on a dataset
like the ones we adopted (the vast majority), obtain datasets from social net-
works that involve the concept of group like Flickr [50] and Facebook [3], or
perform use-case studies to perform the evaluation [37]. This analysis shows
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that no public dataset contains information about the partitioning of the users
into groups and of their preferences. Therefore, comparing our proposal with
a case in which groups were manually created instead of being automatically
detected, would not allow us to have a real comparison with the types of
groups handled in the literature (e.g., an established and consolidated group
of users). Our choice has been to compare our proposal with two more realistic
scenarios, by (i) comparing the accuracy of each group recommender system
that automatically detects groups with that of a system that produces indi-
vidual recommendations, and (ii) by comparing the accuracy of our systems
that automatically detect groups with a case in which there is no level of per-
sonalization and all the users receive the same recommendations (more details
of this comparisons will be presented in a few paragraphs).

The clusterings with k-means were created by the KMlocal [23] program,
which contains a variant of the k-means algorithm, called EZ Hybrid. K-means
minimizes the average distortion, i.e., the mean squared Euclidean distance
from each data point to its nearest center. We performed the experiments
with all the algorithms contained in the KMlocal program (i.e., Lloyd’s, Swap,
Hybrid, and EZ Hybrid), and in all the four clusterings and all the classes of
systems EZ Hybrid is the algorithm that returned the lowest distortion4, so it
is the one used to cluster the users.

In order to identify the most performing system, we compared the RMSE
values obtained by each of them, considering different numbers of groups to
detect (i.e., the number of recommendation lists that can be produced by the
system), and different values for a system’s parameters.

In order to evaluate if two RMSE values of two systems are significantly dif-
ferent, independent-samples two-tailed Student’s t-tests have been performed,
so each experiment was repeated five times with a 5-fold cross-validation.

The details of the experiments are described below.

1. Selection of the best system. For each class, the most accurate system is
chosen. In order to evaluate the prediction accuracy for different numbers
of groups, i.e., for different numbers of recommendation lists that can be
produced, four clusterings in 20, 50, 200, and 500 groups were created.
Moreover, we compared the results obtained with the previously mentioned
four clusterings with the results obtained by considering a single group
with all the users (i.e., we tested the systems in a scenario in which just
one recommendation list can be produced, so predictions for an item are
calculated considering the preferences of all the users), and the results
obtained by the system that calculates individual predictions for each user
(i.e., we simulated the case where there is no constraint, in order to compare
the performance of the systems when they work with groups)5.

2. Setting of the parameters. Considering the most performing system of each
of the four classes, a parametric analysis has been performed, in order to
identify the setting that allows to achieve the best accuracy for the system.

4 The details of these experiments are omitted to facilitate the readability of the paper.
5 In the figures, the results of these two settings will be joined with a dashed line.
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3. Selection of the best class. The four best settings have been compared as the
number of groups changes, in order to identify the most accurate system.

5.2 Datasets and Data Preprocessing

The two datasets adopted to validate the proposed systems are MovieLens-
1M6 and Yahoo! Webscope (R4)7. Here, we describe the details of the datasets
and the preprocessing performed on them.

5.2.1 MovieLens-1M

The first dataset used to perform the experiments, i.e., MovieLens-1M, is com-
posed of 1 million ratings, expressed by 6040 users for 3900 movies. The dataset
sparsity is 95.53%.

For this framework, only the file ratings.dat that contains the actual rat-
ings given by the users is considered. The file contains four features: UserID,
which contains the user IDs in a range between 1 and 6040, MovieID, which
contains the IDs of the movies in a range between 0 and 3952, Rating, which
contains values in a scale between 1 and 5, and Timestamp, which contains
a timestamp of the moment in which a user rated an item. The file was pre-
processed for the experimentation. Out of all the features, just the first three
were selected (i.e., UserID, MovieID, and Rating), since none of the presented
algorithms uses a timestamp.

5.2.2 Yahoo! Webscope (R4)

The second dataset adopted in our experiments, i.e.,Yahoo! Webscope (R4),
contains a large amount of data related to users preferences expressed by the
Yahoo! Movies community that are rated on the base of two different scales,
from 1 to 13 and from 1 to 5 (we use the latter). The dataset contains 211197
ratings, given by 7642 users to evaluate 11915 items. The dataset sparsity is
98.16%.

Given the high number of items involved in the dataset, which represent
the features in the clustering, and the high sparsity that characterizes the data,
a sample was extracted, by removing all the users who evaluated less that 17
items and all the items that have been evaluated by less than 13 users8. The
final sample consists of 5070 users, 1647 items, and 153461 ratings.

6 http://www.grouplens.org/
7 http://www.cs.umd.edu/˜mount/pubs.html
8 These values have been chosen in order to have a dataset in which useful information

about each user and each item was available to make the predictions.
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5.2.3 Partitioning into Training and Test Sets

The experiments were repeated five times with a 5-fold cross-validation, in
order to perform statistical tests to validate the results. Therefore, each dataset
was split in five subsets with a random sampling technique. To ensure that
every user had ratings both in the training and the test sets, every subset
contains a number of ratings for each user proportional to the number of
ratings she/he gave.

5.3 Metrics

The accuracy of the predicted ratings was measured through the Root Mean
Squared Error (RMSE). The metric compares the test set with the predicted
ratings, by comparing each rating rui, given by a user u for an item i, with
the rating pgi, predicted for the item i for the group g in which user u is. The
formula is shown below (n is the number of ratings available in the test set):

RMSE =

√∑n
i=0(rui − pgi)2

n

In order to compare if two RMSE values returned by two experiments are
significantly different, independent-samples two-tailed Student’s t-tests have
been performed. These tests allow us to reject the null hypothesis that two val-
ues are statistically the same and the difference in the values is due to chance.
So, a two-tailed test will evaluate if a RMSE value is significantly greater or
significantly smaller than another RMSE value. Since each experiment was
performed five times, the means Mi and Mj of the RMSE values obtained by
two algorithms i and j are used to compare them and calculate a value t:

t =
Mi −Mj

sMi−Mj

where

sMi−Mj
=

√
s21
n1

+
s22
n2

s2 is the variance of the two samples, n1 and n2 are the number of values used
to build M1 and M2 (in our case both are equal to 5, since the experiments
were repeated five times). In order to derive the t-value that indicates the
result of a test, the degrees of freedom for the test have to be determined:

d.f. =
(s21/n1 + s22/n2)2

(s21/n1)2/(n1 − 1) + (s22/n2)2/(n2 − 1)

Given t and d.f., the t-value (i.e., the result of the test), can be obtained
in a standard table of significance as

t(d.f.) = t-value
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The t-value allows us to derive the probability p that there is no difference
between the two means. In order to facilitate the reading of the paper, only the
result of each test is presented (i.e., the probability p of two accuracy values
to be different due to chance).

5.4 Experiments

The evaluation of each class of systems is now presented.

5.4.1 ModelBased - Selection of the Best System

In this experiment, the systems that use the different modeling strategies are
tested. If a strategy uses a threshold (i.e., Approval Voting and Average With-
out Misery), all the possible values are tested. The other parameters are set
with a fixed value, i.e., coratings is set to 10% and neighborsii is set to 10.

Fig. 1 and Fig. 2 show the RMSE values for each system that uses a differ-
ent modeling strategy and each clustering, respectively for the MovieLens-1M
and the Webscope (R4) datasets. Note that the results obtained for the Av-
erage Without Misery strategy with all the threshold values and the Approval
Voting strategy with threshold values 3 and 4 have been omitted, since a small
portion of the test set could be considered (less than 10%) and results were
not reliable9. The details of the experiments of the three most performing
strategies are zoomed in Fig. 3 and Fig. 4 to improve their analysis, since the
results are very close. As it can be noticed, Additive Utilitarian and Average
Without Misery trivially lead to the same accuracy, as removing the threshold
from the second strategy leads to a group model that averages the individual
ratings. Therefore, in the next experiments that employ a modeling strategy,
the results of Average Without Misery will be discarded. In every clustering,
Additive Utilitarian is the strategy that best models the groups. Since the
system deals with large groups, this is why an average, which is a single value
that is meant to typify a set of different values, is best way to combine the
ratings in this context. This result is also strengthened by the fact that Least
Misery (i.e., the strategy that assigns to the group the lowest value assigned
by a user) is the strategy that performs worst. In fact, a large group is mod-
eled just with low ratings, since the probability to have a user who did not
like an item is high. The models produced by Borda Count, which preserves
the ranking of the items but modifies their ratings, lead to a slightly lower
accuracy with respect to Additive Utilitarian.

9 This happens because Average Without Misery discards a group prediction if at least a
user has evaluated an item with a rating lower than the threshold. Therefore, even with a
small threshold, like 2, the vast majority of the items is not modeled by the strategy in a
context in which groups are large (the larger is the group, the higher is the number of times
an item is rated, and higher is the probability that at least one user did not like the item).
Strategy Approval Voting with threshold values 3 and 4 could not be evaluated, because
considering only items with a high rating (i.e., with a rating above 3), too many ratings are
discarded from the model, and a low percentage of comparisons with the test set was done.
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Fig. 1 RMSE values of ModelBased for
the different modeling strategies in the
MovieLens-1M dataset

Fig. 2 RMSE values of ModelBased for
the different modeling strategies in the
Webscope (R4) dataset

Fig. 3 Detail of the experiment to study
the modeling strategies in the MovieLens-
1M dataset

Fig. 4 Detail of the experiment to study
the modeling strategies in the Webscope
(R4) dataset

Regarding the difference between the results obtained by the two datasets,
we can notice that in the Webscope (R4) dataset, the Approval Voting and
Most Pleasure strategies have a lower gap with Additive Utilitarian, with re-
spect to the behavior in the MovieLens-1M dataset. Moreover, we can notice
that apparently in the Webscope (R4) dataset the results for 200 and 500
groups worsen. However, the results of independent samples Student’s t-tests
showed that the difference in the results is not significant (they have been
omitted to facilitate the reading of the paper). This apparent worsening is
the sign that a model-based group recommender system is not accurate for
small groups. More specifically, given a small amount of information about
the preferences for the items, a group model cannot be effectively employed
to generate group recommendations.

Independent-samples t-tests, which compared the results for each pair of
modeling strategies, returned that there is a significant difference in the values
obtained with each modeling strategy. For readability reasons, just the com-
parison between Additive Utilitarian (AU) and Borda Count (BC) is reported
in Table 9 and Table 10 (g is used to indicate the number of groups).
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MovieLens-1M RMSEAU vs. RMSEBC
g=1 p = 0.00

g=20 p = 0.00

g=50 p = 0.00

g=200 p = 0.00

g=500 p = 0.00

Table 9 Results of the the independent-
samples two-tailed Student’s t-tests that
compare the accuracy obtained by em-
ploying different group modeling strate-
gies.

Webscope (R4) RMSEAU vs. RMSEBC
g=1 p = 0.00

g=20 p = 0.00

g=50 p = 0.00

g=200 p = 0.00

g=500 p = 0.00

Table 10 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by employing different group
modeling strategies.

Fig. 5 RMSE values for the different val-
ues of the coratings parameter in the
MovieLens-1M dataset

Fig. 6 RMSE values for the different val-
ues of the coratings parameter in the
Webscope (R4) dataset

5.4.2 ModelBased - Setting of the Parameters

Here, a description of the experiments performed to set the two systems’ pa-
rameters (i.e., coratings and neighborsii) is presented.

coratings parameter setting. The values of the parameter, which allows a sys-
tem to consider in the model only the items rated by a certain part of the
group, will be tested in the system that builds the models with Additive Utili-
tarian; parameter neighborsii is set to 10. Fig. 5 and Fig. 6 clearly show that
the initial value of coratings, i.e., 10%, is the one that allows the system to
achieve the best results. This means that the higher is the value of coratings,
the more ratings are eliminated from the model and the harder it is for the
system to predict ratings for a group.

Independent-samples t-tests, performed to compare the results for different
values of coratings in each clustering, returned that there is a significant differ-
ence in the RMSE obtained with different values of coratings. The tests that
considered 10% and 15% of the group are reported in Table 11 and Table 12
(g is used to indicate the number of groups). The results suggest lowering the
coratings value improves the results.

Setting of the parameter neighborsii. Parameter neighborsii allows a system
to select the number of similar items to consider when building a group pre-
diction. The aspects previously tested are set as previously illustrated, i.e., the
modeling strategy is Additive Utilitarian and coratings = 10%.
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MovieLens-1M RMSE10% vs. RMSE15%
g=1 p = 0.00

g=20 p = 0.00

g=50 p = 0.00

g=200 p = 0.00

g=500 p = 0.00

Table 11 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by employing different values of
the coratings parameter.

Webscope (R4) RMSE10% vs. RMSE15%
g=1 p = 0.00

g=20 p = 0.00

g=50 p = 0.00

g=200 p = 0.00

g=500 p = 0.00

Table 12 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by employing different values of
the coratings parameter.

Fig. 7 RMSE values for the different val-
ues of the neighborsii parameter in the
MovieLens-1M dataset

Fig. 8 RMSE values for the different val-
ues of the neighborsii parameter in the
Webscope (R4) dataset

Fig. 9 Detail of the experiment to study
parameter neighborsii in the MovieLens-
1M dataset

Fig. 10 Detail of the experiment to
study parameter neighborsii in the Web-
scope (R4) dataset

Fig. 7 and Fig. 8 show the accuracy for different values of neighborsii. In
the figures it is impossible to see the one that allows a system to obtain the best
results, so both were zoomed to focus on the part between 20 and 500 groups
(Fig. 9 and Fig. 10). As Fig. 9 shows, in the MovieLens-1M dataset there is
an improvement up to neighborsii = 20, then results worsen again (results
are similar for neighborsii = 10 and neighborsii = 30). The RMSE values are
close, so we performed the t-tests to evaluate the difference between them. The
ones that compare 20 and 30 neighbors are presented in Table 13 (g is used
to indicate the number of groups). There is not enough confidence to reject
the null hypothesis that the results for neighborsii = 20 and neighborsii = 30
are the same. However, with neighborsii = 20 the probability that there is
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MovieLens-1M RMSE20 vs. RMSE30
g=1 p = 0.41

g=20 p = 0.70

g=50 p = 0.63

g=200 p = 0.48

g=500 p = 0.52

Table 13 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by employing different values of
the neighborsii parameter.

Webscope (R4) RMSE10 vs. RMSE20
g=1 p = 1.00

g=20 p = 1.00

g=50 p = 1.00

g=200 p = 1.00

g=500 p = 1.00

Table 14 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by employing different values of
the neighborsii parameter.

a difference is between 30% and 59%, so the value used to select the items
similar to the one considered is 20. Regarding the results of the Webscope (R4)
dataset in Fig. 10, the difference between the results cannot be perceived. This
is confirmed by the t-tests presented in Table 14, which show that there is no
confidence to reject the null hypothesis that the results for neighborsii = 10
and neighborsii = 20 are the same. In order to speed up the computation of
the algorithm, the value chosen for neighborsii in the Webscope (R4) dataset
is 10 (i.e., it is faster to predict a rating by considering less items).

5.4.3 Conclusions about the experiments on ModelBased

All the parameters used by ModelBased have been tested and the class will be
next compared with the other classes with the following configurations:

– Additive Utilitarian is the strategy selected to model a group’s preferences
in both datasets;

– parameter coratings is set to 10% in both datasets;
– parameter neighborsii is set to 20 in the MovieLens-1M dataset, and it is

set to 10 in the Webscope (R4) dataset.

5.4.4 MergeRecommendations - Setting of the Parameters

The experiments to set neighborsuu and top-n are now presented.

Selection of the number of neighborsuu. In order to predict a rating for a user,
the set of users most similar to the one currently considered have to be chosen,
by setting the neighborsuu parameter. Since the algorithm predicts ratings for
individuals, this evaluation is done out of the group recommendation context.

Fig. 11 and Fig. 12 show the RMSE of the prediction algorithm for increas-
ing values of neighborsuu; this is the common way to choose the value [16].
Our results reflect the trend described by the authors, i.e., for low values of
the parameter, great improvements can be noticed. As expected, RMSE takes
the form of a convex function (Fig. 13 shows a detail of Fig. 11, and Fig. 14
a detail of Fig. 12), which indicates that after a certain value improvement
stops. In the experiments in both datasets, that value is 100.

Independent-samples t-tests to evaluate the difference between the results
obtained between 100 and the other numbers of neighbors, are presented in
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Fig. 11 RMSE values for increasing
number of neighborsuu in the MovieLens-
1M dataset

Fig. 12 RMSE values for increasing
number of neighborsuu in the Webscope
(R4) dataset

Fig. 13 RMSE takes the form of a
convex function in the MovieLens-1M
dataset

Fig. 14 RMSE takes the form of a
convex function in the Webscope (R4)
dataset

MovieLens-1M p

RMSE1 vs. RMSE100 0.00

RMSE10 vs. RMSE100 0.00

RMSE50 vs. RMSE100 0.00

RMSE100 vs. RMSE200 0.82

RMSE100 vs. RMSE300 0.33

RMSE100 vs. RMSE6040 0.24

Table 15 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by employing different values of
the neighborsuu parameter.

Webscope (R4) p

RMSE1 vs. RMSE100 0.00

RMSE10 vs. RMSE100 0.00

RMSE50 vs. RMSE100 0.00

RMSE100 vs. RMSE200 0.96

RMSE100 vs. RMSE300 0.83

RMSE100 vs. RMSE5070 0.79

Table 16 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by employing different values of
the neighborsuu parameter.

Table 15 and Table 16. Results show that in both datasets there is no differ-
ence between choosing 100 and 200 neighbors. Since it is faster to compute
predictions considering 100 neighbors instead of 200, neighborsuu = 100 is the
value chosen for the algorithm.

Choice of the top-n items. MergeRecommendations combines the recommen-
dations made for each user (top-n items). This experiment studies how big
top-n should be, i.e., how many items to select from the predictions of a user.

Fig. 15 and Fig. 16 show that in both datasets the selection of the top-
5 items leads to the best results. Independent-samples t-tests, performed to
evaluate if there is a significant difference between the values obtained for the
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Fig. 15 RMSE values for increasing
number of neighborsuu

Fig. 16 RMSE takes the form of a con-
vex function.

MovieLens-1M top-n = 5 vs. top-n = 10

g=1 p = 0.01

g=20 p = 0.18

g=50 p = 0.53

g=200 p = 0.60

g=500 p = 0.54

Table 17 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by employing different values of
top-n parameter.

Webscope (R4) top-n = 5 vs. top-n = 10

g=1 p = 0.00

g=20 p = 0.00

g=50 p = 0.00

g=200 p = 0.00

g=500 p = 0.00

Table 18 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by employing different values of
top-n parameter.

different values of top-n, reported that a difference exists and the tests that
compare top-n = 5 and top-n = 10 (i.e., the ones that led the most similar
results) are reported in Table 17 and Table 18.

Results show that when top-n increases, the significance of the difference
between the values in the MovieLens-1M decreases. However, for top-n = 5
the highest probability that the values are not different is 40%, so the value
was chosen for the system. In the Webscope (R4) we can set top-n = 5 with
the confidence that the difference of the accuracy of the system with this value
is significant.

5.4.5 Conclusions about the experiments on MergeRecommendation

All the MergeRecommendations parameters have been tested and the class will
be next compared with the other classes, with the following configuration for
both datasets:

– parameter neighborsuu is set to 100;
– parameter top-n is set to 5.

5.4.6 PredictionsAggregation:Cluster&Predict - Selection of the Best System

This class of systems automatically detects groups according to the constrains
imposed by the system, predicts individual ratings, and models the groups.

Since the algorithm that predicts individual ratings is the same used by
MergeRecommendations, the only remaining set of experiments is the one that
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Fig. 17 RMSE values for different group
modeling strategies of the Prediction-
sAggregation:Cluster&Predict class in the
MovieLens-1M dataset

Fig. 18 RMSE values for different group
modeling strategies of the Prediction-
sAggregation:Cluster&Predict class in the
Webscope (R4) dataset

MovieLens-1M RMSEAU vs. RMSEBC
g=1 p = 0.00

g=20 p = 0.00

g=50 p = 0.00

g=200 p = 0.00

g=500 p = 0.00

Table 19 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by employing different group
modeling strategies.

Webscope (R4) RMSEAU vs. RMSEBC
g=1 p = 0.00

g=20 p = 0.00

g=50 p = 0.00

g=200 p = 0.00

g=500 p = 0.00

Table 20 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by employing different group
modeling strategies.

allows us to decide with which algorithm the groups should be modeled. Each
system was run with the previously tested value of neighborsuu, i.e., 100.

Fig. 17 and Fig. 18 show the obtained results with each system that uses
a different modeling strategy. The same modeling strategies that could not be
previously evaluated, could not be tested in this class too. Even for this class
of systems, Additive Utilitarian is the strategy that best models the groups.

Independent-samples t-test have been performed to compare the results of
each couple of strategies. For readability reasons, just the tests that involve
the strategy closer to Additive Utilitarian, i.e., Borda Count, are presented in
Table 19 and Table 20. Results clearly suggest that in both datasets Additive
Utilitarian is the best strategy to model the groups, i.e., averaging individual
ratings leads to create better models and improve the group predictions created
by the system.

5.4.7 PredictionsAggregation:Predict&Cluster - Selection of the Best System

This class clusters the users by using the predictions along with the explic-
itly expressed ratings. So the clustering was repeated, considering also the
predictions built with neighborsuu = 100, and the modeling strategies were
tested.

Fig. 19 and Fig. 20 show the RMSE values obtained by each system that
uses a modeling strategy. The same modeling strategies that could not be
previously evaluated, could not be tested in this class too. Results show that
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Fig. 19 RMSE values for different group
modeling strategies of the Prediction-
sAggregation:Predict&Cluster class in the
MovieLens-1M dataset

Fig. 20 RMSE values for different group
modeling strategies of the Prediction-
sAggregation:Predict&Cluster class in the
Webscope (R4) dataset

MovieLens-1M RMSEAU vs. RMSEBC
g=1 p = 0.00

g=20 p = 0.00

g=50 p = 0.00

g=200 p = 0.00

g=500 p = 0.00

Table 21 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by different group modeling
strategies.

MovieLens-1M RMSEAU vs. RMSEBC
g=1 p = 0.00

g=20 p = 0.00

g=50 p = 0.00

g=200 p = 0.00

g=500 p = 0.00

Table 22 Results of the the
independent-samples two-tailed Stu-
dent’s t-tests that compare the accuracy
obtained by different group modeling
strategies.

Additive Utilitarian is the strategy that allows to achieve the best results in
both datasets.

Independent-samples t-test compared the results obtained by each couple
of modeling strategies. The tests that involve the strategy with the accu-
racy closer to Additive Utilitarian, i.e., Borda Count, are presented in Ta-
ble 21 and Table 22. Results clearly suggest that even for PredictionsAggrega-
tion:Predict&Cluster, in both datasets Additive Utilitarian is the best strategy
to model groups, i.e., averaging individual ratings leads to produce the best
group predictions with the algorithm.

5.4.8 Selection of the Best Class

Once the most performing system of each class has been chosen and parameters
have been set, the accuracy values of each class can be compared.

Fig. 21 and Fig. 22 report the results of each class of systems with its
best configuration. It can be observed that, for all the classes, as the number
of groups grows the accuracy improves (i.e., the RMSE values get lower). As
previously said, this is not true in the ModelBased class and the Webscope
(R4) dataset (which is the smaller and sparser one), which cannot accurately
predict for small groups (the 200 and 500 groups settings). In the rest of the
cases, as expected, a system has a higher accuracy when more recommen-
dation lists can be built. The three families of approaches to produce group
recommendations are clearly separated in the MovieLens-1M results. Web-
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Fig. 21 RMSE values obtained by
the best system of each class in
the MovieLens-1M dataset. For all the
classes, the best system is the one that
uses the Additive Utilitarian strategy

Fig. 22 RMSE values obtained by the
best system of each class in the Webscope
(R4) dataset. For all the classes, the best
system is the one that uses the Additive
Utilitarian strategy

scope (R4) shows a different behavior for the ModelBased class of systems
for the reasons previously mentioned, while for the other three classes the
behavior is the same of the MovieLens-1M dataset. In both cases, however
the approaches that merge individual recommendations (MergeRecommenda-
tions) and the one based on a group model (i.e., ModelBased) achieve the
worst results. This means that with large and automatically detected groups,
if user preferences are expressed just with a small subset of items by employ-
ing an approach that merges individual recommendations (in this case five), a
group recommender system is not able to properly satisfy the users. Regard-
ing the model-based approach, these results confirm that the use of all the
preferences expressed by a user are needed, in order to build accurate group
recommendations. At the bottom of the figures, achieving the best results,
are the classes that merge individual preferences (i.e., PredictionsAggrega-
tion:Cluster&Predict and PredictionsAggregation:Predict&Cluster). Moreover,
the accuracy of PredictionsAggregation:Predict&Cluster is much higher than
the one of PredictionsAggregation:Cluster&Predict, and this proves that en-
hancing the clustering with individual predictions leads to improvements in
the predicted results’ accuracy.

Independent-samples t-tests, performed to compare the results, confirm
that there is a significant difference between the RMSE values obtained by
PredictionsAggregation:Predict&Cluster and the ones obtained with the other
systems. These results are not presented to facilitate the reading of the paper.

5.5 Discussion

In this section, a summary of the results of our experiments is given, in the form
of a set of best practices aimed at a researcher or a software designer involved
in real world scenarios where the number of recommendation lists that can be
produced is limited. More precisely, the scenario is supposed to have a large
number of users and a small number of recommendation lists with respect
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to the number of users. An example could be the fliers application scenario
presented in the Introduction.

The main questions that arise when designing a system are the following:

– how should the preferences for the items not rated be predicted?
– how should the users be grouped, in order to obtain groups of users with

similar preferences?
– how should the preferences of a group be modeled, in order to derive a

rating for each item for the group?

Some answers coming from the results of our experiments are the following:

– When groups are automatically detected, it is better to predict the prefer-
ences for the missing items for each user. Allowing the system to aggregate
a preference for each user and each item improves the accuracy of a group
recommender system, with respect to other approaches that consider only
the preferences expressed by the users. In order to have accurate predictions
for each user, we found that a User-Based Collaborative Filtering approach
(presented in 4.2) is the best option. A good sizing of the neighbors consid-
ered by the algorithm is 100. In fact, as the experiments performed on the
algorithm show (see 5.4.4), results take the form of a convex function. The
accuracy improves when the number of neighbors increases up to about
100. With higher numbers of neighbors, the accuracy worsens.

– Since in an application scenario like the one considered in this paper groups
do not exist, in order to find them a form of unsupervised classification
(clustering) is necessary. We found that it is best to cluster the users based
on the preferences for the items (see 5.4.8). In order to produce groups that
actually have homogeneous preferences, as much information as possible
should be given to the clustering algorithm, so the predictions are added
to the input of the algorithm. The results presented in 5.4.8 show that
adding individual predictions to the clustering algorithm input leads to
great improvements in the performance of a group recommender system.

– A group model created by calculating an average of the individual pref-
erences (i.e., by using the Additive Utilitarian modeling strategy) has to
be preferred with respect to the other strategies (see 5.4.1, 5.4.6, 5.4.7).
Since the system deals with a limited number of recommendation lists,
groups tend to be large and an average is a value that can be considered
representative of the whole group. Moreover, for groups created with the
k-means clustering algorithm, creating a group model with an average of
the individual values for each item is like re-creating the centroid of the
cluster, i.e., a super-user that connects every user of the group (in fact the
k-means clustering algorithm minimizes the average distortion, i.e., the
mean squared distance from each data point to its nearest center).

More considerations can be done when particular conditions are present:

– If groups are not homogeneous in terms of size, different strategies could be
used to model each group. For example, if a group is very small, a strategy
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like Least Misery (usually adopted by group recommendation approaches
that work with small groups) could be tested in this scenario.

– If there is a user that can be considered as a “centroid” for the group (i.e.,
her/his distance to the centroid of the cluster is very small), there is no
need to model the group calculating an average of the individual ratings
(Additive Utilitarian strategy), since her/his ratings can be considered as
representative of the group. So, a strategy like Most Respected Person,
which considers the ratings of a person that leads the group, could be used
in order to reduce the computational time of the modeling step.

– If additional information about the users is available and that information
is related to the application scenario in which the system operates, that
information could be used to form the groups (for example, a notion of
friendship could be exploited by a system that recommends travels).

A few more considerations can be done on what should be avoided:

– Group recommendations should not be produced by merging individual
recommendations (see 5.4.8). In fact, each user would be represented by a
limited amount of preferences (the results in 5.4.4 illustrated that the top-
5 predicted items should be recommended to the group). Moreover, only
high ratings would contribute to the group model, so a group recommender
system would not have any information about what each user does not like.

– In a context in which groups are automatically detected, predictions for
the items not rated should not be built for groups (see 5.4.8). In fact,
group predictions are built by using a model that aggregates the individual
preferences. If groups are large, the aggregate ratings are not representative
of the users in the group and the accuracy of the system is affected.

– When modeling a large and automatically detected group, strategies that
advantage a small part of the group to model the group preferences should
be avoided (see 5.4.1, 5.4.6, 5.4.7). This is also true for strategies that use a
threshold value (i.e., strategies that do not consider the ratings under/above
a certain value). In fact, using these strategies, a user is not considered
or a part of her/his preferences is not included in the model, and the
effectiveness of the group recommendation for the users is affected.

6 Conclusions and Future Work

This paper presented ART (Automatic Recommendation Technologies), a set
of group recommender systems that automatically detect groups of users with
similar preferences, in order to respect the constraints imposed by the system
on the number of recommendation lists that can be produced.

The extensive analysis performed on the proposed systems allowed us to
achieve four strong scientific contributions, now recapped.

– When recommendations have to be produced for groups that are automat-
ically detected, group preferences for an item should be modeled with an
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average of the individual values (Additive Utilitarian strategy). In fact,
when the number of recommendation lists that can be produced is limited,
groups tend to be large and a strategy that advantages a small portion of
the group or a user tend to worsen the performance of an algorithm.

– The approaches that use all the predictions built for the individual users
are more accurate, with respect to the ones that build specific predictions
for a group or use only the items with the highest predicted rating, which
are not properly able to model the preferences of each user in a group.

– The use of individual predictions as input for the clustering algorithm
allows a system to achieve better results with respect to the approach that
clusters users using only the explicitly expressed preferences. This means
that the additional information provided to the clustering algorithm is
useful in order to produce better group recommendations, since the matrix
is not sparse and the additional data given to the clustering algorithm is
produced by an algorithm that has been largely evaluated and is able to
produce predictions that closely reflect the preferences of a user.

– A set of best practices aimed at helping in the development of a real world
group recommender system that automatically detects groups was given.

Recent studies [26–28] showed that behavioral data mining is an effective
tool to connect the users of a social network. Future work will study our group
recommendation approach in contexts in which the social behavior of the users
can be exploited, in order to cluster the users based on the behavioral features.
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