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Abstract Blogs are a popular way to share personal journals, discatiers of pub-
lic opinion, pursue collaborative conversations, and egate content on similar top-
ics. Blogs can be also used to disseminate new content ared id@as to commu-
nities of interest. In this paper, we present an analysiheftopological structure
and the patterns of popular media content that is sharedysbBy analyzing 8.7
million posts of 1.1 million blogs across 15 major blog hogtsites, we find that the
network structure of blogs is “less social” compared to ptirdine social networks:
most links are unidirectional and the network is sparsetyhezted. The type of con-
tent that was popularly shared on blogs was surprisingfedint from that from the
mainstream media: user generated content, often in thedbwideos or photos, was
the most common type of content disseminated in blogs. Thegenerated con-
tent showed interesting viral spreading patterns withagbl Topical content such as
news and political commentary spreads quickly by the hodrthan quickly disap-
pears, while non-topical content such as music and ententit propagates slowly
over a much long period of time.

1 Introduction
Online social media like MySpace, Twitter and Facebook rewerged as a pow-

erful communication tool for people to share and exchanf@nmation, ideas and
thoughts on a wide variety of topics [31]. Information aboedl-world events are
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shared in the form of text, hyperlinks, images, audio files] ather objects. Re-
searchers have identified this active information sharindnbernet users as a new
generation of journalistic conventions [28]. There is gredue for mining this type
of information for economical incentives and for undersiiag the psychological
and social behavior of individuals on a large scale.

Several recent work has devoted to the problem of captuniagrénd in adoption
of social media. For instance, recent works using short agesson Twitter website
use this data as a stream and produce events of a particpgastich as news [33],
media updates [35], local events [42], and earthquake al§B@]. Sentiments em-
bedded in short text updates in social media have been stweffectively predict
and even precede the daily stock price variation [7]. Lilsayithe blogosphere has
been shown effective in capturing up-to-date news [25]ati,fa non-negligible frac-
tion of news items shared in these social media are knowerftsn the traditional,
authoritative news sources [38].

Weblogs, or blogs as they are referred to, have the longstirfiamong the
popular social media. Initially, a small number of bloggtstd out as an online diary
and they rapidly became more prominent on the World Wide Vel year 2000 [6].
Blogs are often rich in hypertext links to other sites, whieftect a record of a user’s
latest browsing that is made available for others’ interééth the popular use of
hyperlinks, blogs soon became an important social medtéopta, where ‘bloggers’
connect to each other to share and disseminate ideas, nramchspntent. By 2003,
more than two million weblogs cited other websites and eggengly a large fraction
of them were known to focus on public affairs [5]. The praeti€ information sharing
and the new journalism conventions have now spread to otiwslanedia such as
Twitter and Facebook, and such a culture has become a santifi@art of today’s
Internet!

In this paper, we study the trends in the use of blogs as sowdlia to share
and exchange information. We seek to contribute to the wtaleding of the ‘new
generation of journalistic conventions’ as seen in blogerdprecisely, we are in-
terested in knowing how blog users are connected to each atttewhat kinds of
content are shared in the network of blogs over what timees¢#ding the HTML
links embedded in blog posts from a large data set of blogsfege extract the social
relationships between blogs and construct the blog gragpiigmsed by Kumar et
al. [21]. This allows us to examine the dynamic interactibetveen bloggers. We
then study the types and the topics of content that is sharedgh such interactions.
Our goal is to understand how a specific content (e.g., Yoe'Midleo) propagates
in the blog graph and how do the spreading characteristifes dthen comparing a
video of a recent political event, against a music video.

This paper is based on the Spinn3r data set that was pubiistg€]. The data
consists of web feeds collected during a two month periodid82 The data set in-
cludes posts from blogs as well as other data sources like fe=gs. We discuss our
methodology for cleaning up the data and extracting pospoptilar blog domains

1 While over the recent years microblogging services liketlBrihas become extremely popular, the
traditional form of blogs still has a much larger number oénss Hence, we mention that it is equally
important to study the blogging conventions as well as tliwgee newer microblogs. See our discussion
in Related Work.
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for the study. For the wider community use, we share the datsep for this work
athttp:// navarroj.com research/t ool s/.Because the Spinn3r data set
spans multiple blog domains and language groups, this gy@sunique opportunity
to study the link structure and the content sharing pattacngss multiple blog do-
mains. For a representative type of content that is shargéiblogosphere, we focus
on videos of the popular web-based broadcast media sit&,ulm

Our analysis, based on 8.7 million blog posts by 1.1 millitogls across 15 ma-
jor blog hosting sites, reveals a number of interesting figdi First, the network
structure of blogs shows a heavy-tailed degree distributaw reciprocity, and low
density. Although the majority of the blogs connect only few others, certain blogs
connect to thousands of other blogs. These high-degres hlegoften content ag-
gregators, recommenders, and reputed content producarsntrast to other online
social networks, most links are unidirectional and the ekvis sparse in the blogo-
sphere. This is because links in social networks representiship where reciprocity
and mutual friends are expected, while blog links are usedference information
from other data sources.

Second, concerning the interaction between different Bmgains and language
groups, we find that a significant portion of links span déferblog domains. (Our
notion of a language group is identified for each blog, rathan for each blog do-
main.) This result shows that blog interactions are nottéohby the domain of the
blog hosting sites. However, when it comes to language growp see few links
between blogs of different languages. When they do ocawks Ibetween different
languages tend to be unidirectional: the most common forennien-English blog
pointing to an English-written blog.

Third, media content spreads according to two broad pattdéiash floods and
ripples. The first group includes topical content such asspewlitical commentary,
and opinion. Like flash floods, these types of content spre@kly by the hour and
then quickly disappear. This demonstrates the role of bésgs social medium that
helps and influences how opinions form and spread on curssne$. The second
group includes non-topical content such as music and eirterent. Like ripples,
old content (produced more than a year ago) can get rediszaand again start
gaining the attention of bloggers, albeit at a slow rate.

Fourth, we study the content spreading pattern and congpatih conjunction
with the blog graph. Unlike our initial expectation, the &@f content that were talked
about popularly in blogs was surprisingly different fronatlirom the mainstream
media: content in Web 2.0 sites such as YouTube and Flickrtisasost common
type of content disseminated in blogs. We identified the @000 YouTube videos
that were linked by blogs in the blog graph. As a case studyde@geribe how one
popular political video spread across the blogosphere ambdstrate a rapid, large-
scale diffusion of media content along the blog graph.

Finally, we confirm the characteristic of a fast diffusiomgess in sharing news
content among bloggers by focusing on 9 popular events thppdned in 2008.
These popular events include celebrity death news, soeietyts, as well as the U.S.
presidential election. We find that breaking news spark &rédpe on the number
of blog posts mentioning the topic, while the interest akgpidly dies out. For pop-
ular societal and political topics, we examined continugdriests among bloggers
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in debating about them. This result demonstrates the aatieeof blogs as a so-
cial medium, where people identify, discuss, filter, andelisinate interesting media
content.

The rest of the paper is organized as follows. We first revielated work. We
then define terminology used in this paper, introduce tha dat, and describe our
methodology for parsing the data. Next we present two setmafyses. The first
analysis is about the structure of the blogosphere and ttendeanalysis is about
the patterns of content sharing and content diffusion onbtbgosphere. We also
examine the times it take for popular topics to spread in ddphere. Finally, we
summarize the results and conclude.

2 Related Work

A number of previous studies on blogs have looked into thectire defined by both
explicit and implicit interactions between bloggers. Kumaa al., for example, fo-
cused on the evolution of the link structure in blogs oveesalyears and proposed
tools and models to study the communities formed by blogsZ2]L They called
the graph defined by links between blogs Bieg graph Using the concept of the
blog graph, their goal was to study the evolution of conretctmponent structure
and microscopic community structure. Shi et al. similardcked the structure of the
blog graph using multiple snapshots in time, and examineddpological charac-
teristics such as the degree distributions and clusteegficients [36]. Lento et al.
investigated a person’s tendency to keep blogging and ¢énelredding in the online
social network [24].

Building upon these studies, our study on the blog link stmecexpands our un-
derstanding about the topological characteristics aaragtiple blog domains (un-
like within a single blog domain, which other work focused.ofurthermore, our
main emphasis is on the interplay between the connectiontate of blogs and its
impact on content spreading, which the above studies didaratider.

Several studies focused on the interplay between the hbbgos structure and
information dissemination, which is the topic that is mdosely related to this paper.
Gruhl et al. studied the diffusion of information in the bieggphere based on the use
of keywords in blog posts [18]. Adar and Adamic used the explise of HTML links
between blogs to track the flow of information [2]. We use tams methodology of
examining HTML links in this work. Leskovec et al. develogdorithms to identify
blogs which give the most up to date information on storieg firopagate in the
blogosphere [26]. They used the quotation marks and comesldguoted text as a
clean piece of information that spread in the network.

Compared to the work above, this paper focuses on two urstuabpects in
the blogosphere. First, we study what kinds of content (enginstream news, user
generated videos or photos) are shared popularly in blogsinwéstigate this by
examining the URL domains of the content shared in blogsos#cwe examine
how the topic (e.g., sports, music, news) of the contenttdfit,s spreading pattern
within the blog network. We mention that all the above work&is on a single kind
of content topic.
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Other studies focused on the use of blogs and micro-blogssasial medium.
Bhagat et al. studied the demographics of multiple blog dosiand characterized
the interaction between blogs and the web [4]. Adamic andh€daneasured the
interplay between the liberal and conservative politidalgs during the 2004 US
election [1]. They found that liberal and conservative islogrely link to each other.
Zhou investigated the communicative processes of pdlitilcays and their implica-
tions in a specific region, China [44]. He found that the usblo§is gave quick re-
sponses to political events, by encouraging discussiopslitically sensitive topics.
Etling et al. conducted the link analysis on the Arabic blggtere, based on 35,000
Arabic-language blogs, and studied how online practicessarbedded in local po-
litical contexts [14]. They found that most blogs are focuse domestic political
issues, while concern for Palestine was the one issue tlitatthe entire network.
The differences between topic-specific blogs and genevgkbhere also highlighted
by Macskassy in [27].

More recently, a number of studies focused on the popularaibiogging ser-
vice, Twitter. Shamma et al. [35] demonstrated that Twittem be used to track the
popularity of planned political events such as the predideimauguration speech.
Sankaranarayanan et al. [33] demonstrated an excitingcagiph of Twitter in iden-
tifying late breaking news. Yardi and boyd examined twedisua two geographi-
cally local events and checked whether geographic proyiogih provide real-time
information and eyewitness updates about the event [42]g&uwp also looked into
Twitter to investigate the social communication patterhasers and explore repre-
sentative measures of user influence [11]. We found thatidgpmal characteristics
such as indegree of a user alone does not capture other rgadmieasures of influ-
ence, such as one’s ability to spawn many retweets or mention

These studies emphasize the increasing role of onlinelsutaorks like blogs
as a social communication platform. With the widespreadafsthe Internet, the
active use of social media will likely be a continued trendcBntly, microblogging
services like Twitter has become extremely popular, bexafists easy usage and
accessibility in small mobile devices. Likewise, a greatier of research is being
conducted on this particular medium. Nonetheless, condgaréwitter's 100 million
users (as of early 2011), blogs still remain as a much morelpogocial medium
(already 130 million users owned blogs in 2002 and 350 mmilliwternet users were
reading blogs in 2008) [40]. Furthermore, because blog sssablished platform, it
had enough time to evolve and consolidate, involving leseais with demographic
bias than other young platform like Twitter (founded in 2DP[B®]. Hence, we believe
that understanding the types of popular content in blogstlaeid spreading pattern
is of interest to the service providers, advertisers inaaniedia, as well as to the
research community.

3 Methodology

This section describes the data set and our methodologyganiog up and extract-
ing relevant blog feeds. This section also presents the-leigt characteristics of
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the data set. For the wider community use, we share the dedacpor this work at
http://navarroj.confresearch/tool s/.

We first define the terminology. There are a numbeblofy hosting sitesvhich
allow an individual or a group of users to creatblag. These hosting sites provide,
for each blog, aveb feedwvhich contains the latest entries (oostg that have been
published in the blog. Web feeds are also referred to as ti& d®Buments. Inter-
net users can subscribe to web feeds of their favorite blogsder to get updates
whenever new content is published. However, not all webdeeidinate from blogs.
Various other content producers and aggregators, like weinfs and online news-
papers, also make their content available through web feeds

3.1 Spinn3r data set

The data set, provided by the Spinn3r web service compangists of 44 million
web feeds crawled during a two month period between Augusirig October 1st,
2008. Because the data set includes all the posts avaitatiie corresponding feeds
at the time of the crawl, data for blogs with infrequent pogtinay include posts that
were published long before the time of the crawl. Spinn3iugmoindividual feeds
into ‘tier groups’ based on the influence rank (computed Ieyrtimternal algorithm).
Due to the massive scale of the data, in this study, we excduagieveb feed of tier
group “none” and focus on all web feeds that were assignegigpraumbered tiers.

We parsed the XML documents describing each post to extmémtation such
as the site URL, the post URL, language (identified by Spipre8rd the time posted
(or the time crawled if the former is not available). We se@phe content of all
posts in order to search for links to web documents and endukdantent such as
images or videos. We discarded non-HTTP URLs and links tithihat have a valid
URL format. Since some blogs publish only summaries on tlesids, but not the
full content that appears on the blog, we missed some of HRETP links. This is a
limitation of our study, imposed by the data set availableso

In total, we identified 9,691,253 blog posts that were pliglisin 1,225,720 feeds
in 21,419 different web domains. The most active feeds thelweb domains such
as craigslist.org, a popular website for classified adsemients, yahoo.com, which
provides feeds for various news topics, and mckinseygdwaem, an online journal
of business and management related articles.

3.1.1 Extracting the top 15 blog domains

Because our focus is on blogs, we need to identify blogs fimenntixture of blog
and news sources in the data set. In order to ensure thatdh@bsts we analyze are
from individual blog users and not by popular media sounsessorted the names of
the web domains by the number of feeds they publish, andedisite domains with
the most feeds to manually identify if they are blog hostirgndins. In this way,
we identified the top 15 blog domains, which we use in the regtepaper. These
15 blog domains contained 90.7% of the entire Spinn3r data.h®uristic is based
on the assumption that popular blog domains likely publigmynmore web feeds,
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Table 1 Summary of data set from 15 blog domains

Blog domains Number of | Number of Posts per blog Dominant
considered blogs posts average median| language
myspace. com 390,812 1,217,757 3.1 1 English
live.com 321,730 1,161,103 3.6 2 CJK
wor dpr ess. com 254,225 1,666,165 6.6 3 English
exbl og.jp 72,376 1,127,383 15.6 13 Japanese
I'ivejournal .com 66,598 2,120,474 31.8 28 English
bl ogspot . com 31,412 863,950 275 13 English
VOX.com 22,572 234,794 10.4 6 English
ycul bl og. com 10,684 84,433 7.9 6 CJK
bl ogf a. com 8,386 64,377 7.7 9 Farsi
typepad. com 8,054 159,056 19.8 11 English
bl 0og. com 3,915 4,021 1.0 1 English
over - bl og. com 3,366 31,227 9.3 5 French
cocol og-nifty.com 804 17,899 22.3 13 Japanese
bl ogs. com 675 24,916 36.9 16 English
canal bl og. com 803 17,428 21.7 14 French
Total 1,196,412 | 8,794,983 7.4 2 English

each one of them originating from an individual blog, congubtio news sites where
each feed might represent one of a predefined set of topibsr @nking algorithms
are discussed in [9]. However in this paper we focus on theéetds of the blogs as
opposed to differences in the ranking methodology.

Many blogs have their own web domains, but use standard iggites to host
their posts. In order not to miss such blogs, we extractedddmain information
from the post URL, rather than from the site or the feed URLolder to clean up
the data set, we further removed feeds originating from FAQsms, automated tag
aggregations, and news sites (e.g., news.wordpress.admc); are clearly not rep-
resentative of a typical blog. We identify each of the rermgjrieeds as an individual
blog of the corresponding domain.

Table 1 displays the list of the selected 15 blog domains hail statistics. In
total, we identified 1,196,412 blogs and 8,794,983 postpeetively. The ranking of
blog domains in the Spinn3r data set differs from other hetestatistics. According
to alexa.com, blog.com is ranked much higher and exbloggip/ax.com are ranked
much lower. Figure 1 displays the Complimentary Cumuldiistribution Functions
(CCDF) of the number of blog posts compared to all the postdifterent publishers
in the dataset. We observe that the figure has a power-lawenfituall the feeds,
however there is a sharp fall at the tail. The distributiontfee blog posts displays a
decay for the blogs with high posts and the steep rise in this fresent. This shows
that bloggers do not maintain a high level of activity as ttdimary publishers when
it comes to mass publishing, a characteristic that is likelgeep a blog informative
and useful and different in nature form content aggregatiebsites.
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all feed publishers
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Fig. 1 Posting rate of feed publishers and blog users.

3.2 High-level characteristics

Here, we present the high-level characteristics of the fdegls based on the lan-
guage and the posting rate. In terms of languages, most btegaritten in English.
However, the data set also included blogs written in Fargin€h, Spanish, and CJK
(Chinese, Japanese, or Korean). Table 1 displays the dattémgyuage for each blog
domain.

In terms of the posting rate, we saw low content productiendr(Figure 2). The
average number of postings during a two-month period is @dithe median is 2,
indicating that most bloggers post only once or a few timesatm The content pro-
duction rate varied largely across the blog domains. Blogalos livejournal.com,
blogspot.com, and blogs.com showed the highest averagiegoate. Myspace.com
and live.com, which had the most blogs, showed low postitey ra

100

80\ ..... T .. == == = blog feeds

\ : : — all feeds

Fraction of aggregate posts

Normalized feed ranks

Fig. 2 Testing Pareto principle in blog post behavior
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Furthermore, individual blogs varied widely in the humbérmosts they pro-
duced. To examine the variation, we plotted the number afsfos ther-th least ac-
tive blogs in Figure 1. The horizontal axis represents tlogbkorted from the most
active to the least active (from left to right), with blog k@annormalized between 0
and 100. The figure represents a cumulative plot on the hudraxis, i.e., a value of
50 represents the total blog post counts generated fronedisealctive half of all the
blogs. We see that 20% of the most active blogs account for G084 posts, while
the remaining 80% of blogs account for only 30% of posts. Tk&wved contribution
of individual feed sources shows that the Pareto principfdias to the posting be-
havior. The Pareto principle (or the 80-20 rule) is widelgdiso describe the degree
of skew in a distribution. The posting behavior of all webdsgalso shown in the
graph, shows a similar skewed distribution.

We have manually visited the top 50 active blogs to undedstanich blogs are
active in their posting behavior. We found that the activagltend to fall into one of
the following three categories) content aggregators or recommenders, that recom-
mend other blogs or re-post content from other feedsulti-owner blogs, where a
group of people of a special interest produced content;iéngdgam blogs or splogs.
We find the usage and postings trends of active blogs is situlghose found in
micro-blogging websites such as Twitter, where posts griedyly brief text updates
and are spread to a large number of individuals [11].

The remainder of this paper focuses on the structure ancbtiternt sharing pat-
terns for the blogs listed in Table 1.

4 Linkage Structure of the Blogosphere

Blog posts often include HTML links to web pages such as sde®ws articles,
and posts from other blogs. The goal of this paper is to sthdge links in order to
understand how blogs are dynamically connected and whatdf/pontent is shared
among them. As a first step to answering these questionsisisdistion, we focus
on the structural properties of the blog graph. We consthecblog graph following
the methodology in [21]. Blog graphs serve as a fabric fopiimfation diffusion and
spreading in blogs. Here we analyze the properties of thgpdniaph from two angles.
First, what are the graph properties of the blog graph? Skdww are users across
multiple blog domains and language groups connected inltiegraph?

4.1 Constructing the blog graph

We construct the blog graph as follows. There is a directgg ém noded to node
B if any post in blogA links to a post in blogB. Even when blogd has explicitly
cited blog B, we do not assume that bldg necessarily knows about blog. We
discard any HTML link to a blog that is not in the Spinn3r datg gven if the blog
belongs to one of our 15 blog domains. Thus, we focus on tratidraof the blog
graph for which we have full visibility, both for incoming droutgoing links. Our
data set generated a network of 85,013 nodes with 129,07%seddnich accounts
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for 7.1% of the blogs in Table 1. The remaining blogs are sitayls and are not
connected to any other nodes.

While blogs can be connected explicitly through ‘blograf the list of other
blogs that a blogger lists as being interesting, the Spidafirset does notinclude any
information about blogroll. The blog graph, based on HTMferencing, represents
implicit social relationship of blogs. A similar impliciefationship could be extracted
from blog comments, trackbacks, and tags.

4.2 Structural properties of the blog graph

The first question we want to answer is what are the propesfi¢se blog graph
structure. For this, we examine global network propertieshsas the node degree
distribution, reciprocity, and density. We compare thedure of the blog graph to
the ones formed in online social networks.

4.2.1 Node degree distribution

We examine the degree distribution of all 85,013 nodes irbtbg graph. The av-
erage number of edges per node is 1.5 and the median is onetfoinlegree and
outdegree. Figure 3 shows the indegree and outdegreeodistris. The horizontal
axis represents the node degree and the vertical axis egpisethe cumulative num-
ber of blogs of degrees greater than or equal to a given detinegwo distributions
exhibit a similar shape, forming a straight line in the logrkcale—a characteristic
behavior of the power-law distribution. However, the twstdbutions differ in their
shapes for degrees greater than 30. Except for the larggstelaode, high degree
nodes are more prevalent in the indegree distribution.

The tail degree exponent of the power-law distributiop(z) = cz~¢ is less
steep for indegreen( = 2.5), than for outdegreen(= 3.5). A strikingly similar pat-
tern was shown for the web [8]: values are 2.1 for indegree and 2.7 for outdegree.
Recently Shi et al. found a similar pattern in the blogosphalthough their out-
degree distribution was curved [36]. These results—thh kigponent of the outde-
gree distribution and larger indegree—reveal importasigints about the blog graph
structure: Shi et al. explain that while it is possible forednog to attract a lot of
attention (indegree) at a particular time, it is less likidsit a single blog will lavish
as much attention (outdegree) on as many different blogeiisame time period.

Our results about the power-law degree distribution of they metwork is in
agreement with previous findings on the blog network, asudised in [36,37,21].
Such a highly skewed distribution has important consegeiénthe varying degrees
of information spreading efficiency individual bloggerauttbhave. Our main focus
is not to confirm such heavy-tailed node distribution, bubtestigate later how such
connectivity pattern affects the spread of content in tlog lbletwork.

4.2.2 Degree correlation and reciprocity

Next, we examine two other important graph measures: degmeelation and reci-
procity. To see if nodes with high outdegree also have higlegnee, we compare
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Fig. 3 Degree distribution of the blog graph

indegree of a node against outdegree. The Pearson’s dametaefficient between
indegree and outdegree is 0.0664, indicating a weak ctiorldMany blogs have no
incoming links, but they linked to many other blogs. Otheyds had outdegree of
zero, yet were linked to by tens of other blogs. The blog withitighest outdegree is
“Blogs of the Day” from wordpress.com. It linked to 2,434 etlblogs and received
43 incoming links. The blog with the highest indegree is “hCG#as Cheezburger?”,
also from wordpress.com, which contains funny picturesat$ and received 1,409
links. However, this blog did not have any outgoing links.

Overall, only 6% of the blog links are bidirectional. Thisutt be because blog-
gers typically add HTML links to unilaterally cite inforrmiah from other blogs and
websites. More “interactive” actions such as comments amckbacks have been
shown to increase the level of reciprocity, up to 20% [36]likinthe blogosphere,
online social networks exhibit high reciprocity. Many salaietworks like Facebook
and Orkut, in fact, allow only bidirectional links. Even in@al networks with unidi-
rectional links, high reciprocity has been shown. For ine& in Flickr, 70% of the
links are bidirectional [13].

4.2.3 Density

To better understand the structure of the blog graph wegulatéveral subgraphs of
the blog graph and frequently observed tree-like locakids. To measure the extent
to which the local structure of the blog graph resemblesdhattree, we computed
its density which quantifies how dense or sparse a graph is. The desdigfined,

in the undirected version of the blog graph, as the ratio efdhserved number of
edges divided by the maximum possible number of edgédss method is similar to
the directed version of the density measure and due to the kre of the dataset
we use the undirected version of the method. The densitg\afla node is typically

2 The density measure could be also defined under directeth §84j whose results are very similar
to that in the undirected graph. We use the concept in urtdlegraph, in order to compare the results
with that of other (undirected) social networks like Faasgho
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calculated as the density of a subset of the entire networlsisting of all nodes and
edges within & hop distance of the node [23]. For each node, if the numbeodés
in a k-hop neighborhood iV and the number of edges in the neighborhood'js
density is defined as:

2F

D:m.

For each node in the blog graph, we calculate the densitydbasdts 2-hop
neighborhood and compare the value with the density of énsyiattree. A synthetic
tree with N nodes hadv — 1 edges and so has a density2¢fV, which corresponds to
the smallest density possible of a node. Figure 4 shows th&tgief each node in the
blog graph as a function of its neighborhood si¥eThe axes are in log-log scale. For
comparison, we also show the density of the Facebook netf28ikor a randomly
selected sample of 10,000 nodes. The median differenceebatthe density values
of blogs and nodes in a synthetic tree of the same node siz®@R8, while the
median difference between nodes in the Facebook networknaadsynthetic tree
is 0.0156, one order of magnitude larger. The density of tbgsshows a strong
linear correlation to the density of a tree; the correlatiopfficient is 0.9811. Note
that while the plot diverges for large values, the impact of this difference is not
significant since thg axis is in log scale.

_— Facebook

0.1 f
&
B
©
a ool f

0.001 +i 7 Blogs
- 1

1 10 100 1000 10000
Size of the 2 hop neighborhood

Fig. 4 Comparing density of the blog graph with others

An alternative metric to determine the “treeness” of a grigphe so callectir-
cuit rank [16]. Circuit rank represents the number of edges that mesimoved
from the undirected graph in order to make the graph cy@e-fThis value is calcu-
lated astF — N + C, whereFE is the number of edge$V is the number of nodes, and
C'is the number of connected components in the graph. In theeafdake blog graph,
removing 31% of the links is enough to turn the graph into ao$étees, while in
the more densely connected Facebook network, 95% of the fiake to be removed.
This further supports our finding that, unlike other socielworks, the connection
between blogs is sparse and more similar to a tree. Thisateidhat two connected
bloggers are less likely to share a common friend than inratbeial networks like
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Facebook. Rather the blog network forms a shape that is rffagést for informa-
tion propagation.

4.3 Connection across different blog profiles

So far we have examined the structural properties of thedplagh. Here, we investi-

gate the role that different blog profiles (i.e., blog donsaind language groups) play
in determining the structure of the graph. In particular,are interested in knowing

whether bloggers are less likely to form links to blogs hdsteother domains or

written in different languages. To answer this question,measure the fraction of

links that are formed between blogs of different domainslanduages.

Our analysis reveals that blog interactions do occur beyfomtoundaries of blog
hosting sites: 66% of the edges in the blog graph join blogsfdifferent domains.
This also suggests that analyzing the blog graph based atathdrom a single blog
domain will miss a lot of the rich linkage structure in thedpsphere.

To analyze the effect of language groups in the formationndfs| we examine
the language for each node in the blog graph. Note that layeggeoup is identified
for each post by Spinn3r. Because individual blog can hagésparitten in different
languages, we assigned to each blog the most common lantzgeas used by the
blog.

Our results show that, indeed, language is a barrier forflimknation. In total,
93% of the edges join nodes of the same language. The remgaifnor nearly
7,000 edges join blogs of different languages. This meaais #% opposed to blog
domains, language imposes a barrier that can effectivetytipa the network and
prevent the flow of information. Not surprisingly, a largadtion (35%) of the links
between blogs that speak different languages occur whem-&nglish blog points
to a blog written in English. In blogs with high variability mnguages, the language
barrier becomes less dominant, however multi-languaggsbére rare due to the
conversational nature of blogging.

4.4 Summary

In this section we observed that the blog graph has threetstal properties:d)
the node degree distribution is heavy-tailda), l{nks are not reciprocal, and)the
network structure is sparse and, compared to other sodiabnis, closer to that in a
tree. Nodes with high indegree may represent popular mediecss or trendsetters
among bloggers. A sparse structure may indicate that bfsdugve a clear prefer-
ence for the blogs that they follow up or recommend. With eespo blogs with
different profiles, we saw that blogs from different domairteract freely, while lan-
guage imposes barriers that can potentially prevent the dloinformation on the
blog graph.
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5 Content Sharing in the Blogosphere

The previous section focused on structural propertiesebtbg graph, which affect
its efficiency for information dissemination. In this sectiwe focus on the types of
content bloggers talk about and the patterns of contentrghar the blogosphere.
Our goal is to gain an insight into how different types of @nitaffect the shape of
the blog graph.

We present the following three sets of analyses. First,gusiformation about
web links embedded in blog posts, we examine which websltegkrs frequently
link to. Second, we pick YouTube videos as a representagppe of content that is
shared in blogs and study the characteristics of the pdguilaked YouTube videos.
Third, we correlate the spreading pattern of YouTube videitis the blog graph and
check whether any video caused a large-scale diffusion.

5.1 Commonly linked websites in the blogosphere

We describe the high-level properties of the HTML links endbed in blog posts,
based on the data set of 8.7 million blog posts. While the@isf{inks varied widely

across blog domains and among individuals, nearly 40% optists contained at
least one HTML link. Figure 6 presents the CCDF of the blog$limks and all the

blogs. We observe a sharp fall at the tail of the distribufarthe most active blogs,
bringing the top publisher to a tie in number of links posted.

6
10

all blogs

blogs with links

Number of publishers with > x posts

Number of posts

Fig. 5 Posting rate of feed publishers and blog users.

This prevalent usage of links is due to self-links: 60% of plosts with at least
one link contained a self-link, referring to one’s own blégself-link typically ap-
pears when a blogger explicitly cites one of his or her presigosts or has uploaded
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multimedia content. A self-link can also be added autoradijidy the blog hosting
site (e.qg., providing links for readers to comment).

By posts

by RSS publishers

10

# domains linked by > x posts (publishers)

0 2 4 6
10 10 10 10

Number of posts (or RSS publishers)

Fig. 6 Posting rate of feed publishers and blog users.

Interestingly, posting links to blogs is not dominated by 0§ RSS feeds or by
directly posts. Figure 6 displays the CCDF of blog postingshese two methods.
We observe that both methods follow a heavy tailed distigovith RSS feed posts
narrowly coming second to direct posts. However for thedhthe distribution, the
direct posts present the majority of links.

To examine the types of content shared in blogs, we exclugérdnthat points
to known blog domains and focus on HTML links to external wisss The 20 most
popularly linked websites include content sharing sitedine shopping websites,
mainstream news media sites, web portals, and social migeidike wikipedia.org
and digg.com. Table 2 displays the top 15 websites along théhtotal number of
blog posts that linked to the corresponding website. Themelpsites differed from
one blog domain to another. For instance, the number of liokgebsites such as
reuters.com and technorati.com is highest among blogsgmsuwhereas links to
microblogging messages from twitter.com are the most @Eparhong livejournal
users.

The top 4 sites in the list are websites for sharing user geeeérvideos and
photos, indicating that bloggers like to talk about multii@econtent. Online retail
website amazon.com ranked fifth, indicating that bloggkss frequently talk about
products like books, songs, and videos. These findings argistent with the ones
reported on earlier studies on web content in blogs [4].

We initially expected blogs to link to content in mainstrearadia like newspaper
websites. Although links to mainstream media like nytirnesy and bbc.co.uk do ap-
pear in the top list, the number of blog posts linking to theran order of magnitude
smaller than links to user-generated or “home-made” cantdre extreme popularity
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Table 2 Top 15 linked websites

Rank Web link domain # blog posts with links
1 yout ube. com 206,803
2 phot obucket . com 140,194
3 flickr.com 135,327
4 i mgeshack. us 41,997
5 amazon. com 36,379
6 nyti mes.com 33,801
7 twitter.com 30,572
8 technorati.com 27,583
9 tinypic.com 23,899
10 bbc. co. uk 20,893
11 i mdb. com 16,649
12 cnn. com 16,640
13 di gg. com 15,348
14 facebook. com 11,817
15 wi ki pedi a. com 4,676

of user generated content in blogs is one of the main diffetetween the ‘new’
media and ‘traditional’ media, because traditional mesiich as news websites) pre-
dominantly link to established, authoritative news ingi@ins [28]. In contrast, blog
users are open to citing less authoritative sources, ieratser generated content.
This difference shows the usage of blogs as a new generatipuimalistic con-
ventions that could potentially break the general consmwaand rigidity of many
journalism’s practices and act as a new outlet that shares loieg-tail content.

While different blog domains prefer different websites fimking photos and
news, YouTube is ranked first for almost all blog domains danddeived the most
number of links in total. YouTube videos are also some of tlstrpopular shared
links among other social networking and micro-bloggingsi#uch as Facebook and
Twitter. Thus, we focus on links that point to YouTube videmsl characterize their
content sharing patterns among blogs.

5.2 Content sharing patterns of YouTube videos

Here we focus on HTML links to YouTube videos and examinedhmspects of
content sharing patterns in the blogosphesigwhat are the topics and categories of
videos that are popularbY what is the age of the shared videos (i.e., are old videos
rediscovered through blogs); ang) bow quickly do links to the same video spread
in the blogosphere.

Our data set includes a total of 279,081 HTML links to 202,888nct YouTube
videos, indicating that some blog posts linked to multigl#ews in YouTube. Inter-
estingly, the number of HTML links to YouTube videos in thedgbsphere follows
Zipf’s law, as shown in the log-log graph of popularity dilstition in Figure 7. This
hints us at the existence of a large-scale diffusion of Yd€lvideos. The most pop-
ular video received links from 375 blog posts.

To understand the characteristics of the popularly shadmbg, we downloaded
the metadata of the top 10,000 YouTube videos using its Dptdi¢ation Program-
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Fig. 7 Popularity of YouTube videos in the blogosphere

ming Interface (API¥ Using the YouTube API, we wrote a Python script to auto-
matically download information about the uploader, viewts, tags, category, and
duration of all 10,000 videos. Each one of these popularogdeceived at least 3
links from blog posts, and all of them together received B8,8r 25% of all links

to YouTube. Although recommendations also play a role inTYdae video popu-
larity [43], in this paper we focus on links directly sharenl lslogs. For the wider
community use, we also share the YouTube video informatiercrawled. In the
remainder of this section, we present analyses of thes®Q@jeos.

5.2.1 Categories of the linked videos
We examine what kinds of video categories are popular in kg tetwork. Table 3

displays the top 10 user-assigned categories based on thigenwf videos, among
the top 10,000 videos, that were linked by blogs in the data se

Table 3 Top 10 video categories

Category Perc. of videos | Perc. of links
Music 23.5 18.4
(taken down) 22.3 19.9
News & Politics 19.6 27.2
Comedy 8.9 9.7
Entertainment 8.8 8.0
Film & Animation 4.7 3.8
People & Blogs 2.9 25
Science & Technology| 15 2.4
Pets & Animals 1.2 1.7
Education 0.9 1.4

Music videos accounted for the largest number of videosyiolgéos on news and
politics received the most links. Two channels in the catggd news and politics

3 http://code. googl e. con api s/ yout ube/ over vi ew. ht m
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“BarackObamadotcom” and “JohnMcCaindotcom” collectiveéceived the most
links on their uploaded videos, indicating that high popityfaof this category is
due to the U.S. Presidential Election in 2008. Nearly a quarftthe videos in the top
list weretaken downYouTube has strict policies with regards to content owmiers
and community awarene'sand quickly removes videos in breach of its terms of ser-
vice. Yet it is interesting that these videos had alreadpeghhuge popularity in the
blogosphere before being removed.

5.2.2 Age of the linked videos

Our next focus is on the age of the linked videos. We are igtedein knowing

whether bloggers are keen on the latest produced contertmcover old content.
To check this, we examine the time between the video uploadduTube) and the
blog linking. We observe large variations across individideos as well as different
video categories. Due to space limitation, we show the tefui only the top 4 video
categories: music, news, comedy, and entertainment.

[ news (2

0.8

comedy (72)

music (median=357)
0.6 |

CDF

04 f
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Time to discover content (days)

Fig. 8 Age distribution of videos in the blogosphere

Figure 8 displays, for each category, the distribution eftfdeo age at the time
each link was formed. The horizontal axis represents the tiifierence between the
video upload and the blog linking. The vertical axis shovesetbmulative distribution
plot (CDF) of the number of links. Next to each plot we showrtiedian age of liked
videos in units of days. The median age for videos in the nemesgory is 2 days
old, and some links appeared within a few seconds to mindtdeeovideo upload.
Very few news videos were linked after a year of being upldadéis demonstrates
that news videos that spread in the blogosphere are topicayaung. The other
video categories show a pattern of a much delayed discotteeymedian age of
a comedy video is 72 days at the time it was linked by a blog. Mieelian age
of videos for entertainment is 125 days and is 357 days forich@ifis indicates

4 http://ww. yout ube. coni t/comuni ty_gui del i nes
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that bloggers post about recent events when it comes to nedvpdlitics, but also
enjoy rediscovering old content (nearly one year old) féveotvideo topics. This is
in contrast with previous findings on the age of content onTYdae [12], as the blogs
help users in rediscovering old content.

5.2.3 Diffusion time lag in blog links

Given that videos are discovered at different rates depgrah the their topics and
categories, we next examine how are the links of the samevidgelated in time.
To understand this, we first sort the blog posts based on tige fadst time. Then
we calculate the time taken for the video spreading as twoegalwhich we call
half-spreading timeandfull-spreading timeThe former is defined as the number of
days that diffusion of a video took, starting from the firsspof the video, to the
50% of all links to the video to appear. The later is the nundfetays between the
posting of the first and the last blog post that had a link tovemyivideo. Figure 9
shows the median values of the half times and full times oée&for the 4 video
categories. Recall that, although the Spinn3r trace spalgswo months, Spinn3r's
web crawler can discover posts that were much older than temtins for blogs that
published posts infrequently.
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Fig. 9 Time lag in the spread of videos in the blogosphere

The bar plot in Figure 9 shows that most news videos gain gogiularity within
the first few days of diffusion. The median half-spreadimgetiis one day and the
median full-spreading time is one week. This indicates & d#fusion process of
the news category, where users respond to popular videbgwigw hours. Other
categories show a much delayed spreading pattern. The miedifispreading time
is around 30 to 40 days for comedy, music, and entertainnagegories, and the full-
spreading time is more than 2 months. This means that bleggermmore relaxed in
following up on non-topical videos for these categories.

The distinct time variations seen in information spreadinmpss different topics
has not been reported in the literature, hence needs furthestigation. The two
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broad patterns resembilash floodsandripplesin their speed of propagation. Like
flash floods, topical content such as news, political comeargn@nd opinion spreads
quickly by the hour and then quickly disappears. This derrates the role of blogs
as a social medium that helps and influences how opinionsdahspread on current
issues. Non-topical content such as music and entertaimesembles ripples. Like
ripples, old content (produced more than a year ago) caredetaovered and again
start gaining the attention of bloggers, albeit at a slow.rat

An immediate implication of the flash floods and ripples-lgggeading patterns
is on content recommendation and advertising. First, indhg-tail content systems
like YouTube and Flickr, content recommendation becomefgortant task. Our
study confirms that topical content have a much shorter pojpyHcycle than the
non-topical content. Hence, a content recommender systetd take into about the
type and age of content and its estimated popularity-c\Bdeond, the popularity-
cycle also could affect advertiser’s strategy on deciditngse to insert online ad-
vertisements. Once the peak popularity has passed, it rheghtore viable to place
advertisements on non-topical content that will continugain user attention over
an extended period of time, such as baby photos (rather ttaical political photo
footage).

5.3 Content spreading over the blog graph

Finally, we present a theoretical analysis of the contergagting patterns along the
blog graph. While bloggers can independently link to the s&ouTube videos and
discover them externally, we are interested in scenarioghich information about
YouTube videos propagate within the blog network. While $ipgnn3r data [19] we
used does not have a complete coverage of all the blogs imtiekt, it is by far the
largest realtime data repository of blogs and provide regntative subset of blogs.
Therefore, our study provides a meaningful lower bound cddke spreading that
could happen in the blog network.

We assume that a YouTube video can spread in the blog graphk fbtlowing
two conditions are met{(i) information can flow in the direction of edges in the blog
graph, but not in the reverse direction; aiidl ihformation can flow from one blog to
another blog in a time-increasing order of their link pogtifihese conditions mean
that a video can spread from noddo nodeB if there exists a directed edge fram
to B and if A posted the video link prior t.

In total 2,401 or 24% of the YouTube videos had any spreadirige blog graph
(i.e., linked to by at least two bloggers who are directlymected in the blog graph
under the diffusion conditions). These are the videos whpssading was potentially
aided by the linkage structure.

We show the diffusion pattern of the video that was propapatest widely in
the blogosphere in Figure 10. The video, uploaded by YouTigee “JohnMcCain-
dotcom”, is related to the U.S. presidential election. Harity, we only show the
nodes and the edges that are related to the diffusion of tteoviThe direction of

5 In this dataset we are unable to verify if the videos wereadisced independently by a user, or were
shared as a result of a recommendation by another blogger.
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Fig. 10 Diffusion of a political YouTube video in the blog graph. Nodtyles denote different blog do-
mains.

edges indicates the direction of information flow. Edges féidto meet the time or-
dering of video link posting are removed. The video receMddML links from 79
blogs that had 105 edges between them (in the appropriagediaer). The diffu-
sion network formed a large connected component and twowlisrted node pairs.
It took less than a week for blogs to form the large connectedponent. We also
see that the video spread across multiple blog hosting dengaig., blogspot.com,
wordpress.com, typepad.com). This example demonstriagtstlarge-scale diffu-
sion of information can occur along the links in the blog dragh a rapid rate and
across domains.

6 The Spread of Various Topics

In this section, we repeat the analysis on the spreadingstiofiifferent topical
categories (in Section 5.2) to more general blog posts bgnexag the topics that
blogs covered. This step is to ensure that the results wenadzsén the previous
section are not limited to blog posts with links to YouTubdads.
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Unlike in the case of using YouTube video links, the disoussif the same topic
among blogs cannot be correlated explicitly due to a netwdde cascade. This is
because (1) the prominent topics were covered widely byuanmedia sources like
newspapers giving a high chance for the blog users to be egoshe topics outside
the blogosphere and (2) mentioning the same keyword suctcakelrity name by
neighboring bloggers does not necessarily guaranteettbdilbg content is on the
same event. Hence, we do not focus on the connectivity oflthge users, but rather
on the time it took for a given topic to be mentioned by blograse

Therefore, “spreading” of topic in this section indicates general process in
which individual blog users are adopting and discussingraqodar topic, similar to
the context of diffusion of innovations [31].

6.1 Popular topics in 2008

In order to find popular topics discussed in the blogospheegocused on a set of
prominent events that occurred in 2008 by consulting varimedia sites and pub-
licly available lists®:” Among the prominent events, we gave particular attention
those that occurred during Aug 1 — Oct 1, which correspontisadimespan mainly
covered by the Spinn3r data.

Table 4 Summary of 9 topics studied

to

Category | EventID | Description # posts | # bloggers
Celebrity Mac Actor Bernie Mac dies at 50 from pneumonia on Aug 9 11,717 11,693
Duchovny | Actor David Duchovny enters rehab for sex addiction on Aug|282,098 2,097
Newman | Actor Paul Newman dies at 83 on Sep 27 5,728 5,727
Society Stock The Dow fell to an astounding all time low 42,248 41,864
Tibet The breakout of Tibetan unrest on March 14 14,589 14,435
Olympics | The 2008 Summer Olympics held in Beijing 44,179 43,825
Politics Election | The presidential campaign in the U.S. 42,388 42,044
Obama | The first African American to be voted into presidency 113,747 | 112,736
Palin Governor of Alaska in the U.S. related to the election 113,110 112,651

Table 4 shows the list of events that we studied. To identifg Iposts related to
these events, we chose keywords describing the events stiod eelebrity names for
most events and ‘beijing’+'olympic’ and ‘tibet’ for the ath events. The table also
shows the number of blog posts and the number of distinctisegs who mentioned
the topic. In high-level, these events can be categorized3itopics: celebrity, soci-
ety, and politics. Only the celebrity events had specifittista dates, which allowed
us to examine their first phase of spreading. Other events papularly talked about
throughout the year.

6 http://mww.tvguide.com/special/best-of-year-2008&/myallery/headlines-1000425
7 hittp:/iwww.fags.org/shareranks/2361,Hottest-Heainf-2008
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6.2 Spreading time of different contents

We first observe the frequency of blog posts on each of theigopigure 11 shows
the number of daily blog posts on four of the topics. News delréty deaths, as
shown in Newman and Mac, cause large bursts of blog postxdmain celebrity
names; the peaks coincides with the dates these celeldigi@sThis finding demon-
strates a fast diffusion process of sharing news contennhgrbfbggers. Upon the
start of any breaking news, we observe a burst of blog posatscibver the event.
We also see that the number of blog posts on these topics dtogdy over time,

indicating the short interest span of users.

On the other hand, topics on society and politics such ad &ibeé Obama ex-
hibit continued interests among bloggers over the two n®p#riod. The topic of
Tibet was dealt by a fewer number of bloggers than other gpeients, generating
only between 50-750 new blog posts every day. Its post frequis harder to pre-
dict, because debates on Tibet within blogs were often géedby news media that
published articles on Tibet in a non-regular fashion. TtEdof U.S. presidential
candidate Barack Obama sparked interests with a more regateern than Tibet.
The posting rate shows a weekly pattern, where the weekdaysrgted more blog
posts than weekends.
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Fig. 11 The number of daily blog posts on different topics in the blsghere
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Given that topics in Table 4 are discussed with varying fesmies and patterns,
we next examine the characteristic times of the topic spnga&imilar to our anal-
ysis in Section 5.2.3, we examine thalf-spreading timendfull-spreading timeof
each topic. The half-spreading time is defined as the nunftaays that spreading
of a topic took among bloggers, starting from the first posttantopic, to the 50%
of all posts to appear. In case of the celebrity events, waietevent-driven, we only
consider the blog posts that appeared on the starting ddbes @fvent and onward.
For all other events, we take Aug 1st of 2008 as the startite} dée full-spreading
time is the number of days between the posting of the first laadbist blog post on a
given topic.

Figure 12 shows the spreading times on the 9 topics. Thespadfading time
of all three celebrity death news is less than a week, sindldhe rapid spread of
YouTube videos on news (see Section 5.2.3). In case of therdevevent, the half-
spreading time took less than 1 day and the entire event veasistied for only 4
days, which is an artifact due to the data containing up toX3tt2008. The other
two celebrity death events, while their half-spreadinggtimquick, continues to spark
some level of discussion among bloggers for a much longéogbef time as shown
in the full spreading time.

80 —
— O 100% spreading
% O 50% spreading
° 60 —
[0]
E
S 40
c
5
© 20 —
[
)
0 - [ ]

Mac Duchovny  Newman Stock Tibet Olympics  Election Obama Palin

Fig. 12 Time lag in the spread of 9 different topics in the blogospher

The three society events—Stock, Tibet, and Olympics—aectlihee political
events—Election, Obama, and Palin—in contrast show a narget half-spreading
time of 14-39 days. Given that the maximum spreading tim& w&ys (Aug1-Octl),
the half-spreading times closely resides on nearly thedfdlis range for political
events, which indicates that the topic on politics were used almost regularly
throughout the trace period. This is because the colletitio@ of Spinn3r data was
close to the data of the U.S. presidential election, Noverthe 2008. Hence, many
bloggers were engaged in these topics in this period. Thénfisdn this analysis
again confirms the role of blogs as a social medium, wherelpeively spread
breaking news and discuss issues on society and politiadéast two very distinct
and recognizable patterns.
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7 Concluding Remarks

In this paper we studied the trends in the use of blogs as alsoedium to share and
exchange information and sought to contribute to the unaeding of the new gen-
eration of journalistic conventions. We conducted an ssialgf two months worth
of web feeds from 15 popular blog hosting sites on the Inteffieis accounts to
massive data on 9,691,253 blog posts, 1,225,720 blog feetis 419 different web
domains. Based on the HTML links embedded in blog posts, wetcacted a blog
graph or the blogosphere that captures the implicit soelatipnship between blogs
and studied its network structure. We also analyzed thepetbf content sharing in
the blog graph.

We demonstrated that the blogosphere has unique struptorsrties that distin-
guish blogs from other social networks. Similar to socialnoeks, the node degree
distribution is heavy-tailed. However, unlike users iniaboetworks, bloggers do not
exhibit a strong inter-personal relationship; only 6% daf #dges in the blog graph
are bidirectional. Most of the links point to a small set opptar blogs and, in some
sense, demonstrate attachment to their particular prefese As a result, based on
the density and the circuit rank measures, the overalltsireiés sparse and closer to
the shape of a tree. The low level of reciprocity and denségrty differentiate blogs
from other social networks in that they allow bloggers toettimeir subscription lists
to other interesting bloggers’ updates and effectivelgetisinate information to their
followers.

We also examined the popularity of content sharing in thgdéphere. In particu-
lar, user generated multimedia content was the most frétystrared content among
bloggers. This is in sharp contrast to the old media thatqredantly cite authorita-
tive sources. Our study of the diffusion of YouTube videosveid that the spreading
patterns vary by topics: topical content such as news,galitommentary, and opin-
ion spread on the order of hours to days (similar to flash flpagsile non-topical
content such as music and entertainment videos spreadexemasmonths (similar
to ripples). As a result, old music videos can get rediscay@mong bloggers even
a year after upload.

Our finding about the extreme popularity of media conteniciaigs that blogs,
as a social medium, encourage the interaction of the Inteisers with media and
content providers by forming interest groups in the Worldi&/iWeb. The effects of
topics and clustering of blogs based on interests are moeabyrinvestigated in [3].
Our finding about the interesting time differences in spiregidcross topics indicates
that such information sharing groups form and disappeaaahcally over different
time scales, similar to findings on micro-blogging site Tenif11] (perhaps depend-
ing on the urgency of the information and human responsest[2@). We leave the
guestion of investigating the detailed mechanism behieccttmplex diffusion pro-
cess across topics as future work. In conclusion, our workatestrates that blogs,
coupled with media sites, act as channels for distributimgtent, where users can
generate content, discuss it in blogs, and pass it aroundferaht forms such as
web links, web feeds, and tweets.

Findings in this paper open up new research directions alpdusebetter under-
stand the new journalistic conventions. These findings e essential for media
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blogs and advertisers on understanding the dynamic natwentent spreading and
the patterns of propagation of news and content in blogs #ret eocial media com-
paratively. In the future, we would like to determine thefuifon patterns of other
types of content (e.g., photos, rumors, conventions) [$8}ell as the specific roles
users take in disseminating content (e.g., leaders, spashti6]. We would also like
to investigate the impact of local community structures preading (e.g., whether
the ripple-like spreading over a long period of time is duéformation having to
cross “multiple” different communities) [41, 17]. We arsalinterested in investigat-
ing the changes in the set of words or text strings that deserigiven object (e.qg.,
HTML link of a photo or a video) over time. Such studies willjppes extract mean-
ingful information about dynamics of the opinion formatiamd popularity of linked
content in the blogosphere.
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