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Abstract

Subjective and sentiment analysis have gained considgeedtgntion recently. Most
of the resources and systems built so far are done for Endlisé need for designing
systems for other languages is increasing. This papersidiferent ways used for
building systems for subjective and sentiment analysiddoguages other than En-
glish. There are three different types of systems used fitldihg these systems. The
first (and the best) one is the language specific systems.eCload type of systems in-
volves reusing or transferring sentiment resources frogligmto the target language.
The third type of methods is based on using language indepe¢ntethods. The paper
presents a separate section devoted to Arabic sentimegsena

1 Introduction

Nowadays, the Web has become a read and write platform wisers are no longer
consumers of information but producers of it as well. Usenarated content written
in natural language with unstructured free text is beconaimgntegral part of the web
mainly because of the dramatic increase of social network ¥es, video sharing
Web sites, news portals, online reviews sites, and onlingris and blogs. Because of
this proliferation of user-generated content, Web Conltéining is gaining consider-
able attention due to its importance for many businessegrgmental agencies, and
institutions.

Sentiment analysis (also referred to as opinion mining) (®mputational study
of attitudes, views, and emotions found in texts. The tewisidt be any document
(e.g., comments, feedback, reviews or blogs). Sentimealysis can be viewed as
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a classification process that aims at determining whethertain document/text was
written to pass a positive or a negative opinion about a icetid@ic, product, or person.
This process regards each document as a basic informatiioThe process has been
referred to as “the document level sentiment classificatidrere the document is seen
as an opinionated product. The analysis or classificati@eofiment on the sentential
level is referred to as “sentence-level sentiment classifin” [31].

Sentiment analysis is gaining vast attention because opdhentiality of using
opinion summary of a large number of population in indusgyvell as in other fields.
For instance, having this opinion summary available carapoé businesses as busi-
ness owners would have access to consumer opinions. lodigidan benefit from
this information as they would be able to compare productaisT sentiment analy-
sis makes it possible to summarize the opinion of peoplerdsvaroducts as well as
politicians.

Performing this type of analysis (either on the sentengaél or the document
level) has been done using two types of classifiers, Ruleebelsssifier([113, 15,17, 24,
[52], and Machine learning classifiers[[1]27/28[ 31, 36.8],@urrently, most of these
systems are built for English [27.131].

The current paper attempts to explore sentiment/subgeatialysis systems created
generally for languages other than English. A special &trnris given to Arabic.
The paper aims at providing the reader with information altloe methods used for
building sentiment analysis systems.

After surveying the different ways used for building sergimanalysis systems for
languages other than English, the paper concludes withgestign about the optimum
method(s) to be followed. The best method is the employmietoiods that have to do
with language-specific features. The main problem withriieshod is that it costs a lot
to build resources for each language. The second methaahisféarring the sentiment
knowledge from English into the target language. The fina} vgato use language
independent methods.

The paper is divided into four parts. The first part coverddhguage independent
methods. The second section surveys sentiment transfaodeetreated to transfer the
sentiment from English to other languages. The third seatxplores systems done
specifically for languages other than English. The last fuamtises on the methods
used for Arabic.

2 Language-Independent Feature Selection/Extraction
Methods

One way of performing sentiment analyses for languages titha English or building
systems workable for multiple languages is to extract atetsgeatures that do not de-
pend on these languages. Different approaches have bémmddlto select and extract
these features: (1) Weighted Entropy Genetic algorith&)s-€ature Subsumption, (3)
Local Grammar based methods, (4) Positional Features griciofamon seeds word
methods. Here, each feature selection/ extraction appiisatescribed separately.



2.1 Entropy Weighted Genetic Weighted

Genetic Algorithm is an optimization technique that can bedufor feature selection.
Entropy Weighted Genetic Weighted (EWGA) combines InfaioraGain (IG) and
genetic algorithms (GA) to select the features. EWGA prepas [1] was used to
select features of Arabic and English. IG is combined witthestep in the genetic al-
gorithms process. Itis used to select the initial set offiest for the initial stage. Also,
it is applied during the cross-over and mutation stages.a&bé al. [1] presented sen-
timent analysis system for Web forums in multiple languagsedl on EWGA. They
used two types of features, stylistics features and leXeatluires. Semantic features
were avoided because they are language deepened and nieed l@sources while
the limitation of their data prevents the use of linking teas. They evaluate their
system on a benchmark testbed of movie reviews consistii§@d positive and 1000
negative movie reviews [29,50,/32)48].

Importantly, their system which is based on feature salaatiethod outperforms
systems in[[29, 30, 32, 48]. Using this system, they achiewedccuracy rate of 91%
while other systems achieved accuracy rates between 87e80fte movie reviews
data set. They were also able to achieve 92% accuracy rataduieMEastern forums
and 90% on US forums using EWGA feature selection method.

2.2 Feature Subsumption for Sentiment Classification in Muiple
Languages

Another method for extracting and selecting the featurgzaposed by Zhai et al.
[51]. The authors proposed the feature “subsumption” ntktiooextract and select
substring-group features. This method was applied to GeinEnglish and Spanish.
The system designed by Zhai et al. consists of four proce€EgSubstring feature ex-
traction, (2) term weighting, (3) feature selection, andoldssification. For extracting
substring-group features, they built a suffix tree with ip@yating transductive learn-
ing through considering unlabeled test documents for mgldhe suffix tree. They
applied four different weighting schemes (binary, thréand tfidf-c) and The "tfidf-
¢” outperforms all other approaches. The "tfidf-c” is exteddorm the standrad "tfidf”
and is defined as follow§] 1

tf(te, d;) x log (N/df (tr))
> (£t d;) x log (N/df (t)))*

ted;

tfidf —c =

1)

wheret;, represents the term corresponding to the single feature &g, d;) is the
term frequency for the term k in documentdf(¢,) is the number of documents con-
taining the term anaV is the total number of documents. Term presence usually out-
performs term frequency [33,51].

Zhai et al. [51] applied document frequency method as a featelection tech-
nique by keeping the topy features with highest document frequency scores. They
tested the proposed system on three data sets: 1) an Englésket of movie reviews,

2) a Chinese data set of hotel reviews, and 3) a Spanish datd Bviews on cars,



hotels, and other products. The accuracy rates achievedlded%, 84.3% and 78.7%
for Chinese, English, and Spanish respectively. This systea success if compared
to systems in[25, 33] which are used for the English and Gleirtata sets. However,
it was outperformed by Abbasi and et al.] [1] on the Englistadat described in the
previous section.

2.3 Local Grammar Methods

Local Grammar is another method that can be used to extratitrsmnt features. It is
used to extract sentiment phrases in the financial donaf@].[8,

Ahmed et al.[[9] proposed this approach for financial newsalonThey identified
the interesting key words by comparing the distribution afrds in financial news
corpus with the distribution of the same words in generajleage corpus. Using the
context around these words they built a local grammar toaeksentiment bearing
phrases. They applied their approach to Arabic, Englisti,Gmnese. They evaluated
the system manually and achieved accuracy rates betwe@b%(or extracting the
sentiment bearing phrases. Importantly, the proposedsysbuld be used to extract
the sentiment phrases in the financial domain for any languag

Agic et al. [8] used local grammar to extract sentiment plszof financial articles.
They demonstrated that there is a relation between the nuailmolarized phrases
and the overall sentiment of the article. They built a “Goldentiment analysis data
set” of financial domain for Croatian. They manually annedahe articles with posi-
tive/negative annotation. Some of the articles were atediat the phrase level.

Importantly, while Bollen et al[T12] showed that there isoarelation between col-
lective mood states extracted from large-scale Twitted$emn one hand and the value
of the Dow Jones Industrial Average (DJIA) over time on thHeeotAgic et al. demon-
strate that there is a statistically significant correlati@tween the total market trend
on the Zagreb Stock Exchange and the number of positivelynagdtively annotated
articles within the same periods. The corpus used for thidyars is collected from
two different resources: online newspapers specializefinmmce and a large forum
discussing the Zagreb Stock Exchange (CROBEX). For CROBEXIbng periods
of time are chosen, one for positive articles between 2QD0Dand 2007-05-21 and
the other for negative ones published between 2008-01-@2@08-04-16. Of course,
the financial news documents are selected randomly fromadipis for the same two
periods and annotated manually.

2.4 Positional Feature Methods

Positional information of the words and sentences has bsed to build sentiment
systems. Raychev and Nakadv [34] proposed the languageeéndept method which
is based on subjectivity and positional information.

Specifically, they weighted unigram and bigram terms basetheir position in
documents. They incorporate the subjectivity informabgmmemoving non-subjective
sentences and then they moved the subjective sentencesdandiof the documents by
computing the likelihood of sentence subjectivity. Thissvene by training a Naive



Bayes classifier on subjective data set and sorting therseggdased on their Likeli-
hood subjectivity score. They evaluate their method ontédredard movie reviews data
set used in[[48][30][29][32]. They achieved 89.85% accunate using unigrams,
bigrams, subjectivity filter, and subjectivity sorting.

2.5 Common seed words methods

Using very few common words like “very, ” “bad, " and “ good” Bnglish, a senti-
ment analysis system is built by Lin et &l. [26]. The authasppsed a multilingual
sentiment system using few seed words which could be apmiedy language be-
cause it is language independent and does not depend onefeatuany language.
First, they extracted opinion words based on the assumgiairthere is an adverb of
degree on each language( e.g “very” in English). They et@éthwords by heuristic
information based on patterns like “word behind very” anthoging stop words based
on frequency. The next step after extracting opinion wasdse icluster opinion words
into positive and negative clusters.

To cluster the words, they proposed a simple and effectivianmdeconsisting of
three steps: (1) Labeling all samples and words based ondea words “good and
bad”, (2) Computing exclusive polarity for each opinion @arsing KL-divergent to
solve disambiguation for words appearing in positive anghtige examples, and (3)
Computing the new labels for samples based on the computadtpof words.

After creating lexicons of positive and negative wordsytiiroduced Semi-supervised
learning to build sentiment classifier. They evaluated tstesn using hotel reviews
data sets for many languages (French, German, Spanish, atietl)D Their system
achieved accuracy rates (80.37%, 79.13%, 80.05%, and %).88rresponding to
(French, German, Spanish, and Dutch).

They compared their system to two baseline systems “Sentitegicon based
methods” and “Machine translation based methods”. Whietthnslation based sys-
tem outperforms the lexicon based system, the proposeemsyatitperforms the two
baselines.

3 Sentiment Translation Methods

Transferring Sentiment Translation techniques of welllgd languages to new ones
is another way for building sentiment/subjectivity systerS8imply, these methods are
based on using machine translation techniques to trarslateesources (corpora) to
the new languages. Here, various sentiment/subjectivéthods based on machine
translation will be surveyed. The techniques used to stleg@toblems resulting from

non-accurate machine translation processes will be tdckigher methods based on
graph methods and used to translate sentiment will alsodsepted.

3.1 Machine Translation

Machine translation (henceforth MT) has been used as a sitopl to create senti-
ment systems for multiple languages. In these systems, Mbaan used [15,28,145]



to translate corpora of different languages into Engligilawing the translation, sub-
jectivity/sentiment classifiers are built in English. Thmglicity of using MT stems

from the availability of its techniques and the availagilif English Resources. Also,
MT is used to generate resources and corpora for language thidgm English. Using
it, sentiment lexicons and corpora have been generateddngdi, Czech, French,
German, Hungarian, Italian, Romanian, and Spanish [11L4130/ 41].

3.1.1 Machine Translation SSA systems:

Due to the simplicity and availability of MT, Kerstin [15] pposed a pipeline system
based on SenitwordNe€t [19] and MT techniques for multi-lzages. The proposed
system is a pipeline system consisting of the following step

e Language classification where the LingPipe language ifienis used for lan-
guage Classification;

e Translation of the document from the identified languagertgligh;
e text preparation by stemming; and
e Classification of the sentiment.

Simplicity and variability are attributes of the differamays used in building the clas-
sifiers. For instance, three different ways were used irdmglthe classifiers i [15].
These ways are machine learning classifiers, lingpipe dedased classifiers.

Comparison of the three methods of classifier building shihas the classifier
based on machine learning provides the most accurate tiagesopres of SentiwordNet
were 62% on MPQA corpus [49] and 66% for German movie reviews)15], the
proposed system is simple and could be applied to any lamguag

Similarly, MT techniques are also used to build sentimesteays for Chinesé [45].
Wan et al.[[45] used the automatic machine translation figcierto translate Chinese
documents into English. The English lexicon is used aftedsaa Many methods to
assemble the results from both languages were suggestese Mtethods include aver-
age, weighted average, min, max and majority voting. Theasgimorientation method
has also been used to compute the score of the documentslas et window size
in order to enable handling negation.

The obtained English results showed that using the tratsle@views give better
results if compared to the original Chinese ones. This Siinastands in contrast to
what might have been expected: The original language usiggal lexicon should
have given better results if compared to the translatedAlse, the ensemble methods
improve the obtained results.

Another usage of MT is incorporating features from many laages to improve
the classifiers accuracy. Banea etlall [10] integrated featitom multiple languages
when building a high precision classifier using majorityazof\ basic single language
trained classifier was used as a basis for this high prectdassifier. The system was
evaluated on MPQA corpus. The integrated feature technigqsaused for six different
languages (Arabic, French, English, German, RomanianSmaahish). Two types of
feature-sets (monolingual and multilingual) were used e Téature vector for each



sentence of the monolingual feature set consists of unigfanthis language while the
feature vector of the multilingual feature set consistsarhbinations of monolingual
unigrams.

Importantly, results show that using English annotated dats can build success-
ful classifiers for other languages by leveraging the artadtdata set. The created clas-
sifiers have macro-accuracy between 71.30% to 73.89% fdyideand English. Here,
the English classifier outperformed those for other langsafjon-English based clas-
sifier results show that using the multilingual data set caprove the accuracy of the
classifier for the source language as well as classifierhiéotarget languages. Specif-
ically, the best results are obtained when a classifiereéthaver the combination of all
six languages was used [10].

This suggests that using multi language data sets can géhadbatures and reduce
ambiguity. In addition, the English classifier achievedhikst accuracy rate among all
monolingual classifiers. Also, when investigating the carabon of any two-language
from the six languages, the German and Spanish classifiggvachthe best results.
Performance increased when Romanian and Arabic were addkling English and
French did not improve the results. Indeed, these resuligesi that Spanish and Ger-
man expanded the dimensionality covered in English, ArabadtRomanian by adding
high quality features for the classification task. They alkowed that the majority
voting classifier could be used as a high precision classiitbracceptable recall level
by combining all monolingual classifiers.

3.1.2 Machine Translation as a Resource Generator

In addition to using MT as a technique in building sentimsuitjectivity systems as
previously explained, it was used to create resources aibfaries for the analy-
ses of sentiment in multiple languages. Mihalcea et al. eynplio different ways
to generate resources for subjectivity in languages byrégieg tools and resources
of English. The first method is translating an existing Estgliexicon to the target
language using bi-lingual dictionary. The second methaa ésrpus based approach
where the annotated corpus in the target language is binlg @sprojection from the
source languagé [28].

In the first method, authors translate the target languageole using two bi-
lingual dictionaries[[49]. Some problems emerged with #pgroach. First, some
words lost their subjectivity in this process. For exampleen translating into Roma-
nian, the word memories lost its subjectivity as it was tlates! into the power of re-
taining the information. Second, there were cases of ladkesense of the individual
entries in the lexicon and the bilingual dictionary. Thisdme multi-word expressions
were not translated accurately. Consequently, this leasiog the subjectivity of some
of these multi word expressions after translation.

Trials to solve the first problem have been introduced.[Ir, [i€searchers over-
came this obstacle by clustering the words that have the $&woe Then, the root
itself is checked against the English lexicon. If the roasexthen the word is kept
in the list which will be translated. To overcome the seconabfem, heuristic ap-
proaches are used. Examples of these heuristic approaehesiag the most frequent
technique in[[2B] and First type is First Word (FW) [24]. Iretthird problem, a simple



way for solving the multi-word expression issue is usingavby-word approach [28]
and using the Web to validate the translation by checkingdtsirrence in the Web.

Evaluation of the method of translating the lexicon usidmbual dictionaries re-
flects that, the translated lexicon is less reliable tharEthglish one. The rule based
classifier is used to evaluate the lexicon. This classifies assimple heuristic. It labels
the sentence as subjective if it contains two or more strobgestive expressions and
as objective if it contains at most two weak subjective eggimns (no strong subjec-
tive expressions at all). Other than that, the sentencé@dd as unknown. This type
of classifiers generally has high precision and low recalt sould be used to collect
sentences from unlabeled corpus.

Importantly, the rule-based classifier performs badly axdbjective task. One rea-
son is that, weak subjectivity clues lose its subjectivityidg the translation process.
In [28], researchers worked on a manual annotation studgwstiowed that a small
fraction of the translated words keep its subjectivity eftanslation.

The second method is the corpus-based approach where th&agathcorpus in
the target language is built using projection from the sedanguage. Then Machine
learning classifiers are trained on the labeled data. Therarpntal results obtained
in applying this method show that generally machine leaymiiassifiers outperform
the rule-based classifier.

To overcome challenges met in cases where no bilinguabdiaty or parallel cor-
pora are available, Banea et al.[11] extend the workin [38kmmploying multiple
ways to perform automatic translation from English. Thikasically done to generate
resources in the new language using English resources. démgned three experi-
ments to evaluate whether automatic translation is a goalddo generating new re-
sources. The first and second types of experiments are danarsjating the training
source into the target language. In the first experimentirtiring data is manually
annotated. In the second one, opinion finder classifierssae 0 annotate the corpus
when the annotation done is in the sentence level. The a@ztaisults show that the
automatic annotated corpus is working better than the nigrarmotated corpus. This
suggests that the clues used by researchers to annotatgahmight be lost during the
translation process while the clues used by classifiersgedauring this process. In
the third experiment, the target language is translateml timt source language then
the opinion finder tool is used to label the sentences. Faligthat, the sentences are
projected back to the target language. Finally, the classsitrained. The authors
evaluate the MT methods used for Romanian and Spanish. tRefdw that man-
ually or automated labeled data are sufficient to build tdotssubjectivity analysis
in the new language. Furthermore, the results show comigaresults to manually
translated corpora.

MT has also been used to generate resources$, in_[40, 41]egda@ipora for seven
languages of sentiment towards entities are built. Spadificthe Gold standard sen-
timent data is built in English then projected into otherdaages (Czech, French,
German, Hungarian, Italian, and Spanish). Here, a genedsdianple sentiment com-
puting method has been used by counting the number of siifgetords within the
window for a given entity[[41]. The resources used were segtit dictionary avail-
able into 15 languages [40]. Negation is handled by addirgetth sentiment score
of negated words (the sentiment score of each word is betvéeamd 5).



Importantly, this system is language-independent becaupends only on the
lexicons. The system employing the golden standard datexathaccuracy rates from
66% (Italian) to 74% for (English and Czech).

As in [11], MT is used to translate English lexicon (a prodatmerging Senti-
Word English lexicon[[19] and Subjectivity Word List [49])to Bengali [14]. Das
and Bandyopadhyay [14] used machine learning classifigtrsmany features such as
part of speech tagging and chunking to divide each documémbieginning, interme-
diate, and end. Each sentence is then given a feature imgjcghether it belongs to
the beginning, intermediate or end. They also used lexicores as features to give
subjectivity scores of the word, stemming, frequency, fimsiof subjectivity clue in
the document, the title of the document, the first paragrapltlae last two sentences.
The overall accuracy rate of the system is found to be 76.0&X%igion rate (PR) and
83.33% recall rate (RR) for MPQA data set[49], and 79,90 (&R) 86,55 (RR) for
IMDP corpus, and 72.16% (PR) and 76.00% (RR) for Bengali Newvpus and 74.6%
(PR) and 80.4% (RR) for Blog corpus.

To recap, in this section different methods for using MT tddsubjectivity and
sentiment systems were reviewed. The main issues that ethi@rthe experimentation
of MT have also been highlighted. In the next section, theham@s$ done to improve
machine translation SSA systems will be reviewed.

3.2 Improving Machine Translation-based Systems

Two methods have been built to improve machine translatih §/stems. Mainly this
section describes the co-trainirig [46] and the structuvalesponding learnind [47]
methods.

3.2.1 Co-training Method

In [46], Wan introduces the co-training algorithm to overeothe problem of low
performance of MT methods used in [25]. The proposed caitrgiframework uses
unlabeled data in the training process. Specifically, thg@ining method manipulates
two views for learning, the source language view as well agdinget language view.
Here, two separate classifiers are trained on labeled datafpo the source language
and the other for the target one. Using of unlabeled data safier having the two
classifiers. This is done by adding the most confident samplése labeled set on
each view if the two classifiers agree. Then, the classifiersedrained. The outcome
would be two different classifiers. The prediction of thetsaent will be based upon
the score of the two classifiers (e.g average of the scoréediio classifiers).

The obtained experimental results show that the co-trgiaigorithm outperforms
the inductive and transductive classifiers|[46]. This fraumek was tested on sentiment
classification for Chinese reviews. The features used aggams and bigrams. The
term-frequency is used to weight the features which work&gbéhan tf-idf in their
empirical experiments.



3.2.2 The Structural Corresponding Learning Method

In [47], researchers try to overcome the noise coming fromrivethods used in [28]
by using structural corresponding learning (SCL) to findredldmportant features in
the two languages. SCL is used for domain adaptations. Heseauthors suggest
that the sentiment classification of the cross-lingual ddad considered as a domain
adaption problem. To use SCL, the first step is to find the spivot features. These
features/words have the same manner on the source and le@mgetge (e.g “very
good” and “perfect”).

SCL works as follows: First, it starts by generating the viagggl matrix based on
the co-occurrence between pivot features and ordinaryrfesit Second, singular vec-
tor decompression is used to select the top eigenvectarrfsato create the mapping
matrix from original domain to lower dimension domain. Thithe mapping matrix
will be used with the new features in the new language/dortmitnain the classi-
fier. The authors kept only the pivot features on the traimsigirocess and then used
weighted matrix from source language in addition to usirg rtlew translated pivot
features to train the classifier. For the selection of thetpisome words are selected
according to their occurrence. Following that these wdedsiires are ranked accord-
ing to their conditional probabilities that are computediom labeled data.

Importantly, an evaluation of the SCL is done for the sama dat used o [46] The
results show that SCL outperforms the co-training [46] imtgof F-measure (reported
to be 85% in this case).

3.3 Graph Methods for Translating Sentiment

In addition to using MT for translating and transferring se@nt from one language to
another, Graph methods have been used. Scheible etlal9]a&&s the graph-based
approach to transfer sentiment from English to German. Tudygraphs containing
two types of relations (coordinations and adjective-nowdifications). They specif-
ically chose these types of relations as they contain cloesdntiment. The graph
contains adjectives and nouns as nodes and relations issegied by edges. They
built two graphs one for English and the other for German. dmgute sentiment
of the target language, SimRank algorithm is used. SimRankpttes the similar-
ity between nodes in the two graphs. SimRank algorithm igenative process that
measures the similarity between all nodes in the graph. SitklRssumes that the two
nodes are similar if their neighbors are similar. Similakietween two nodes a and b
are described by equatidd 2

sim(i, j) 2)

v
S’Lm((l,b) |N(a)||N(b)| EN(;
i a),,jEN(b)

WhereN (a) is the neighborhood group efandwv is a weighted vector to determine
the effect of distance of neighbors@find initially thesim(a, a) = 1.

In this method, the bi-lingual lexicon is used to get the seleétween the two
graphs. The experiments are done on English and Germamwonsisi Wikipedia. The
results show that this method works better than the Sem@migntation with Point-
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Wise Mutual Information (SO-PMI). One problem of SimRankhat the words with
high sentiment score are not the exact translation but treegemantically related.

Another graph method based on link analysis and bilinguaiatiary is proposed
in [24] to create a sentiment lexicon in the target languaglee English sentiment
lexicon and link analysis algorithm are used to refine th&iranscores of lexicons in
both the source and target languages. In order to creatdiesenlexicon in Korean,
kim et al. proposed a three-step method: (1) translatingtiggish lexicon into Korean
(or any target language) using bi-lingual dictionary, @jning the translated lexicon
using link analysis algorithm, and (3) normalizing the gment scores for the lexicon
items.

Here, as with any translated lexicon, the main difficultyhiattmany words would
lose their subjectivity meaning in translatidn [28]. [n 28 previously explained,
Mihalcea et al. used a simple heuristic based on the frequaribe word by using the
first sense to overcome the challenge of translation. Invaig they make use of an
attribute of the bilingual dictionary in which word trangtas are ordered by the most
frequently used then the less frequently used.

Kim et al. employ four types of heuristics to overcome thisitation. The first
heuristic is using the First Type is the First Word(FW) whisign the sentiment
score for the English word to only the first word of the first sen While this type
of heuristic filter uncertain words, it makes the transldéitcon smaller. The second
type is reemployment of a technique usedin [28] which asigisentiment of English
word to all words of the first sense. The third type (All Sena8)) is to assign the
sentiment score of the English words to all the translatecdsvavhich generate the
maximum number of the words in the target language but wih teliability. The last
type of heuristic is Sense Rank in which the sentiment saaréhe translated words
is assigned according to their rank. Here, the words withéigense rank will have
higher score. The link analysis algorithm is used to refiegr#imk of the entities in the
two lexicons ( English and the target language’s).

In [24], Kim et al., created a bipartite graph where therenaresets of vertices, one
setis for the source language (English) and the other setikéd target language words
(Korean). In this graph the edges go in either one of two timas (Korean words
and their English counterparts or English words and thenekn counterparts). HITS
algorithm is used to rank the vertices on the graph. To emglaiher, HITS has two
types of nodes Hubs and Authorities. Hubs are the nodes ctethi® many Authority
nodes while the Authority is a node connected to many Hubrdier to refine the
score of the Korean lexicon, the sentiment score of eachi&ngbde is considered
as equivalent to its hubness and the authority of the Koreate ris considered as
equivalent to as its connectness to the nodes with high esbngquationg]3 arld 4
describe how the authority of the Korean words and hubs ferghglish words are

computed[[24].

Auth(wy) = (1 —a) x e, + « Z Hub(s) (3)
s€T (wy)

Hub(ws) = (1 — ) xes + Z Auth(t) 4)
teT (ws)
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whena is damping factor for the Korean ands damping factor for English and, ¢,
are the initial scores for Korean and English nodes&fd;) is the set of the translated
words fori.

After refining the sentiment score for the Korean lexicoryatipn[3 and 4 could
be used to refine the source lexicon (the English lexiconjdmgiclering English words
as authorities and Koreans words as hubs. After refininggthlkeimg of the words of the
lexicons, the next step would be normalizing the sentimeatesto get 1 as a product
of the summation of the negative, positive and neutral sebeach word.

To evaluate the translated lexicon, the- normalized K endallTdistance equa-
tion[d is used. This distance measure computes the distateedn the two ordered
lists: Nt 124N

i * IV
T= N (5)
whereN; is the number of discordant pairs aid is the number of the ordered pair
in the first list (source lexicon - original list) and tied inet predicted list whileV is
the total number of ordered pairs in the original list. Theutes show that the heuristic
of translating reliable words has lowdistance while the heuristic of translating many
words (less reliable words) had largdistance.

To summarize, in this section we looked at different methbdsgenerate lexicons
and resources into different languages(English not ired)ity using machine transla-
tion techniques. Also, methods to improve the output of nreetranslation techniques
have been represented.The next section will explore soriesentiment/subjectivity
analysis systems built specifically to analyze single laggs other than English.

4 Monolingual Subjectivity and Sentiment Methods

Here, the sentiment/subjectivity analysis systems desigpecifically for single lan-
guages other than English are reviewed. The systems redieare are done for Chi-
nese, Urdu, Spanish, German, and French.

4.1 Chinese

Zhang et al.[[52] proposed a sentiment analysis system fimeGh depending on rule-
based system with no-annotation cost for Chinese artinl@suiltiple domains. Their
approach is based on using the sentiment lexicon and thaaimstructure of each
sentence. Their method consists of two main steps: Thet#siscomputing the sen-
timent of the sentences. The second step is aggregatingtitienent of the sentences
to get the score of the sentiment of the document sentiment.

The sentiment of the document has been defined using ed8@ation

Sp = Zp(si) * W, (6)

where DocumenD = {515...5, } andW; represent the importance of the sentence
in the document ang(S;) is the polarity of the sentence asgy, is the sentiment of
the document.
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Table 1: Summary of different Sentiment Systems.

| Methodology [ Pros | Cons | Sub/Sent | SSALevel | Examples
- Optimize feature selection
Weighted En-| - Achieved high accuracy - High Computa-| Sentiment Document i)
tropy Genetic| with multi languages tional Cost
Algorithms - Language independent
(EWGA)
- Language independent .
Feature Subq _ Can leverage different - EWGA outperform| Sentiment Document [51]
sumption weighting techniques Feature Subsumption
- Can extract sentiment phrases in
Local Grammer| any language for financial domain -  No  sentiment| Sentiment Phrase [8l9]
Methods - Obtain high accuracy in classification, only
financial domain extract sentimen
phrases
Positional Feaq _ : - High Computa-| Subjectivity | Sentence [34]
tures Language independent tional Cost
Machine Transla{ _ Simple - Translation may| Sentiment \p,)vr?rrgse [10,15[45]
tion - Flexible affect the sentiment Subjeciivity document ’
meaning of a word of
phrase.
. . Sentiment
Machine Trans- - Automate the generation of lex|-- Not accurate as g piectivity | Word/phrase [11[14[28.409]
lation as  a| cons and dictionaries in multi lan- manual labeling ) Y
Resource Gener guages
ator
- - Use unlabeled data - Need labeled .
Co-Training - Use two view learning data to train Sentiment Document [46]
initial classifiers
- Outperform co-training
- Formulate cros-langual - Need to decide .
SCL as cross-domain problem about pivot features Sentiment Document [47]
- Reduce noisy coming from MT|
Graph Methods - Used to transfer sentiment - Need bi lingual lex-| Sentiment Document [38,39]
from lang. to another icon for seed nodes
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Here, the objective sentence are excluded by scanning thertant for subjectiv-
ity sentences only using the occurrence of the subjectivelsvaHowNet, a bilingual
English-Chinese Lexicon, provides a dictionary of Chingglejective words contains
3,730 positive words, 3.116 negative words, 836 positifectie words (e.g., love),
1.254 negative affective words (e.g., sad) and 219 degne=rlade.g., very). HowNet
also provides the quantify of the degree adverb. To comaeolarity of each sen-
tence, the researchers depend on computing the modifiedtpaithe words.

Generally, polarity of words could be divided into threedgp The first type is
prior polarity which represents the general polarity of therd. The second type is
the modified polarity which represents the polarity of thedgbased on the modifiers
surrounding the word such as negations and degree advetiss.third type is the
dynamic polarity which represents the context polaritg(eUnpredictable camera Vs.
Unpredictable movie). Dynamic polarity is topic and doma@épendent.

Zhang et al. also, proposed a heuristic based on some ltiiguites considering
two factors:The relation between the word and its childrethe dependency tree and
the type of children negation or modifiers used in order to pot® the modified polar-
ity of each word. Polarity of a sentence is determined bywtating the polarity of the
root in the dependency tree of the sentence in a recursivaenan

The second step to be performed in the system is to aggrégasentiment of the
sentences to compute the sentiment of the document as a.whole

The five independent domain features used for measuringrtpertance of the
sentence are:

e Position of the sentendewhich is computed using

1
min(i, N —i+1)

(7)

where N is the number of sentences in the document. This gives thialini
sentences and the last sentences in the document highdrtwélgs is mainly
because these sentences are thematic sentences and tlegsaded as the most
important sentences in the document.

e The Term-Weight which enables the determination of the ingmze of sen-
tences containing important terms. The tflikf 8 “ term freqey - Inverse sen-
tence frequency” which is the same as the tf-idf but workimgtioe sentence

level. N
tf_isf:th(t,s)*zogW (8)
tes

e The similarity between the sentence and the headline usisige similarity.
e The occurrence of keywords in the sentence.

e The first-person mode which is a binary feature indicatintpé sentence con-
tains the first person pronoun or not.
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The importance of the sentence is computed using equdtion 9

5

Z \F; 9)

i=1

where),; is the weight of the feature and tl#€ is the score of the feature.

In [52], the system is evaluated using two different data.sEhe first data set con-
sists of 851 articles about euthanasia related discussiltected from various web
sites. This data set is manually reviewed and annotatedrpasitive and negative
labels. It contains 502 positive articles and 349 negatitieles. The second data
set is AmazonCN. It contains 458.522 reviews for six difféneroducts(books, mu-
sic, movies, electrical appliances, digital products amaera). The data set contains
310.390 negative articles vs. 29.540 negative articles.

They reported an average accuracy rate for all data sets.88%6The proposed
rule-based method has been compared to three standardnmdehining methods
(SVM, NB and Decision trees) whose accuracy rates were 76,88.1% and 65.87%,
respectively. This means that the rule based method signtficoutperforms NB and
Decision trees(R< 0.001) This also means that there was not significant differe
between the rule based method and the SVM (P=0.582).

Here, ML methods are trained using different feature sets.,(dag of words,
words/POS and appraisal features). Appraisal featuresistoof a triplet of subjec-
tive words, modifiers and negated forms.

Another method for Chinese sentiment analysis is propas¢s3] where Zhang
et al. use SVM with kernel methods to classify Chinese resieWhey used “bag
of words” and “appraisal phrase” as training features. Aggal phrase indicates the
feeling towards objects. Appraisal phrases are extractgdjiHowNet lexicon. They
evaluated the method using AmazonCN review data set. Iiaddd using SVM with
string kernels, they used Naive Bayes Multinomial and Deni3ree. They found out
that the best accuracy rate is obtained when using the bagrfsvand the appraisal
phrase features using Information Gain as a feature sefectethod and SVM (with
string kernels) as a classifier.

4.2 Urdu

A Sentiment Analysis system is proposed for Urdulin| [43]. sTeystem has very
special characteristics related to the language itselfrda I3 written from right to left.
Also, Urdu Orthography is context sensitive and word bouiedaare not determined
by space. One word may contain space and two different woidhtrbe written
without space. Udru has a complex morphology as it contaiitsctions, derivations,
compounding and duplications. For example, plural fororais determined by many
different ways.

In [43], Sayed et. al propose a system based on SentiUnitolexvhich is gen-
erated specifically for Urdu. SentiUnits has two types ogatiyes, a single adjective
phrase as well as multiple adjective phrase. Each unit iniQeits can be described
by five attributes (Adjective, modifier, Orientation, Ingéy, Polarity and Negation).
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Urdu adjectives can be divided into two types, one for dégugithe quality and quan-

tity while the other is for describing people and could bedtd into marked adjectives.
These adjectives can either be inflected or unmarked as th@yiginally Persian loan

words. Modifiers are divided into absolute, comparative sungkrlative. Here, Sayed
et al. used SentiUnits to build the classifier for Urdu textte Bystem consists of three
main steps (Preprocessing, Shallow Parsing and Clas&fiaPreprocessing is used
to prepare the text by processing HTML and applying word sagation techniques.

Shallow parsing is used to extract entities (senti-ungsyall as negation. Classifica-
tion is done by computing the sentiment of the sentence bypeoimg the extracted

senti-unit obtained in the Shallow Parsing step and thedtexi Sayed et al. evaluated
the system using two different domains (Movies and Prodoetpus). This corpus

consists of 435 movie reviews and 318 product reviews. Thpgnted and accuracy
rate of 72 % on Movie Reviews and 78% on Products reviews.

4.3 Spanish

A semantic orientation calculator (SO-CAL) designed faalgtming Spanish sentiment
analysis is used ir [13]. Brooke et dl. [13] used lexicalidizaries where each word
has a score in a range of -5 and 5. They use shifting to handkina. They shifted
the value of the score of negated word by 4 (added toward tg@aprFor intensifiers,
each intensifier was assigned a value. The score of the aecgimg words to the
intensifier is multiplied by the intensifier’s value to geethsentiment score. It was
observed that there is a bias towards the negative in lekasdd sentiment classifier.
In order to avoid this bias, the authors added a fixed valubedihal score of each
negative expression.

Three different ways are used for building the Spanishaletty: (1) using auto-
mated translation for English dictionary using bi-lingdadtionary (www.spanishdict.com)
and Google Translate, (2) modifying the translated listenfibi-lingual dictionaries
manually, and (3) building dictionaries from scratch mdlyua

The manually created dictionary includes a vast amount fafrimal and slang
words if compared to the automated ones while the automatesl contain more for-
mal words. That is why manually built dictionaries was cdesed advantageous if
compared to outperform the automated ones.

In evaluation, the SO-CAL method outperforms the SVM cléssirained on uni-
gram. The authors show that in spite of the fact that traieslatf corpus and resources
causes a loss of some information, it is a good baseline. @lseynoted that the best
way for long term sentiment analysis is the incorporatiohariguage-specific knowl-
edge and resources. Vilares et aP] gpply lexical based approach on social media to
analysis Spanish political tweets. They enrich SentigiteSpanish dictionary which
contained 1,409 subjective terms mainly obtained fré?h Then, the improved dic-
tionary is used to analyze tweets about the main politicalgmof Spain.

4.4 German

In [35], Remus et al. built a SentimentWortschatz(SentiW&jch is an important
resource for German. SentiWS is a publicly available Germneanurce for sentiment
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analysis . It contains 16,406 positive and 16,328 negatorelfiorms coming from 650
negative and 1,818 positive words. Each word has a POS anigjatee score between
-1 and 1. The authors build this lexicon using three differesources:(1) General
Inquirer [42], (2) Co-occurrence analysis and (3) Germalio€ation Dictionary. To
calculate polarity weighting, point-wise mutual infornaat is used 0.

PW ) = S loga( LU0y - § g, 2D 10
)= 2 oy ~ 2 ) 4o
where P is a seed of positive words and N is seed of negativeswor

During the evaluation of SentiWs against a data set congigif 480 sentences
annotated by two humans for each adj, adv, noun and verb isethience, it achieved
96% precision, 74% recall and 84% F-measure.

4.5 French

A sentiment supervised classification system is propose&ifench movie reviews
in [21]. Ghorbel et al., use SVM classifier. They used threeesyof features (lexi-
cal, morpho-syntactic and semantic features). For lef@slures, Unigrams are used.
A stop word list is used to improve the unigram performanc&@nch contains a
lot of stop words(e.qg., je, la, me, de, aux). Grouping allectiéd forms of words (i.e.,
Lemmatization) is used to reduce the number of unigramaifest While unigrams are
used as lexical features, the POS tags (a morpho-syntaetigre) are used to enrich
unigrams with morpho-syntactic information to solve didéguation and to enable
handling negation. SentiWordNet is used here as an extersailirce for the semantic
feature. Specifically, SentiwordNet has been used to m#mBrench words to English
words in order to compute the polarity of words. When evadathe system achieved
around 93.25% accuracy rate using a combination of the tiypess of features men-
tioned above. The common type of errors of classificatioreveaused by misspelling,
neutral, mixed reviews, Ironic expressions and trangiagiwors.

5 Arabic Subjectivity/Sentiment Analysis

In this section, almost all the work done on Arabic is covetddre, a synopsis about
Arabic (e.g., the countries where it is spoken, the numbeérabic speakers) is pro-
vided. Following that, the available resources on Arabittisgent analysis are intro-
duced. Finally, the Arabic subjectivity and sentiment szl methods are reviewed.

5.1 Arabic Language

Arabic is the official language of 22 Arab countries. There imore than 300 million

native speakers of Arabic. The growth rate (i.e., 2,501 @P#yabic Internet users was

ranked the fastestin 2010 by Internetworldstats (httpuldwinternetworldstats.com/stats7.htm)
comparedto 1,825.8 % growth rate for Russian, 1,478.7 %liaré€Se and 301.4 % for

English. Arabic users represent 18.8% (more than 65 millsers) of Interent users.

17



The Arabic language is a collection of different variantsewéhthere is only one
formal written standard variety in the media and educatioough the Arab world22].
This variant is called Modern Standard Arabic (MSA), whiteers are called Arabic
dialects. There is a high degree of difference between MSPaabic dialects. One
interesting fact is that the MSA is none of any Arab’s nataeduages.

MSA is the official language of the Arab world and it is synteally, morpholog-
ically, and phonologically based on Classical Arabic (CA3][ Classical Arab is the
language of the Qur’an (Islam’s Holy Book). While Arabic léiets are true native lan-
guage forms, they are used in informal daily communicatiwhtaey are not taught in
schools or standardized [22]. In contrast to Dialects, MSAsually written not spo-
ken language. Arabic dialects are poorly related to Clasgicabic. There are many
Arabic dialects and they are different in many aspects, ingjaography and social
classes. One way for dividing Arab dialects is based on tlhg@ghic aspect [22] as
follow:

e The most common dialect is Egyptian Arabic, which covers Nile valley
(Egypt and Sudan)

e Levantine Arabic covers the dialects of Syria, Lebanongddoy Palestine and
Israel.

e Gulf Arabic includes the dialects of Gulf countries (Unit&hb Emirates, Saudi
Arabia, etc.).

e Maghrebi (North African) Arabic which cover dialects of Adga, Tunisia, and
Morocco.

e lIragi Arabic covers Iraq and combines elements of LevargmGulf dialects.

e Yemenite Arabic.

Each dialects group are completely homogeneous lingaiktic

Arabic is a semitic languagg [44] which has a very rich inftewal system and is
considered one of the richest languages in terms of morgl¢&g]. Arabic sentential
forms is divided into two types, nominal and verbal condinrs [20]. In the verbal do-
main, Arabic has two word order patterns (i.e., SubjecttM®bject and Verb-Subject-
Object). In the nominal domain, a normal pattern would cstnsf two consecutive
words, a noun (i.e., subject) then an adjective (subjearisr).

5.2 Resources: Corpora and lexicons

Here, most of the available corpora and lexicons createdifabic language are re-
vised.

Opinion corpus for Arabic (OCA): OCA is an opinion corpus for Arabic with
a parallel English version (EVOCA) [36,37]. Rushdi-Sal¢lale extracted the OCA
corpus from different movie-review web sites. It consist$00 reviews, which are
divided equally into two parts: 1) positive reviews, and 2yative reviews. There are
some issues related to the design and application of theusorp
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e Non-related comments (i.e, People might be giving commemt$ings not re-
lated to the movie or they may be commenting on previous tisea

e Romanization of Arabic is another problem. English chamecare commonly
used to write Arabic words. Such practice results in the gares of multiple
versions for every word.

e The web sites used to create the corpus contains commentariy different
languages.

e Each web site has its own rating system. Some reviews aré iate range
between 1 and 10, others have a rating range from 1 to 5, dhaltlsérs have a
binary rating of bad or good.

e Culture and political emotions play an important role inrrgs. For instance, the
“Antichrist” movie has a rating of 6.7 in IMDB, but has a rajiof 1 in reviews
of the Arabic blog

e Arabic speaking participants use different ways to repgwitame of movies and
actors in reviews. While they sometimes keep the Engliskiopr they use the
Arabic version of the names at other times.

Generating the OCA corpus is a three-step process: 1) Ressing, 2) Review-
ing, and 3) Generatinij-grams. To illustrate, in the Preprocessing stage, the HTML
page is prepared by removing HTML tags, correcting spelfiristakes, and deleting
special characters. The Review process consists of tdkgnénd stemming words,
filtering stop words and tokens of length3. Finally, generate unigrams, bigrams, and
trigrams are generated. The same process is adopted tageBEMOCA.

MPQA subjective lexicon & Arabic opinion holder corpus: Another corpus for
Arabic opinion holder and subjectivity lexicon is propodgdElaranoty et al.[[17].
The authors crawled 150 MB of Arabic news and manually artadtd MB (avail-
able at - http://altec-center.org/) of the corpus for opiniholder. The opinion holder
corpus was annotated by three different persons. Any comdiieerging because of
different annotations was solved using majority votingr prepossessing the corpus
Research and Development International (RDI) tool (htsputv.rdi-eg.com) was used
to handle the morphological analysis of Arabic sentenceksaasign parts of speech
(POS) tags. Finally, semantic analysis of the words wereeddmabic Named Entity
Recognition (ANER)[[2] was used for extracting names froncudnents. The pro-
posed Arabic subjectivity lexicon contains strong as welheak subjective clues by
manually translating the MPQA lexicon [50].

Arabic Lexicon for Business Reviews:A sentiment lexicon for Arabic business
review was proposed by Elhawary and Elfeky][18]. The authused the similarity
graph to build an Arabic lexicon. The similarity graph is peyof graph where the two
words or phrases would have an edge if they are similar orripotar meaning. The
weight of the edge represents the degree of similarity bevi@o nodes. Usually, this
graph is built in an unsupervised manner based on lexicalcooirence from large
Web corpora. Here, the researchers initially used a smadifsseeds then performed
label propagation on an Arabic similarity graph. For builglthe Arabic similarity
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graph, a list of seeds (600,900,100) for (positive, negadivd neutral) are used. The
Arabic lexicon created from the similarity graph consistaveo columns where the
first column is the word or phrase and the second column reptéle score of the
word which is the sum of the scores of all edges connecteddmtide (word/phrase).
They applied filtering rules to avoid both the sparsenesiseiiaita and garbage nodes.
Garbage nodes caused the top 200 positive words to be na+po3hey removed
nodes with a high number of weighted edges and kept the 2&atdged synonyms of
the word. The top 25 synonyms of positive words are 90% mesifi his ratio became
50-60% when considering all synonyms. The sentiment of évéew is computed
based on the sentiment of the sentences. That is, the sertienodary detection is
used, and negation is also used, to flip the sentiment samredositive to negative and
vice versa. There are around 20 Arabic words for negationteédees greater than 120
character (i.e., long distance) are neglected. The reshiite that the created Arabic
lexicon has high precision but has low recall.

Another subjectivity lexicon is proposed by El-Haleks| [1&his lexicon is built
manually based on two resources, the SentiStrength prajecan online dictionary.
They translated the English list from SentiStrenght priogaa then manually filtered
it. Common Arabic words were added to the lexicon.

AWATIF is another Arabic corpus proposed by Abdul-Mageed a@nab [3[4].
AWATIF is a multiple-genre corpus for MSA subjectivity anetgiment analysis. AWATIF
is extracted from three different resources: The first resois Penn Arabic Treebank
(PATB) part 1 version 3. They used around 54.5% from (PATB) WBich represents
400 documents. These documents are a collection of newsstarees from differ-
ent domains (e.g., economic, sports, politics). The secesource used is Wikipedia
Talk Pages (WTP). They collected around 5,342 sentences 3talk page cover-
ing topics from politically and social domains. The 30 pagese selected from a
larger pool of 3,000 talk pages. The third resource is froevifeb Forum (WF) genre
and comprises 2,532 conversation threads from sevenaddiffereb forums. They also
used different conditions to annotate the corpus using fweg of annotation, sim-
ple (SIMP) and linguistically-motivated and genre-nua{t&). In SIMP, they intro-
duced simple information to annotators such as example®sifiye, negative, and
neutral sentence. The required task was to label each sentath one of the tags
from the se{ POSITIVE, NEGATIVE, NEUTRALIn the LG type, they introduced a
linguistic background for annotators and explained thenoaa of the genre for each
data. Also, Abdul-Mageed and Diab manually created an &dgpolarity lexicon of
3,982 adjectives where each adjective has a tag from thgP€eSITIVE, NEGATIVE,
NEUTRAL.

5.3 Subjectivity and Sentiment Systems and Methods for Araic

Here,the different methods applied to Arabic are discusfg&I[37] build machine
learning classifiers exploiting both the OCA and EVOCA cago They use both
SVMs and an NB classifier and report 9@%4measure on OCA and 86.9% on EVOCA
using SVMs. The point out that SVMs outperform the NB classifivhich is com-
mon in text classification tasksl._[37]'s results show that¢hs no difference between
using term frequency (tf) and term frequency-inverse daeninfrequency (tf-idf) as
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weighting schemes.

Different approaches for extracting the opinion holder maldic are proposed in[17].
Their approach is based on both pattern matching and matg@ngng. They extract
three different types of opinion holders. The First type pinion holder is opinion
holder for speech events, which is defined as a subjectivensémt said directly by
someone or claimed to be said by someone. In this way, thepio@the direct speech
event and indirect speech event in this type. The seconddfyppinion holder is de-
fined as related to an opinion holder that expresses serttim&ards certain opinion
subject. The third type is defined as related to expressibgsiive elements (e.g.,
emotions, sarcasm) expressed implicitly. Definitely thedttype is the hardest type
to extract because it depends on the meaning of the wordsrrdtan the structures.
The first approacH [17] use to extract opinion holders is thase pattern matching.
They manually extract 43 patterns where the morphologid&dtions of the words
are neglected. Examples of these patterns are “ Ahdlder> expressed his objec-
tion about ....” Another example is “ And adddholder>...."” A pattern-based opinion
holder classifier is built using the extracted patterns. fbHewing rule as to extracting
an opinion holder are followed: The opinion holder is reteie if it contains a subjec-
tive statement or a named entity and its containing statemetassified as objective
or subjective using a high-precision classifier.

While the first approach is based on pattern matching, thenseand third ap-
proaches are based on machine learning. Authors formuakatginion holder problem
as a classification problem where each word in the corpuassified as “Begining of
a holder (B-holder)”, “Inside a holder (I-holder)” or “Norolder”. A conditional ran-
dom field (CRF) probabilistic discriminative model is used €lassification. Authors
build the CRF classifier based on a set of lexical, morphellgand semantic features.
Pattern matching is used as a source for additional feafoirésining the classifier in
the third approach. Syntactic features are not used becfadack of a robust general
Arabic parser. The lexical features used are the focus visetf and window of size 3
around it (i.e., previous and next three words). The secgpel¢f features, i.e., seman-
tic field features, are generated by grouping the semalytiedhted words and giving
them the same probability. In that way the handling of a migsiord of the group in
training data will not affect the performance if any word bétgroup appeared in the
test data. The third feature type used is POS Tags genenated RDI morphological
analyzer. The set of tags generated by the RDI analyzerisegtto a small set of tags
and this small set are used as features. In addition, baasgbhunk and named entity
recognition features are used. Finally, a feature basetierp matching is used such
that it is detected whether any word is part of the patternisaeted manually in the
first approach or not.

Experimental results on the Arabic Opining Holder corpusvstthat machine
learning approaches based on CRF achieve better resuittihaattern matching ap-
proach. The authors report 85.52% precision, 39.49% readl 54.03%--measure.
Authors justify the performance degradation of the systgmsthting that it is due to
the lower performance of Arabic NLP tools compared to thdsermlish as well as
the absence of a lexical parser.

Another system for Arabic sentiment analysis is proposeglbawary and Elfeky [18].
Their system is designed to mine Arabic business reviewgy Tiied to provide the
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Google search engine with annotated documents containengentiment score. The
system has several components. The first component classifiether an Internet
page is a review or not. For this component, they extend dmourse multi-label clas-
sifier to work for Arabic such that its task is to assign a tagrfrthe set{ REVIEW,
FORUM, BLOG, NEWS and SHOPPING STQR&a document. To build an Arabic
review classifier data set, 2000 URLs are collected and niame 40% of them are
found to be reviews. This data set is collected by searctiagMeb using keywords
that usually exist in reviews e.g ” the camera is very bad”thus translate the lists
of keywords collected and add to them a list of Arabic keyvgaittht usually appear
in the opinionated Arabic text. The final list contained 156atures and was used
to build an AdaBoost classifier. The data is broken down ift&8&raining and 20%
testing. After a document is classified for belonging to thalAc review class or lack
thereof, a second component of the system is used. The seocamabnent analyzes
the document for sentiment. They build an Arabic lexicoreldasn a similarity graph
for use with the sentiment component. The final componerti@gystem is designed
to provide the search engine with the snapshot of the sentismre assigned to a
document during the search.

A combined classification approach is proposed by El-Ha&&kfor document
level sentiment classification. He applied different dfées in a sequence manner.
A lexicon based classifier is used during a first stage. Thigdos based classifier
identifies the sentiment of a document based on an aggregstadl the opinion words
and phrases in the document.

Due to the lack of enough opinion words in some documents,nbi possible to
classify all documents using the lexicon based classifigcléssified documents from
first classifier are used as the training set for the nextifisthat is based on Max-
imum Entropy. The Maximum Entropy classifier is used to cotapghe probability
that the document belongs to a certain sentiment classe [ithbability is greater than
a threshold of 0.75, then the document is assigned a cldssyose the document is
passed to the next stage. The next classifier for the finat $sagk-nearest neighbors
(KNN) classifier is used to find k nearest neighbors for thenmetated document using
the training set coming from the previous two classifiers.

The corpus they use for evaluation consist of 1134 colleftenh different do-
mains (e.g., education, politics, and sports) and has 68fiywdocuments (with 4375
positive sentences) and 508 negative documents (with 4&d8&tive sentences). Pre-
processing is applied to document HTML tags and non-texdolafents are removed.
Alphabets are normalized and some misspelled words areated. Sentences are to-
kenized, stop words are removed, and an Arabic light stenisnesed for stemming
the words, and'F-IDF is used for term weighting. [ [16] report 81.70%measure
averaged over all domains for positive documents and 78 B9f&asure for negative
documents. The bestmeasure is obtained in the education domain (85.57% for the
positive class and 82.86% for the negative class).

Another system for Arabic sentence level classificationrigppsed by Farra et
al. [20], where two different approaches (a syntactic an@&raastic approach) for
sentence classification are adopted. The grammatical agiparoposed by Farra et
al. [20], is based on Arabic grammatical structure and comdbthe verbal and nom-
inal sentence structures in one general form based on theoidactor/action. In this
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approach, the subjects in verbal and nominal sentencestars and verbs are actions.
They manually label Action/Actors tags to sentence stmestand used such tags as
features. Their feature vector constitutes the followiBgntence Type, Actor, Action,
Object, Type of Noun, Adjective, type of pronoun and nourgngition , word polar-

ity and Sentence classentence typgeatures determine the type of the sentence (i.e.,
Verbal or Nominal), the@ransitionfeature determines the type of the word which link
the current sentence with the previous sentencewtsrd polarity feature determines
the polarity of the word (i.e., positive, negative or nel)tra

The second approach proposed by Farra €t al. [20] combinéscdic and semantic
features by extracting some features like the frequencygsitipe, negative, and neutral
words; the frequency of special characters (e.g., “!");fleguency of emphasis words
(e.g., “really " and “especially”); the frequency of consive and contradiction words;
etc. For extracting the semantics of the words, [20] buildraantic interactive learning
dictionary which stores the semantic polarity of word ramtacted by stemmer.

For evaluation of the grammatical approach, only 29 set®ace annotated man-
ually for POS tags![[20] report 89.3% accuracy using an SVaasifier with 10 fold-
cross validation. Sentences from 44 random documents &k fos evaluating the
semantic and syntactic approach using a J48 decision tassifoér. [20] report 80%
accuracy when the semantic orientation of the words exddsand assigned manually
is used, and 62% when the dictionary is used. Farra et al, ) classified the doc-
uments by using all sentence features and chunking the dadLinto different parts.
They report 87% accuracy rate. with an SVM classifier.

Abdul-Mageed et al. il [316] created sentence level anadtatabic corpora and
built subjectivity and sentiment analysis systems explgithem. In their systems
these authors exploit various types of features, includiimguage independent fea-
tures, Arabic-specific morphological features, and gesprecific features.

Abdul-Mageed et al[]5]6] report efforts for classifying M®ews data at the sen-
tence level for both subjectivity and sentiment. They use@stage SVM classifier,
where a subjectivity classifier is first used to tease apaiestive from objective sen-
tence. In a second stage, subjective sentences are cthgsifigoositive and negative
cases, with an assumption that neural sentences will edreea future system. These
authors make use of two main types of features: ldhguage independeifiéatures
and (2)Arabic-specifideatures. The language independent features inclubterain
feature indicating the domain (e.qg., politics, sports)af locument from which a sen-
tence is derived, aniquefeature where all words with a frequency thresholdofl
is replaced by the token “UNIQUEN-gramfeatures where aM-grams of frequency
threshold of< 4, and anadjectivefeature where adjectives indicating the occurrence
of a polarized adjective based on a pre-developed polasigdn of 3982 entries.

95.52% results are reported using stemming, morpholofgealire and adjective
Results showed that adjective feature is very importamhfiroved the accuracy by
more than 20% and unique and domain features are helpful.

[7] present SAMAR, an SVM-based system for Subjectivity Sedtiment Analy-
sis (SSA) for Arabic social media genres. They tackle a nurabeesearch questions,
including how to best represent lexical information, wegtstandard features are use-
ful, how to treat Arabic dialects, and, whether genre spe&#fatures have a measur-
able impact on performance. The authors exploit data fraim $ocial media genres:
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Wikipedia Talk Pages, Web forums, chat, and Twitter tweEke data is in both MSA
and dialectal Arabic. These authors break down their data80% training, 10%
development, and 10% testing and exploit standard SSAresaf(e.g., the “unique”
feature, a wide coverage polarity lexicon), social and gdeatures (e.g., the gender
of a user), and a binary feature indicating whether a seetenim MSA or dialectal
Arabic. They are able to significantly beat their majoritgsd baselines with most data
sets and results suggest that they need individualizedisotufor each domain and
task, but that lemmatization is a feature in all the best aggines.

Table[2 summarizes the SSA systems which are described.above

6 Conclusion

This paper surveyed different methods for building sentinamalysis systems for lan-
guages other than English. Here, it is suggested that theampt method to be fol-
lowed in building a sentiment analysis system should inelitd employment of tools
with language-specific features. While this suggestionhiniige seen as problematic
as it costs a lot to build resources for each language, itdsiibst accurate route to
be followed. Alternatives to this method as previously ekptd would be transfer-
ring the sentiment knowledge from English into the targeglaage or to use language
independent methods.
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