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Abstract
Humanitarian disasters have been on the rise in recent years due to the effects of climate change and socio-political situa-
tions such as the refugee crisis. Technology can be used to best mobilize resources such as food and water in the event of 
a natural disaster, by semi-automatically flagging tweets and short messages as indicating an urgent need. The problem is 
challenging not just because of the sparseness of data in the immediate aftermath of a disaster, but because of the varying 
characteristics of disasters in developing countries (making it difficult to train just one system) and the noise and quirks in 
social media. In this paper, we present a robust, low-supervision social media urgency system that adapts to arbitrary crises 
by leveraging both labeled and unlabeled data in an ensemble setting. The system is also able to adapt to new crises where 
an unlabeled background corpus may not be available yet by utilizing a simple and effective transfer learning methodology. 
Experimentally, our transfer learning and low-supervision approaches are found to outperform viable baselines with high 
significance on myriad disaster datasets.
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1  Introduction

The1 United Nations Office for the Coordination of Human 
Affairs (OCHA) reported2 that in 2018, more than 141 mil-
lion people were in need of humanitarian assistance, with 
over 9 billion dollars of unmet requirements. Using tech-
nology to address this shortfall by assisting aid agencies 
and first responders to mobilize and send resources where 
they are needed the most is an important problem with the 
potential for widespread long-lasting social impact (Palen 
and Anderson 2016; Sakaki et al. 2010).

To achieve this goal, the problem of semi-automatic 
urgency detection needs to be solved, especially on short 
message streams like social media that support real-time 
news feeds and micro-updates from citizens on the ground. 
We define an urgent message in the crisis context as one that 
expresses an actionable need that needs to be resolved in a 
short time frame.

Urgency detection is related to the problem of detect-
ing relevant or informative tweets from a stream of tweets, 
not all of which are pertinent to the crisis at hand. Urgency 
detection may be understood to be a very specific version 
of the relevance detection problem. Similar to the lat-
ter, urgency detection also falls in a class of information 
retrieval (IR) problems, which attempt to detect and rank rel-
evant messages and documents. However, there is an added 
dimension to urgency detection, since (as defined above) 
an actionable need, possibly implied, must be expressed in 
the tweet that could potentially be resolved if dealt with in 
a time-sensitive manner. For example, a message such as 
‘Roof collapse in building on Main Street; multiple peo-
ple trapped inside’ may be deemed to be urgent; however, 
messages such as ‘Roof collapse due to storm at midnight; 
all people successfully evacuated’ and ‘Avalanche in Nepal 
caused four deaths’ are relevant and may assist in studying 
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1  This article is an extended version of ‘Low-supervision urgency 
detection and transfer in short crisis messages’ (same authors) pub-
lished in 2019 in the ASONAM conference. Unlike this article, that 
paper did not cover Research Question 2, which presents an algorithm 
for, and empirically investigates, transfer learning techniques for 
urgency detection in the minimally supervised setting.
2  https​://www.unoch​a.org/sites​/unoch​a/files​/WHDT2​018_web_final​
_sprea​d.pdf
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the disaster further (or even mobilizing long-term response) 
but are not particularly urgent, either because it does not 
require immediate action or because the damage has already 
occurred. Informativeness as a broad problem has undergone 
some study (Olteanu et al. 2014) (see also Sect. 2), but to our 
knowledge, urgency as a specific IR area has not received 
the same kind of special attention despite its utility to first 
responders in times of crisis.

Put intuitively, solutions to the urgency detection prob-
lem can be framed in terms of probabilistic binary classi-
fication, a common machine learning paradigm involving 
other related tasks like sentiment analysis (Pang et al. 2008). 
Although urgency detection has some similarity with senti-
ment analysis (both are subjective to a degree, since anno-
tators can, and do, sometimes disagree), the core problem 
is different, since the goal is to flag messages that express 
urgency, which is almost always a negative or panic-ridden 
emotion. However, it can be difficult to distinguish urgency-
related tweets from just negative tweets. We provide an illus-
trative set of real-world examples3 in Table 1.

In this paper, we present practical approaches for crisis-
specific minimally supervised urgency detection on short 
message streams such as Twitter. The presented approaches 
cover two scenarios that often emerge in the real world. In 
the first scenario, a small amount (a few hundred messages) 
of training data labeled as urgent or non-urgent is available, 
along with a copious ‘unlabeled’ background corpus. In the 
second scenario, similar data are available for a ‘source’ 
domain but not for the target domain (expressing a ‘new cri-
sis’) for which the urgency detection needs to be deployed. 
In other words, as messages are streaming in for this new 
domain, investigators label a few samples, but cannot rely on 
the availability of a background corpus since urgency needs 

to be tagged in real time before the crisis has fully subsided. 
To accomplish this challenging goal, our approach relies on 
a simple and robust transfer learning methodology (Pan and 
Yang 2010). Experimental results on three real-world data-
sets and several performance metrics validate our methods. 
To the best of our knowledge, this is the first such paper 
investigating the problem of urgency detection in social 
media, both algorithmically and empirically, for arbitrary 
disasters in low-supervision and transfer learning settings.

The rest of this paper is structured as follows. Section 2 
describes some related work, Sect. 3 specifies our two 
research questions, and Sect. 4 describes our approaches in 
support of answering those questions. Section 5 covers the 
experiments, and Sect. 6 concludes the paper.

2 � Related work

2.1 � Crisis informatics and situational awareness

Crisis informatics is emerging as an important field for both 
data scientists and policy analysts. A good introduction to 
the field was provided in a recent Science policy forum arti-
cle (Palen and Anderson 2016). The field draws on inter-
disciplinary strands of research, especially with respect to 
collecting, processing and analyzing real-world data. Par-
ticularly, social media platforms like Twitter have emerged 
as important channels (‘social sensors’ Sakaki et al. 2010) 
for situational awareness in support of crisis informatics. 
Although situational awareness is a broad notion extending 
beyond crisis informatics (e.g., military situational aware-
ness), urgency detection is a special kind of situational 
awareness that tends to arise mainly in the crisis domain. A 
direct application is to help first responders and aid agencies 
assess needs in crisis-stricken areas and mobilize resources 
effectively (i.e., where needs are most urgent).

Table 1   Urgent and non-urgent examples from three real-world datasets that we describe further in Sect. 5

Dataset Urgent sentences Non-urgent sentences

Nepal Anyone who speaks about Balochistan in provinces other than 
Punjab either ends up dead or missing

Today’s earthquake data for Nepal

EMERGENCY: 4 locals trapped in this rubble INSIDE PAL-
TANGHAR

Wow. ndtv just showed the same Philippines earthquake picture 
and said it’s from Kathmandu on TV.

Macedonia Some people are trapped in the marketplace need help. the streets are filled with fecal and water no water
We re trapped at the national commissioner s house the first 

floor s loaded with the kids have begun scared.
I’m about to walk with bicite but the rain that fell before s been 

blocking the roads that the channels are from the time of the 
rock.

Kerala 8 people no food survivin on dry cornflakes for the last 3 days 
east kadungalloor two families.

I’m from kerala and the situation here is very very bad, thousands 
have lost.

At least 324 people have been killed in flooding and landslides 
in the indian state of while more than 200000

there has been floods in kerala india, more than 70 have lost their 
lives may ‘Make it easy for all.’

3  A description of the datasets, as well as a link to the trained model 
itself, will be provided in Sect. 5.1.
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While the initial primary focus of situational aware-
ness and sensing systems was on earthquakes (Avvenuti 
et al. 2014; Crooks et al. 2013), the focus has diversified in 
recent years to disasters as diverse as floods, fire, and hur-
ricanes (Arthur et al. 2017; Vieweg et al. 2010). We note 
that Twitter is by far the most monitored social media plat-
form during crises (Simon et al. 2015) due to the availability 
of the published data and its real-time nature. Increasingly 
sophisticated approaches have been presented for data col-
lection, including dynamic lexicons (Olteanu et al. 2014) 
and analysis tools like TweetTracker (Kumar et al. 2011).

In the last few years, and even just the last few weeks 
(in the wake of the COVID-19) crisis, a number of impor-
tant works in network science have addressed crises. We 
only cite a few recent papers by way of reference. Recently, 
(Purohit et al. 2020) have described a method to rank and 
group social media requests for emergency services, a work 
that is particularly relevant since the outbreak of COVID-19. 
Recent work in opinion mining (e.g., see Keyvanpour et al. 
2020), especially using lexicons and machine learning in 
social media, is also relevant to our work. Another extremely 
relevant work is a recent article that described a lightweight 
and multilingual framework for crisis information extraction 
from Twitter data (Interdonato et al. 2019). The research 
presented in that paper, though not resolving the problem of 
detecting urgent tweets, is compatible with our own work 
since it presents a relatively unsupervised and lightweight 
paradigm, and uses similar metrics. Other papers have tried 
to look at specific crises, e.g., the work by (Ladner et al. 
2019) in analyzing tweets to determine the activeness of the 
Syrian refugee crisis. Another article has tried to do disaster 
damage assessment from Twitter data using statistical fea-
tures and ‘informative words,’ not dissimilar to our own lex-
icon-based approach (Madichetty and Sridevi 2019). A last 
example is the work in (Klein et al. 2012), which describes 
a project called SABESS that uses social network analysis 
for identifying reliable tweets and apply content analysis 
in order to summarize important ‘emergency facts.’ These 
six examples are among a sample of several pieces of work 
that have tried to use social media productively in helping 
to analyze or provide actionable intelligence during a crisis 
situation attesting to the ongoing importance of the problem.

2.2 � Crowdsourcing and existing crisis informatics 
platforms

NLP methods have been widely used in extracting situational 
awareness from Twitter, e.g., see the work by (Verma et al. 
2011). Another important line of work is in analyzing events 
other than natural disasters (such as mass convergence and 
disruption events), but still relevant to crisis informatics. For 
example, Stabird et al. presented a collaborative filtering sys-
tem for identifying on-the-ground ‘Twitterers’ during mass 

disruptions (Starbird et al. 2012). Similar techniques could 
be employed to supplement the work in this paper.

In a similar vein, the CrisisTracker system (Rogstadius 
et al. 2013) is another example of a system that uses crowd-
sourced social media curation for disaster awareness. The 
system does not specifically address the urgency detection 
problem, however. AIDR is a system that is more closely 
aligned with the goal of using AI for better disaster response 
(Imran et al. 2014), but its goal is to classify messages into 
a set of user-defined categories of information such as 
‘needs’ and ‘damages.’ In contrast, we consider needs at 
a higher-level of classification; namely, is it urgent or non-
urgent? The outputs of AIDR are compatible with our own 
since both systems provide actionable information to first 
responders.

Another important crowdsourcing tool that has been espe-
cially useful in working with SMS messages is Ushahidi, 
a project that was a grassroots effort that started in Kenya 
and that was used initially to encourage Kenyans to report 
incidents (especially, acts of violence) that they have wit-
nessed. The website was very successful, and the model has 
since been replicated in other countries. Just like the other 
systems considered in this section, we believe Ushahidi’s 
goals and technology are compatible with the capabilities 
presented herein.

More generally, projects like CrisisLex, Crisis Comput-
ing4 and EPIC (Empowering the Public with Information in 
Crisis) have emerged as major efforts in the crisis informat-
ics space due to two reasons: First, the abundance and fine 
granularity of social media data implies that mining such 
data during crises can lead to robust, real-time responses; 
second, the recognition that any technology that is thus 
developed must also address the inherent challenges (includ-
ing problems of noise, scale and irrelevance) in working 
with such datasets. CrisisLex provides a repository of crisis-
related social media data and tools, including collections of 
crisis data and lexicons of crisis terms (Olteanu et al. 2014). 
It also includes tools to help users create their own collec-
tions and lexicons. In contrast, Project EPIC, launched in 
2009 and supported by a US National Science Foundation 
grant, is a multi-disciplinary effort involving several uni-
versities and languages with the goal of utilizing behavioral 
and technical knowledge of computer-mediated communica-
tion for better crisis study and emergency response. Since 
its founding, Project EPIC has led to several advances in 
the crisis informatics space; see, for example, (Barrenechea 
et al. 2015; Palen et al. 2015; Kogan et al. 2015; Anderson 
et al. 2013; Soden et al. 2014).

The work presented in this article is intended to be com-
patible with these efforts, although we are addressing a 

4  https​://crisi​scomp​uting​.qcri.org/

https://crisiscomputing.qcri.org/
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specific problem that was not addressed by any of the works 
cited above. We have released our model openly, and poten-
tially, this released model could be integrated into some of 
the platforms described above. Crowdsourcing could be used 
in lieu of (or even in addition to) the active learning frame-
work presented as one of the solutions to the low supervision 
challenge described later in this article. It could also be used 
to provide more confidence in the annotations, since there 
is an inherent element of subjectivity when one is labeling 
a tweet as ‘urgent.’ Note that most labeling problems in 
machine learning involve some subjectivity, and inter-anno-
tation agreement has been found to be a concern in some 
cases. Whether such concerns arise in the case of urgency 
detection is an unknown issue that does not fall within the 
scope of the presented work, but could be a valuable issue 
to address in future research.

2.3 � Representation, transfer and deep learning 
in NLP and social media

Other lines of work relevant to this paper involve mini-
mally supervised machine learning, representation learning 
and transfer learning. Concerning minimally supervised 
machine learning (ML), in general, ML techniques where 
there are few, and in the case of zero-shot learning (Palatucci 
et al. 2009; Romera-Paredes and Torr 2015), no observed 
instances for a label has been a popular research agenda 
for many years (Uszkoreit et al. 2009; Aggarwal and Zhai 
2012). In addition to weak supervision approaches Aggarwal 
and Zhai (2012), both semi-supervised and active learning 
have also been studied in great depth, with surveys pro-
vided by (Zhu 2005; Settles 2010). However, to the best of 
our knowledge, a successful systems-level conjunction of 
various minimally supervised ML techniques has not been 
achieved for the task of short-text urgency detection. Such 
as empirical assessment is an important goal of this paper.

Due to the current renaissance of neural networks (Sahl-
gren 2005), embedding and representation learning meth-
ods have become more popular due to the advent of fast 
and effective models like skip-gram. Recent work has used 
such embeddings in numerous NLP and graph-theoretic 
applications (Collobert et al. 2011), including information 
extraction (Kejriwal and Szekely 2017), named entity recog-
nition (Nadeau and Sekine 2007) and entity linking (Moro 
et al. 2014). The most well-known example is word2vec (for 
words) (Mikolov et al. 2013), followed by similar models 
like paragraph2vec (for multi-word text) and fasttext (Dai 
et al. 2015; Joulin et al. 2016), the last two being most rel-
evant for the work in this paper. For a recent evaluation study 
on representation learning for text, including potential prob-
lems, we refer the reader to (Faruqui et al. 2016).

Finally, transfer learning is a central agenda in this paper; 
an excellent survey of dominant techniques may be found in 

(Pan and Yang 2010). More recent work on domain adap-
tation may be found in (Alam et al. 2018), with the work 
in (Pedrood and Purohit 2018) applied specifically to the 
disaster response problem. Pedrood and Purohit (2018) 
also applied transfer learning to the problem of mining help 
intent on Twitter. Other relevant work in crisis informatics, 
both in terms of defining ‘actionable information’ problems 
like urgency and need mining, and providing multimodal 
Twitter datasets from natural disasters, may be found in 
(He et al. 2017; Purohit et al. 2018) and Alam et al. (2018). 
Caragea et al., for example, present an approach to identify-
ing informative messages in crises by using CNNs (Caragea 
et al. 2016). Other similar works include Burel et al. (2017) 
Burel and Alani (2018), Nguyen et al. (2016), (2017) and 
(Kersten et al. 2019). An important difference between the 
class of papers cited and our own work is that we are not 
seeking to detect events in crisis situations, but are instead 
trying to assign urgency scores to sub-events that are hap-
pening in the aftermath of a disaster. The two problems are 
related in that better accuracy on event detection (for which 
these deep learning systems could be used to great effect) 
would lead to better identification of urgent events. How-
ever, urgency detection is a difficult problem in and of itself, 
beyond the broader problem of isolating informative events 
related to the disaster from an incoming stream of messages. 
Some of the work above is multimodal (e.g., the paper by 
Nguyen et al. (2017)), which would be an interesting direc-
tion for future research for urgency detection (from images 
and videos, rather than just text).

An alternate way of looking at the problem is as an ‘event 
detection’ problem, e.g., in (Zheng et al. 2017) Zheng et al. 
study semi-supervised event-related tweet identification 
which also tries to identify the urgent tweets related to earth-
quakes and floods. These works are complementary to the 
minimally supervised, low-resource setting in this paper. 
Finally, we note that there has been some very recent work 
in few-shot models that use little to no training data and are 
similar to this paper in that regard Alam et al. (2018), Kruspe 
et al. (2019). However, there are significant differences from 
our own work. For example, while Alam et al. (2018) con-
sider a specific disaster situation (flood risk assessment in a 
particular city in India), Kruspe et al. (2019) considers the 
earlier problem of detecting tweets that are relevant to the 
crisis itself, rather than the problem of assigning an urgency 
score to events that are detected. In general, we are not aware 
of a few-shot or minimally supervised technique that tackles 
urgency detection for the purposes of triage.
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3 � Research questions

We briefly enumerate below the research questions under 
consideration in this paper. While the first question captures 
the classical low-supervision setting, the second question 
introduces an element of transfer learning. 

1.	 Low-supervision Training for Urgency Detection: 
How do we build an urgency detection system for a spe-
cific crisis when given as training input both a small 
number of manually labeled tweets and a large number 
of unlabeled tweets (background corpus) for that crisis?

2.	 Low-supervision Transfer Learning for Urgency 
Detection: How do we build an urgency detection sys-
tem for a specific crisis when given as training input a 
small number of manually labeled tweets for that crisis, 
as well as ‘auxiliary’ training input of (a small number 

of) manually labeled tweets and unlabeled background 
tweets from a different crisis?

Unlike the first scenario, the second scenario applies to a 
very short period (hours, or even minutes) after the crisis has 
struck; this is why a background corpus is not available (yet) 
for that crisis. Instead, only a few manually labeled messages 
that have been acquired till that point are available.

4 � Approach

4.1 � Low‑supervision urgency detection

The approach for addressing the first research question is 
schematized in Fig. 1. The first step in the workflow involves 
data preprocessing of the corpus. We follow a standard set 

Fig. 1   Training workflow for 
urgency detection
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of preprocessing steps. First, we apply a tokenizer to split 
the sentences into lists of words and delete words with spe-
cial prefixes (including @ and RT, which are particularly 
prevalent in Twitter) and special suffixes. We also remove 
non-alphanumeric characters and convert the entire sentence 
to lowercase. Next, similar to traditional machine learning 
pipelines, we extract a set of manual features for express-
ing prior human knowledge about urgency detection. Our 
manual features are thus called because they are primarily 
keyword-based and binary, with keywords selected based on 
data exploration and domain knowledge. We consider ten 
such keywords, namely hit, help, kill, injure, strand, miss, 
urgent, die, need, food. If any of these keywords are pre-
sent5, the corresponding feature is set to 1. Note that these 
keywords are associated with situations that are generally 
urgent, like people who have been attacked or affected by a 
crisis and need urgent help, but some are noisier than oth-
ers6. Additionally, we also utilize an eleventh feature that 
checks to see if any numeric digits are present in the data-
set. The rationale behind this feature is that, in more urgent 
tweets, numbers are often present, e.g., ‘15 climbers are cur-
rently trapped on Everest due to the avalanche.’

In the Experiments section, we show that the manual 
features are not adequate for addressing low-supervision 
urgency detection. Besides, it is prudent to utilize the large 
number of unlabeled tweets (background corpus) if it serves 
a useful purpose in improving performance. To that end, 
we train a skip-gram based word embedding model based 
on the ‘bag of tricks’ model released by researchers from 
Facebook in a package called fastTextJoulin et al. (2016). 
The reason behind using fastText, as opposed to alternate 
word embedding models like GloVe and word2vec Mikolov 
et al. (2013), is several-fold. First, fastText is very fast and 
easy to execute and is well maintained. Second, prelimi-
nary analyses showed that it does quite well on social media 
tasks and because of the bag of tricks methodology (that 
uses character and sub-word embeddings to gracefully deal 
with OOVs7 and misspellings), it is able to generalize much 
better. Finally, fastText’s APIs include a way to get sentence 
embeddings directly after training the word embedding 
model. By training fastText on the background corpus, we 
are able to train a robust embedding model. In both the train-
ing and test phases, we use this model to get feature vectors 
for our messages besides the 11-dimensional manual feature 
vector described earlier.

However, given that the background corpus might not 
be as extensive or representative as a ‘general’ corpus like 
Wikipedia, we try to smooth the feature space by also using 
a pre-trained embedding model trained over the English 
Wikipedia corpus and publicly available8. The vectors 
obtained from this model have 300 dimensions and were 
trained using skip gram with default parameters.

As Fig. 1 illustrates, we use all of these feature sets to 
build an ensemble by combining local embedding features, 
manual features and Wikipedia pre-trained word embedding 
features. The final score of the ensemble model is achieved 
by weighting the scores of the three linear regression mod-
els (one for each feature set), with weights adding to 1. The 
weights are set using a held-out validation set.

When the urgency of a new ‘test’ message needs to be 
determined, we preprocess the message, extract all three fea-
ture sets9 and get the weighted score from the three regres-
sion models. If the score falls above a pre-determined thresh-
old (again, determined through validation), then the message 
is flagged as urgent; otherwise, it is not.

4.2 � Urgency detection using transfer learning

In this section, we describe our approach for ‘urgency detec-
tion transfer’ whereby a source dataset is given (similar to 
RQ1, where both an unlabeled background corpus and a 
small manually labeled training set are available) along with 
a target dataset (only a small manually labeled training set 
and no background corpus), representing the crisis under 
investigation. Our approach for urgency transfer is captured 
in Algorithm 1. Many of the steps are similar to those for 
RQ1, including preprocessing, but there are some important 
differences; hence, we use pseudocode to express the work-
flow more precisely. For example, while the Wiki embed-
ding model remains the same as earlier, the manual features 
are obviously extracted over the target domain (since they 
do not require a background corpus) and importantly, the 
‘local’ embedding model is now trained over the source 
domain corpus, since there is no target domain unlabeled 
background corpus available.

To ‘sync’ the source and target domains, we consider 
a simple, but empirically effective, approach. Rather than 
use just the labeled target domain data for training the three 
linear regression models, we combine the labeled training 
data from both the source and target domains, but the tar-
get training data are up-sampled to allow its properties to 
emerge more concretely in the training. The up-sampling 
margin is a parameter in Algorithm 1; in practice, a factor of 
6 (meaning the target labeled dataset is up-sampled by 6x) 

6  For example, ‘help’ could be associated with a more trivial situa-
tion like someone needing help with their dog.
7  Out of Vocabulary words.
8  https​://fastt​ext.cc/docs/en/pretr​ained​-vecto​rs.html

9  In the case of the two trained embedding models, by getting the 
respective sentence embeddings for the test message

5  Possibly as stems, for example, the word ‘helping’ would trigger 
the ‘help’ keyword feature, which would be consequently set to 1.

https://fasttext.cc/docs/en/pretrained-vectors.html
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has been found to work well. To maximize training dataset 
utility, we do not use a validation set for classifier weight 
optimization, but consider the average of all three classifiers 
as the final score.

comprises a collection of tweets collected in the aftermath 
of the 2015 Nepal earthquake (also called the Gorkha earth-
quake), while Macedonia was not an actual disaster but a 
realistic live-action simulation (of a disaster) conduced in 

Table 2   Details on datasets 
used for experiments Dataset Unlabeled/

labeled mes-
sages

Urgent/non-
urgent mes-
sages

Unique tokens Avg. tokens/
message

Time range

Nepal 6,063/400 201/199 1,641 14 04/05/2015–05/06/2015
Macedonia 0/205 92/113 129 18 09/18/2018–09/21/2018
Kerala 92,046/400 125/275 19,393 15 08/17/2018–08/22/2018

10  https​://www.darpa​.mil/progr​am/low-resou​rce-langu​ages-for-emerg​
ent-incid​ents

Algorithm 1 Transfer Learning for Urgency Detection.
Input :

– Labeled dataset in target domain: Dt

– Labeled dataset in source domain: Dsl

– Unlabeled corpus in source domain: Dsu

– Pre-trained Wikipedia Embedding Model: Ww

– Up-sampling parameter: u

Output :

– Classifier for Urgency Detection: C

Method :

1. Train word embedding Ws on text in Dsu ∪Dsl ;
2. Up-sample Dt by factor u and ‘mix’ with Dsl to get expanded training

set, Dtrain : Dtu ∪Dsl
3. Extract manual feature set Fm, source embedding feature set Fs (using

Ws), and Wiki feature set Fw (using Ww) from each message in Dtrain;
4. Train linear regression models Cs, Cm and Cw on Fs, Fm and Fw resp.

to get classifier;
5. Return final classifier model C : avg score(Cs, Cm, Cw);

5 � Experiments

5.1 � Data

For evaluating the approaches laid out in Sect. 4, we con-
sider three real-world datasets described in Table 2.

Two of the datasets (Nepal and Macedonia) were made 
available to us through the DARPA LORELEI program10, 
under which this project is funded. The Nepal dataset 

Macedonia toward the end of 2018. Macedonia does not 
have much noise and is ‘information-dense,’ but small. As 
such, it provides a good test of the transfer learning abilities 
of the approach presented. Kerala describes tweets in the 
aftermath of the Kerala floods in South India in 2018 and is 
the largest dataset, with many relevant and irrelevant tweets. 
We note that these datasets were collected independently by 
an external participant in the program and made available to 
all performers in the program for research.

https://www.darpa.mil/program/low-resource-languages-for-emergent-incidents
https://www.darpa.mil/program/low-resource-languages-for-emergent-incidents
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Originally, all the raw messages for the datasets described 
in Table 2 were unlabeled, in that their urgency status was 
unknown. Since the Macedonia dataset only contains 205 
messages and is a small but information-dense dataset, we 
labeled all messages in Macedonia as urgent or non-urgent 
(hence, there are no unlabeled messages in Macedonia as 
given in Table 2). For the two other Twitter-based datasets, 
we used active learning to compose a labeled set that would 
contain challenging examples. The basic process was to 
do data preprocessing as described in Sect. 4, followed by 
training the local fastText-based word embedding model on 
all messages in the corpus. Next, we randomly labeled 50 
urgent and non-urgent tweets and fed them into a classifier. 
The classifier was applied on the rest of the unlabeled data 
to obtain ‘ambiguous’ examples (where the classifier’s prob-
ability of the positive label was closest to 50%). We labeled 
another 100 samples this way and continued to re-train and 
apply the classifier for two more iterations till we obtained a 
total of 400 labeled points11. Note that the final labeled data-
set may not be balanced in terms of urgent and non-urgent 
messages. Table 2 shows that Nepal is roughly balanced, 
while Kerala is imbalanced. We used stratified sampling 
therefore to split the labeled pool into training and testing 
datasets for evaluating the two research questions. We used 
90% for training and 10% for testing. While the data cannot 
be made publicly available due to privacy concerns, we have 

released both the trained models and instructions for how to 
re-train the model on novel datasets as a Docker container12.

5.2 � Metrics

We consider four standard metrics, namely accuracy, preci-
sion, recall and F-measure. Accuracy is simply the ratio of 
correctly labeled messages to the size of test set, precision is 
the ratio of the true positives to the sum of true positives and 
false positives, recall is the ratio of true positives to the sum 
of true positives and false negatives, and finally, F-measure 
is the harmonic mean of precision and recall and captures 
their trade-off.

5.3 � Methodology

5.3.1 � Research question (RQ) 1

Datasets for investigating RQ1 include Nepal and Kerala 
since Macedonia does not have a large unlabeled corpus 
available, which is an assumption made per RQ1. Recall 
that we used stratified random sampling to split the labeled 
data for each dataset into training (90%) and test (10%) sets. 
Of the 90% training set, a further split was done, with 90% 
kept for ‘training’ and 10% for setting optimal weights for 
the 3 linear classifiers13 trained in Section IV. To account for 
the effects of randomness, each experiment was conducted 
across ten trials, with averages reported on all four metrics 

Table 3   Description for each baseline on research question 1

Baseline Description

Local embedding (Local) The features for a single linear classifier are sentence embeddings (with 
each pre-processed message treated as a ‘sentence’) trained using the 
5-gram skip gram-based fastText model with vector dimensionality 
set to 20

Manual feature-based (Manual) This baseline only considers the 11 manual features described earlier in 
Sect. 4

Wikipedia word embedding (Wiki) This baseline only considers the linear classifier trained on the pre-
trained Wikipedia embedding model

Local embedding and manual feature-based ensemble (Local-Manual) This baseline combines Local and Manual by training two linear regres-
sion classifiers and weighting their probabilities to get the final result 
(using the validation set).

Local embedding and Wikipedia word embedding ensemble (Wiki-
Local)

This baseline combines Local and Wiki using the same methodology as 
for Local-Manual.

Wikipedia word embedding and manual feature-based ensemble 
(Wiki-Manual)

This baseline combines Manual and Wiki using the same methodology 
as for Local-Manual.

13  The hyperparameters of the linear regression itself were optimized 
through fivefold cross-validation on this ‘inner’ (i.e., 90% of the orig-
inal 90% training set) training set.

11  Note that the labels are all manually determined and hence, pre-
cise; the active learning was only used to suggest ‘ambiguous’ 
instances from the large unlabeled pool of tweets for manual labeling, 
not to do the labeling itself (which by definition it cannot, due to the 
ambiguity inherent in the ‘borderline’ tweets that we retrieve using 
the active learning).

12  Accessed at https​://hub.docke​r.com/r/pppli​nday/emerg​ence-detec​
tion

https://hub.docker.com/r/ppplinday/emergence-detection
https://hub.docker.com/r/ppplinday/emergence-detection
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described previously for all baselines described below and 
our approach. Among the different machine learning clas-
sifiers in the sklearn package tested, the linear regression 
was found to work well and used as the classifier of choice 
where applicable.

We use six baselines to evaluate the approach for RQ1 
described in Sect. 4. Note that statistical significance is 
tested using the one-sided Student’s paired t-test by compar-
ing the best system (on each metric) against the Local base-
line, which is a reasonable choice since in a high-supervision 
(or even normal-supervision) setting, this baseline has been 
found to perform quite well. Significance at the 90% level is 
indicated with a *, at the 95% level with a ** and at the 99% 
level with a *** (Table 3).

5.3.2 � Research question (RQ) 2

The protocol for investigating RQ2 is similar to the one for 
RQ1. We consider three baselines besides our own approach:

Target-only Local (Target Local): This baseline is 
essentially the Wiki-Manual baseline described in the previ-
ous section and trained on the target dataset (i.e., no transfer 
learning is used, and no source is assumed). This baseline is 
used to illustrate the benefits of transfer learning, since this 
baseline sets the minimum benchmark that has to be bested 
by a transfer learning baseline.

Locally Supervised with Source Embedding (Embed-
ding Transform): Similar to our approach on RQ1, manual 
features, source embeddings and pre-trained Wikipedia 
embeddings are used to train three classifiers (but on the 

labeled target domain) and average their probabilities as the 
final result. While the local embeddings are trained on the 
source domain (since unlabeled data are not available for 
the target domain), all classifier training is always done on 
the target.

Table 4   Results investigating RQ1 on the Nepal and Kerala datasets

The bold values in each column represent the best results achieved on 
that column’s metric

System Accuracy Precision Recall F-measure

(a) Nepal
Local 63.97% 64.27% 64.50% 63.93%

Manual 64.25% 70.84%∗∗ 48.50% 57.11%

Wiki 67.25% 66.51% 69.50% 67.76%

Local-Manual 65.75% 67.96% 59.50% 62.96%

Wiki-Local 67.40% 65.54% 68.50% 66.80%

Wiki-Manual 67.75% 70.38% 63.00% 65.79%

Our approach 69.25%∗∗∗ 68.76% 70.50%∗∗ 69.44%∗∗∗

(b) Kerala
Local 56.25% 37.17% 55.71% 44.33%

Manual 65.00% 47.82% ��.77% 50.63%

Wiki 63.25% 42.07% 46.67% 44.00%

Local-Manual 64.50% 46.90% 51.86% 48.47%

Wiki-Manual 62.25% 43.56% 52.63% 46.93%

Wiki-Manual 68.75%∗∗∗ 51.04% 54.29% 52.20%∗∗

Our approach 68.50% 51.39%∗∗∗ 52.76% 51.62%

Table 5   Results investigating RQ2 using the Nepal dataset as source 
and Macedonia dataset as target

The bold values in each column represent the best results achieved on 
that column’s metric

System Accuracy Precision Recall F-measure
Local 58.76% 52.96% 59.19% 54.95%

Transform 58.62% 51.40% 60.32%∗ 55.34%

Upsample 59.38% 52.35% 57.58% 54.76%

Our approach 61.79%∗ 55.08% 59.19% 56.90%

Table 6   Results investigating RQ2 using the Kerala dataset as source 
and Macedonia dataset as target

The bold value in each column represents the best result achieved on 
that column’s metric

System Accuracy Precision Recall F-measure

Local 58.76% 52.96% 59.19% 54.95%

Transform 62.07% 55.45% 64.52% 59.09%

Upsample 64.90%∗∗∗ 57.98%∗ 65.48%∗∗∗ 61.30%∗∗∗

Our approach 62.90% 56.28% 62.42% 58.91%

Table 7   Results investigating RQ2 using the Nepal dataset as source 
and Kerala dataset as target

The bold value in each column represents the best result achieved on 
that column’s metric

System Accuracy Precision Recall F-measure

Local 58.65% 42.40% 47.47% 36.88%

Transform 53.74% 32.89% 57.47%∗ 41.42%

Upsample 53.88% 31.71% 56.32% 40.32%

Our approach 58.79% 35.26% 55.89% 43.03%∗

Table 8   Results investigating RQ2 using the Kerala dataset as source 
and Nepal dataset as target

The bold value in each column represents the best result achieved on 
that column’s metric

System Accuracy Precision Recall F-measure

Local 60.26% 61.80% 59.94% 59.88%

Transform 61.18%∗ 61.04% 63.63% 62.08%

Upsample 60.29% 59.44% 66.02%∗ 62.50%∗

Our approach 60.06% 59.54% 63.98% 61.64%
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Locally Supervised with Up-sampling and Source 
Embedding (Upsample): This baseline is the same as 
Embedding Transform, except to boost the power of the 
baseline, we upsample the labeled data (in the target data-
set) by 6x. Thus, this baseline tries to mitigate source bias 
and concept drift by giving more importance to the transfer 
domain. This baseline is also more appropriate for the case 
where the target training data are extremely limited.

5.4 � Results and discussion

5.4.1 � Results: RQ1

Table 4 illustrates the result for RQ1 on the Nepal and Ker-
ala datasets. The results illustrate the viability of urgency 
detection in low-supervision settings (with our approach 
yielding 69.44% F-measure on Nepal, at 99% significance 
compared to the local baseline), with different feature sets 
contributing differently to the four metrics. While the local 
embedding model can reduce precision, for example, it can 
help the system to improve and accuracy and recall. Simi-
larly, manual features reduce recall, but help the system to 
improve accuracy and precision (sometimes considerably). 
To truly address the urgency problem, therefore, a multi-
pronged ensemble approach is justified, as also argued 
intuitively in Section IV. We also note that the pre-trained 
Wikipedia embedding model proved to be an important tool 
in improving the generalization ability of the model and not 
requiring any labeled or unlabeled data; in essence, serving 
as a free resource that could be helped to regularize and 
stabilize models that would otherwise be uncertain in low-
supervision settings.

5.4.2 � Results: RQ2

Concerning transfer learning experiments (RQ2), we note 
that source domain embedding model can improve the per-
formance for target model, and upsampling has a gener-
ally positive effect (Tables 5, 6, 7,8). As expected, transfer 
learning performance (RQ2) is generally lower compared to 
the low-supervision urgency detection on a single dataset14 
(RQ1). Note that at least one of the transfer learning meth-
ods always bests the Local baseline on all metrics (except 
precision in Table 7, a result not found to be significant even 
at the 90% level). Our approach shows a slight improvement 
over the upsampling baseline on two of the four scenarios 
(Tables 5, 7) by 2–2.7% on the F-measure metric, which 

shows the diminishing returns from mixing source and tar-
get labeled training data. Further improving performance 
by high margins will require a radically new approach left 
for future work.

6 � Conclusion and future work

This paper presented minimally supervised urgency detec-
tion approaches for short texts (such as tweets) in the after-
math of an arbitrary humanitarian crisis such as the 2015 
Nepal earthquake. The presented systems covered two sce-
narios that often emerge in the real world. In the first sce-
nario, a small amount (a few hundred messages) of training 
data labeled as urgent or non-urgent is available, along with 
a copious background corpus. In the second scenario, similar 
data are available for a ‘source’ domain but not for the target 
domain (expressing a ‘new crisis’) for which the urgency 
detection needs to be deployed. As messages are streaming 
in for this new domain, investigators label a few samples, 
but cannot rely on the availability of a background corpus 
since urgency needs to be tagged in real time before the cri-
sis has fully subsided. To accomplish this challenging goal, 
our approach relies on a simple but robust transfer learning 
methodology. Experimental results on three real-world data-
sets validate our methods.

Some of the obvious avenues for future work are to 
improve the existing approach incrementally by (for exam-
ple) adding more manual features and using more sophisti-
cated local embedding model, possibly with more advanced 
tuning of hyperparameters like the learning rate and vec-
tor dimensionality. For improving transfer learning, we 
are considering using a deep learning model with priors to 
truly leverage the presence of a source, albeit one covering 
a domain that is different from the target. Deep learning for 
transfer learning is still in its infancy in the machine learning 
community, e.g., a recent survey on deep transfer learning 
(Tan et al. 2018) shows that most current research ‘focuses 
on supervised learning, how to transfer knowledge in unsu-
pervised or semi-supervised learning by deep neural net-
work may attract more and more attention in the future’. In 
looking at the references they cite, the effectiveness of deep 
transfer learning does not seem to have been demonstrated 
thus far for difficult and irregular social media datasets How-
ever, we believe that this presents an opportunity for further 
study, especially as new and different crises like COVID-19 
continue to threaten our way of life at a global scale.
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14  The best F-measure achieved on Nepal in Table 4 was more than 
69%, but when using Kerala as source, only 62.5% F-measure could 
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