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Abstract
In recent years, the social networks that have become most exploited sources of information, such as Facebook, Instagram, 
LinkedIn, and Twitter, have been considered the main sources of non-credible information. False information on these social 
networks has a negative impact on the credibility of conversations. In this article, we propose a new deep learning-based 
credibility conversation detection approach in social network environments, called CreCDA. CreCDA is based on: (i) the 
combination of post and user features in order to detect credible and non-credible conversations; (ii) the integration of multi-
dense layers to represent features more deeply and to improve the results; (iii) sentiment calculation based on the aggregation 
of tweets. In order to study the performance of our approach, we have used the standard PHEME dataset. We compared our 
approach with the main approaches we have studied in the literature. The results of this evaluation show the effectiveness 
of sentiment analysis and the combination of text and user levels to analyze conversation credibility. We recorded the mean 
precision of credible and non-credible conversations at 79%, the mean recall at 79%, the mean F1-score at 79%, the mean 
accuracy at 81%, and the mean G-Mean at 79%.

Keywords Credibility detection · Twitter conversation · Post features · User features · Deep learning · Sentiment analysis

1 Introduction

1.1  Context and issue

The evolution of social media has changed people’s atten-
tion from newspapers toward popular social media platforms 
Corradini et al. (2021). Social media, such as Facebook and 
Twitter, have now created a new field of information. Twit-
ter is one of the most popular social media, with 500 mil-
lion tweets sent per day and 199 million users in 20211. 
This massive collection of tweets contains users’ opinions 

and information, such as events and interests, feelings, per-
sonal ideas, etc., Alrubaian et al. (2018). Furthermore, with 
this new technology, a large number of information sources 
have emerged and become more accessible. As a result, the 
control and filter mechanisms become more difficult. The 
authors in Gammoudi et al. (2022) presented a literature 
review of influencer identification on social media. Fake 
news and rumors are one of the principal influences on user 
credibility Gammoudi et al. (2022). The evaluation of the 
credibility of sources, messages, and media represents an 
important topic to study Metzger et al. (2003). Spammers 
use the anonymity features of microblogs to distribute fake 
news and spam messages via scam URLs Qureshi et al. 
(2021). The COVID-19 pandemic is an important example 
that demonstrates the impact of misinformation on social 
media. The introduction of COVID-19 vaccines in 2020 
has created various claims on social media, particularly 
on Twitter Goodman and Carmichael (2020). The famous 
claim was: “Bill Gates, the co-founder of Microsoft, plans 
to implant trackable microchips into vaccine doses in order 
to control and geo-locate people.” Goodman and Carmi-
chael (2020). Following the BBC’s announcement of Bill 
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and Melinda Gates, this claim was identified as fake news 
Goodman and Carmichael (2020). Furthermore, COVID-19 
of vaccines has created new discussions on Twitter in which 
users were divided into two groups: those who believe in 
vaccines, called pro-vaxxers and those who doubt their effi-
cacy, called anti-vaxxers. Bonifazi et al. (2022). The propa-
gation of incorrect and/or false news influences the public’s 
perception of a critical topic. In addition, they presented a 
significant risk to global health and indirectly influenced 
the worsening of conditions. So, it is critical to assess how 
the exchange of content on social networks influences the 
perception of such situations, which is one of the major pur-
poses of the social network analysis area of research.

Misinformation on social media is a difficult task, particu-
larly when it is related to sensitive topics not only healthcare 
but also politics. According to the study of Allcott and Gen-
tzkow (2017), the disseminated fake news on Twitter during 
the 2016 American presidential elections had a significant 
impact on voters. In El Ballouli et al. (2017), the authors 
discovered that roughly 40% of daily tweets are untrustwor-
thy. Moreover, the authors of Gupta et al. (2013) presented 
a study of the propagation of false information during Hur-
ricane Sandy. They discovered that 86% of misinformation 
were retweeted. They demonstrated that during a crisis, 
people share news from untrustworthy source. So, in an 
emergency situation, analyzing the credibility of Twitter is 
a crucial issue. Information credibility has recently become 
a major concern due to the increased volume of news and 
information on Twitter. Furthermore, the short length of 
tweets (280 characters) has contributed to the large and 
uncontrolled number of tweets. Unfortunately, the presence 
of fake sources, noise, and misinformation has an influence 
on the quality of tweet content. We concentrate on Twit-
ter conversations in order to improve the quality of tweets 
Ahmad (2022). Several authors have proposed various meth-
ods for calculating the credibility of Twitter content. Some 
researchers employ machine learning techniques, while oth-
ers employ graph-based techniques and human perception 
judgments Ahmad (2022) Al-Khalifa and Al-Eidan (2011).

1.2  Contributions

A conversation is a collection of tweets and replies 
exchanged between users. The most significant difference 
between conversation credibility and tweet credibility is the 
existence of interactions between users. The communica-
tion produced by a user’s comments is crucial to classifying 
a conversation as credible or not. Our main contributions 
to the analysis of conversation credibility are as follows. 
(i) We calculated conversation credibility by combining 
“textual features” and “user features.” (ii) After using the 
CNN-LSTM model, we integrate different dense layers to 
represent features more deeply. (iii) Using the CSAM model 

Fadhli et al. (2022), we calculated sentiment conversation 
by aggregating tweets comments. We also conducted tests 
to confirm their effectiveness.

1.3  Paper organization

The rest of our article is organized as follows: in Sect. 2, we 
provide an overview of the credibility conversation detection 
approach from social network. Section 3 presents the Prob-
lem formulation. Section 4 presents our proposed CreCDA 
Approach. Section 5 carries out an experimental study of our 
proposed approach in order to verify its effectiveness and 
compare it with the main approaches that we have studied 
in the context of this article. Section 6 mentions the limits of 
our proposed model. In Sect. 7, we conclude our work and 
highlight some ideas for future work.

2  Related work

The authors of Qureshi et al. (2021) defined credibility 
as “believability, trust, reliability, accuracy, fairness, and 
objectivity.” According to the Oxford dictionary, credibil-
ity is “the quality that someone/something possesses that 
causes people to believe or trust them.” Several research 
studies have identified two aspects of credibility: expertise 
and trustworthiness. The literature presents various levels 
of credibility:

• Post level: Analyze tweets’ content to calculate a cred-
ibility score based on diverse features such as tweets 
containing hashtags (#), @ mentions, or links; verbs, 
and nouns; multimedia content (video, image, audio) 
features; sentiment features (positive, negative words) 
Castillo et al. (2011). It is calculated through text analysis 
techniques, such as Natural Language Processing (NLP) 
Zubiaga et al. (2017), Hassan et al. (2020), Azer et al. 
(2021), Yamaguchi et al. (2010).

• User level: measures credibility from features of the 
user’s account, for example, the user’s age, number of 
followers, friends, tweets, and retweets Azer et al. (2021), 
Abbasi and Liu (2013), Al-Sharawnh et al. (2013), Yama-
guchi et al. (2010).

• Topic level: determines the topic or event’s credibility. 
It identifies topics by combining URLs, hashtags, the 
number of verbs or nouns that describe the event, etc., 
generally using NLP and sentiment analysis techniques 
Abu-Salih et al. (2019).

• Hybrid level: This level combines the post, topic, and 
user levels to calculate credibility Castillo et al. (2011); 
Abu-Salih et al. (2019).
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There are several methods for classifying credible and 
untrustworthy tweets. Recent research divides cred-
ibility methods into three categories: Automatics-based 
approaches, human-based approaches, and hybrid approach 
Alrubaian et al. (2018) Qureshi et al. (2021).

2.1  Credibility evaluation

2.1.1  Automatics‑based approaches

Many studies use automated methods to assess the credibil-
ity of tweets, such as machine learning, graph-based meth-
ods, and weighted algorithms.

Machine learning: machine learning algorithms were 
developed to analyze information that includes large vol-
umes of data with various parameters. There are two types 
of techniques that fit into this category:

• Supervised techniques: such as support vector machine 
(SVM), logistic/linear regression models, Bayesian 
theory, and decision tree methods Castillo et al. (2011); 
Zubiaga et al. (2017); Hassan et al. (2020); Abu-Salih 
et  al. (2019); Azer et  al. (2021); Qureshi and Sabih 
(2021); Giachanou et al. (2021); Zhang et al. (2021); 
Ouni et al. (2022); Omri and Omri (2022).

• Unsupervised techniques: including clustering models 
(e.g., k-means, fuzzy c-means, or hidden Markov mod-
els) Abbasi and Liu (2013); Al-Sharawnh et al. (2013); 
Gangireddy et al. (2020).

Many supervised techniques are used in the literature to 
assess trustworthiness. The first to investigate Twitter’s cred-
ibility were Castillo et al. (2011). They demonstrate that 
the combination of J48 decision tree, SVM, and Bayesian 
approaches with different features can be highly indicative 
of credibility content. Their methods, Castillo et al. (2011), 
have a credibility accuracy of 86%. In Zubiaga et al. (2017), 
the authors developed a new method for detecting rumors 
on social media. The authors of Zubiaga et al. (2017) com-
pared various machine learning techniques for rumor analy-
sis. Similar work has also been pursued by others Hassan 
et al. (2020) in which they proposed a classification model 
based on supervised machine methods with word-N-gram 
features to classify tweets as credible or not credible. In 
Abu-Salih et al. (2019), the authors created a new frame-
work, “CredSat,” to assess user credibility. They assessed 
credibility by combining post, topic, and user features with 
domain-based credibility. In more recent work Azer et al. 
(2021), the authors used machine learning algorithms to 
discover rumors from tweets. They achieved an accuracy 
of 83.44% Azer et al. (2021), by combining two types of 
features (post and user level) and a random forest classifier. 
Furthermore, the work Giachanou et al. (2021) presented 

emoCred model that is based on a long-short term memory 
(LSTM) model that incorporates emotional signals extracted 
from the text of the claims to distinguish between credible 
and non-credible text in social networks. The authors of 
Zhang et al. (2021) proposed a model based on the interac-
tions between speakers in a conversation: (i) in adding a con-
fidence gate before each LSTM hidden unit to estimate the 
credibility of the previous speakers, and (ii) in combining 
the output gate with the learned influence scores to incor-
porate the influences of the previous speakers. Similarly to 
supervised methods, there exists a very extensive literature 
on this topic. This issue was explored by the works in Abbasi 
and Liu (2013) and Al-Sharawnh et al. (2013). For example, 
in the first works, the authors developed a novel method 
called CredRank to analyze user behavior in social networks 
and rank their trustworthiness. This model was created to 
group related users and count the number of people in each 
group. Clustering compares how users behave in various 
social networks. Tweet, for example, is clustered based on 
the similarity of their users’ tweets. According to the work 
proposed in Al-Sharawnh et al. (2013), knowledge is dissem-
inated on Twitter by powerful people known as “leaders” or 
“pioneers.” They proposed a method for assessing leaders’ 
trustworthiness by analyzing their social network impres-
sions and participation in events such as crises. In Ouni et al. 
(2022), the authors combined BERT (bidirectional encoder 
representations of transformers) and CNN (convolutional 
neural network) to detect spammers on social networks.

Graph-based methods: In the paper, Hamdi et al. (2020), 
the authors proposed a method to determining the credibility 
of information sources on Twitter. They used the node2vec 
algorithm to extract features from the Twitter follower graph. 
The authors of Yamaguchi et al. (2010) proposed TURank 
(Twitter User Rank), an algorithm based on link analysis 
for determining users’ authority scores on Twitter. Another 
work is presented in Gupta et al. (2012) where the authors 
presented a credibility analysis approach that includes event 
graph-based optimization to assign similar scores to similar 
events in order to overcome the problem of rumors on Twit-
ter. In Gangireddy et al. (2020), the authors created GTUT 
to demonstrate the usage of graph mining methods over the 
textual, user, and temporal data from social networks to dis-
tinguish between fake and real news on Twitter.

Weighted Algorithms: Researchers used this set of 
approaches to determine the trustworthiness of the source 
and user information. In Al-Khalifa and Al-Eidan (2011), 
the authors proposed a model of similarity between tweets, 
authentic, and URLs. Another work presented in Widyantoro 
and Wibisono (2014) shows that the tweets were represented 
using TF-IDF as well as the cosine function, which is the 
most commonly used method for calculating topic similarity 
and weighting terms. The proposed approach in Middleton 
(2015) developed a project called REVEAL to detect false 
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and credible messages using a set of regex patterns matching 
both terms and POS tags to determine media credibility. This 
project analyzes tweets at the post level, which is insufficient 
for determining the credibility of a tweet. It is also based on 
well-known journalistic verification principles, which limits 
its adaptability.

2.1.2  Human‑based approaches

Human-based approaches employ statistical analysis tools 
such as questionnaires, interviews, etc. The work presented 
in Kawabe et al. (2015) realized that several factors, includ-
ing the user’s influence and topical expertise, improve 
credibility. They also increase the importance of the mes-
sage topic, which influences people’s perceptions of tweet 
credibility, with science-related topics receiving the high-
est rating, followed by politics and entertainment. Another 
approach presented in Qiu et al. (2014) discovered that 
tweets that began with “@”(indicating direct responses to 
other users) were less common during such events. It has 
also been established that during times of crisis, the number 
of tweets containing URLs decreases.

2.1.3  Hybrid approaches

Hybrid approaches combine both automatic and human-
based approaches to analyze the credibility of social media 
content Kim and Hastak (2018); Jaho (2014). For example, 
the authors in Jaho (2014) used a clustering approach with 
weighted and IR algorithms. The model, presented in Ito 
et al. (2015), combined topic and user features with latent 
Dirichlet allocation (LDA), clustering, and a random forest 
classifier to assess information credibility.

The majority of existing works on social media cred-
ibility identification leaned on manually extracting features 
and addresses a gap in the sentiment analysis of conversa-
tions. Our approach is similar to the research presented in 
Ahmad (2022). It combines the post and user levels to ana-
lyze the credibility of Twitter conversations while ignoring 
the sentiment of each conversation. Using a deep learning 
framework, we present a novel set of features for determin-
ing credibility on Twitter. In addition, to analyze sentiment 
in conversation, we use a novel sentiment analysis model.

2.2  Tweet credibility and sentiment analysis

Sentiment analysis has been used in various social network 
research projects, particularly on Twitter. Many frameworks 
have been developed to evaluate the trustworthiness of user 
content in the context of social trust, taking into account users’ 
sentiments about the content of their tweets. The model pro-
posed in Abu-Salih et al. (2019) considers not only the senti-
ment of tweets but also the sentiment of replies. Similar works 

detailed in Zubiaga et al. (2017) and Hassan et al. (2020) have 
also been carried out by the work presented in Azer et al. 
(2021) in which they integrated sentiment features in tweet 
content to analyze fake news. The authors of the approach 
presented in Azer et al. (2021) obtained the best results by 
combining sentiment analysis features with user and post fea-
tures using random forest (RF). The authors of Castillo et al. 
(2011) proposed another model that examined the most impor-
tant aspects of the credibility task. They show that the presence 
of positive and negative terms in tweets increases the content’s 
credibility.

As part of this work, in the rest of this paper, we will 
examine credibility conversations at the post and user levels. 
However, measuring the credibility of tweets at this level is 
difficult, not only because of the character limit (280 charac-
ters) but also because single tweets do not express and provide 
information to determine the event or theme. Furthermore, 
the presence of a positive tweet in the conversation does not 
guarantee that the conversation is positive. Thus, the following 
section describes the problem formulation of the conversation 
credibility detection problem from the social network.

3  Problem formulation

This problem can be described as a binary classification, 
which looks as follows. Formally, let CT be the set of tweets 
Ti and Ri the set of corresponding replies, with 1 ≤ i ≤ N . 
We model the set of conversations CT by a combination of 
tweets, denoted CT={Ti , Ri+1 , Ri+2,..., RN }. Ti represents the 
initial tweet in CT . Ri is the i-th tweet reply, in the conversa-
tion that is a set of tweets exchanged between users about 
a specific topic. We consider that a conversation contains 
not only tweets and responses but also users. So, we rep-
resent users’ conversation by : CU ={Ui , Ui+1 , Ui+2,..., UN }. 
The conversation content is insufficient to represent the 
conversation’s credibility. Therefore, we choose to combine 
content with user interest. User social reputation is one of 
the most important features. We present our approach cred-
ibility conversation detection approach (CreCDA) based on 
a CNN-LSTM neural network that combines post and user 
levels to differentiate between credible and non-credible con-
versations. To improve the performance of our model and to 
learn the features more deeply, we chose to add some dense 
layers after applying CNN-LSTM. Our goal is to classify 
conversations as credible or not in terms of tweet content, 
user comments, and user interactions.

4  Proposed CreCDA approach

In this section, we present our proposed CreCDA approach 
from social network. We propose its general architecture, 
and its different preprocessing steps. Then, we present the 
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process of features extraction we consider, we detail the 
training model, and we finish by presenting the CreCDA 
algorithm we developed.

4.1  Architecture of the proposed model

The flowchart in Figure 1 illustrates the different stages of 
the model detection process that we have proposed. The 
dataset extraction phase is the first step in the process. The 
second step is preprocessing, used to remove noise from the 
dataset. This step generates spelling and punctuation correc-
tions. The third step is Word2Vec, which will be detailed in 
the following section. Then, the features extraction stage, in 
which we select the relevant features for credibility tasks. 
Finally, transfer those features to a credibility prediction 
machine learning model.

4.2  Preprocessing steps of CreCDA model

Preprocessing data is critical, especially for social media 
content. Because of their short length (280 characters), 
incomplete abbreviations, and expressions, tweets are well 
known as unstructured and noisy data. These issues have a 
negative impact on the detection of credibility. To reduce 
noise in tweets, the following preprocessing steps are used:

• Remove punctuation: the punctuation marks such as com-
mas, apostrophes, and question marks, which do not have 
much importance to the credibility detection process, are 
removed.

• Numbers removal step: when measuring credibility, the 
numbers are useless and in order to improve the content 
of the tweets, the numbers are removed.

• Remove Stopwords: In this step, stopwords such as “and, 
that, and a” are removed.

• Lowercasing: one of the fundamental cleaning operations 
that convert a word to lowercase.

• Tokenization: is the process of working with substance 
data to confine a bit of substance into small units called 

tokens. The tokens are tallying segments and sentences, 
which can be broken into words with assistance.

4.3  Features extraction

The process of selecting and extracting relevant information 
from given data and forming feature vectors is called feature 
extraction. There are many methods for converting text to 
vector; in this work, we used word embedding which is a 
popular method of representing the vocabulary of a docu-
ment in which words with similar meanings are represented 
similarly. Word2vec is a well-known neural network model 
for learning word embeddings. It takes a text as input and 
generates a low-dimensional vector of the words in the text 
corpus. Several features to measure the reliability of news 
events on Twitter have been proposed in the literature. For 
the purposes of this article, we consider one of the most 
useful and popular feature sets available today. The work 
illustrated in Sharma (2019) suggests three factors to con-
sider when determining credible information: (i) source of 
information, (ii) content of information, and (iii) comments 
of the user. In order to analyze credibility conversations, we 
focus on publication levels. The following sections describe 
all the features offered.

4.3.1  Post‑level features

Post-level or content-based features are the features that 
focus on the substance of the conversation that may influ-
ence the credibility of the conversation.

Conversation-content: In this research, we measure the 
conversation content by cosine similarity. Cosine similarity 
is a metric used to determine the similarity of documents, 
irrespective of their size. We measure the cosine similarity 
between the source tweet and the reaction tweet.

Sentiment conversation: Several studies have attempted 
to improve the significance of emojis and emoticons in 
detecting sentiment, including Park et al. (2018); Azer et al. 
(2021). Before calculating the polarity of tweets, we convert 

Fig. 1  General architecture of 
the proposed model
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emojis and emoticons ”:) :( : | ” to textual data, so ”:)” will be 
converted to “happy face smiley.” To convert these emojis 
and emoticons, we use the Python library. The polarity of 
each tweet in the conversation is then calculated. In this step, 
we propose to use two models to calculate sentiment conver-
sation. The following section details the proposed models to 
calculate sentiment conversation.

CreDeep sentiment conversation: In the step of calculat-
ing the polarity score, we use the TextBlob sentiment anal-
ysis model with Twitter conversations Silva et al. (2020). 
TextBlob Silva et al. (2020): TextBlob is a rule-based sen-
timent analysis library that focuses on lexical content and 
integrates sentiment analysis with the WordNet corpus. The 
calculated polarity score ranges [ −1...1]. ( −1 negative senti-
ment, 1 positive sentiment, 0 for neutral). We calculate the 
sentiment score of a conversation with the model given by 
equation 1 according to Abu-Salih et al. (2019).

With: Pol(T0) : polarity of the initial tweet using TextBlob. 
min(Pol(R∗)) : represents the minimum polarity of replies 
in the conversation. max(Pol(R∗)) : represents the maximum 
polarity of replies in the conversation. The main issue with 
this model is that it ignores the dependencies between tweets 
and comments, it also ignores the variation in polarity in the 
conversation. So, in order to solve this problem, we propose 
to use CSAM model Fadhli et al. (2022).

CSAM sentiment conversation: We assume that if we have 
a positive response in the conversation, it does not confirm 
that the conversation is positive, and the same is true for 
negative tweets. Indeed, CSAM consists of calculating a 
degree of belief using the theory of evidence to identify 
the meaning of the sentimental conversation. This degree of 
belief, denoted by bel, measures the total belief attributed 
to a conversation.

m(ci) is a conditional probability computed by combining 
polarity with similarity.

T represents a tweet and R is a reply.
Pol: score polarity calculated by Textblob sentiment anal-

ysis model.
Cosine similarity: Represents the most commonly used 

measure of similarity between two vectors, which is based 
on the co-occurrence of terms by fixing the dimension on 
the different concepts. Similarity is an important factor in 

(1)Senti(CT ) =
Pol(T0) −min(Pol(R∗))

max(Pol(R∗)) −min(Pol(R∗))

(2)Bel(CT ) =

N∑

i=1

m(ci) =

N∑

i=1

Probi(Ri|Ti)

(3)Prob(T|R) =
Pol(T) ∗ simcos(T ,R)

Pol(R)

detecting credible conversations Choudhary et al. (2018). 
The similarities between the initial tweet and replies are 
more critical in influencing trust and understanding than 
those that are perceived to be dissimilar Schouten et al. 
(2020). The similarity is defined as follows:

Where w2vec(T), w2vec(R) are two vectors calculated by 
word2vec techniques. Simcos(T ,R) is within the range [ −1 , 1], 
the value −1 indicates that the vectors are opposite, 0 for 
independent vectors and 1 for similar.

4.3.2  User‑level features

It is well known that the interaction of users is a signifi-
cant factor when discovering socially reliable content. This 
involves studying followers’ and friends’ interests and the 
users’ content, and so on. At this level, we focus on the char-
acteristics of the author (the source) of the tweet as shown 
in Table 1.

User-verified: As to whether the current user account is 
verified or non-verified, 1 represents a verified account and 
0 represents a non-verified account.

Ratio-followers: According to Azer et al. (2021) calcu-
lated as the number of followers divided by the account age. 
First, we calculate the ratio of followers per user to check if 
it was a fake account or not. Then, we determine the ratio of 
followers by conversation, in which we divide the obtained 
ratio by the number of tweets in the conversation.

Ratio-friends: To start, we calculate the number of friends 
divided by the account age Azer et al. (2021). Then, we 
calculate the ratio of friends in conversation with equation 5.

(4)Simcos(T ,R) =
w2vec(T) ∗ w2vec(R)

||w2vec(T)|| ∗ ||w2vec(R)||

(5)RatioFlw(Ui) =
NbFlw(Ui)

accountage(Ui)

(6)RatioFlw−conv(C
U) =

∑
RatioFlw(Ui)

Nbuser(C
U)

Table 1  Proposed features

Levels

Post level User level

Conversation-content User-verified
Sentiment conversation Ratio-followers

Ratio-friends
Ratio-status
Rank-user
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Ratio-status: We begin by calculating the number of sta-
tuses per user divided by the account age Azer et al. (2021). 
Then, we calculate the ratio of status in conversation with 
equation 7.

Rank-user: The gratitude of users’ conversation increases 
when the user receives a lot of consideration. According to 
Ahmad (2022) rank of a user can be expressed as follows:

We consider a conversation is a set of users. We define the 
rank of a user per conversation as given by equation 9.

4.4  Training model

In our research on credible conversation detection, we used 
the CNN-LSTM model. To make our detection model more 
efficient and deep optimized, we used a multi-dense layer. 
The number of dense layers, activation functions, and loss 
functions are as follows: The first step after feature extrac-
tion is to represent conversation content and user features 
in a separate embedding layer. The first layer in the model 
is called the input layer, which contains the input features. 
We have two input layers, one for post features and another 
for user features. It has a dimension of (32, 300), where 32 
represents the batch size and 300 is the input vector length. 
The second layer is the embedding layer. Embeddings are 
an excellent method for NLP issues for two reasons. First, 
it reduces dimensionality over one-hot encoding because 
we can control the number of features. Second, because 
similar words have similar embedding, the embedding layer 
can understand a word’s context. Next, we apply the CNN-
LSTM model, in which each feature will be assigned an 
activation function and passed on to the next layer in the 

(7)RatioFrd(Ui) =
NbFrd(Ui)

accountage(Ui)

(8)RatioFrd−conv(C
U) =

∑
RatioFrd(Ui)

Nbuser(C
U)

(9)RatioSts(Ui) =
NbSts(Ui)

accountage(Ui)

(10)RatioSts−conv(C
U) =

∑
RatioSts(Ui)

Nbuser(C
U)

(11)

Rankuser(Ui) = − log

∑N

i=1
favoritei + commenti + retweeti

followeri

(12)Rankuser−conv(C
U) =

∑
Rankuser(Ui)

Nbuser(C
U)

network. After that, we combine the output layer obtained 
after the application of the CNN-LSTM model. To improve 
the performance of our model and to learn features more 
deeply, we propose to add four dense layers: dense(10), 
dense(8), dense(6), and dense(4), respectively.

Dense layer A dense layer’s functionality can be defined 
as a linear operation in which every input is connected to 
every output by some weight. The addition of hidden lay-
ers in the neural network improves the model to a point, 
but adding more layers can harm the model’s performance 
(it depends upon the complexity of the problem). Our pro-
posed model has four dense layers to achieve the best results. 
Researchers in Alrubaian et al. (2021) have mostly used one 
or two dense layers.

Activation function As an activation method, we used 
ReLU (Rectified Linear Unit). The main reason for using 
ReLU is that it successfully removes negative values from 
an activation map in a network by setting them to zero. It is 
the most commonly used activation function in deep learn-
ing. It solves the vanishing gradient problem more efficiently 
than sigmoid or Tanh. It is 0 for all negative values of input 
z and equal to z for all positive values of input z. The ReLU 
equation is as follows:

Loss function The final step is the output layer, in which 
we use a cross-entropy function. The performance of a clas-
sification model whose output is a probability value between 
0 and 1 is measured by cross-entropy loss, also known as log 
loss. As the predicted probability diverges from the actual 
label, cross-entropy loss increases. Cross-entropy can be cal-
culated in binary classification when the number of classes 
equals 2.

The layered architecture of our multi-dense credibility based 
model (CreCDA) is shown Fig. 2 and Table 2. This neural 
network-based model has 300 input nodes. It has four hidden 
layers. The first dense layer contains 10 nodes. There are 
8 hidden nodes in the second dense layer. The third layer 
contains 6 hidden nodes. Fourth dense layer has 4 hidden 
nodes. The final output layer has 2 nodes and the sigmoid 
activation function.

The CNN-LSTM architecture used in our experiments is 
given by the following equations:

(13)� = max(0, z)

(14)Loss = −(y log(p) + (1 − y) log(1 − p))

(15)it = �(wi[ht−1, xt] + bi)

(16)ft = �(wf [ht−1, xt] + bf )
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it : represents the input gates. ft : represents the forget gates. 
ot : represents the output gates. � : sigmoid function.

We compared the performance of six different classifi-
ers, namely: logistic regression (LR), random forests (RF), 
convolution neural network (CNN), convolution neural 
network–long short-term memory (CNN-LSTM), and long 
short–term memory (LSTM) in order to choose the best 
classifier.

(17)ot = �(wo[ht−1, xt] + bo)

4.5  Proposed algorithm

5  Experimental study and results analysis

In this section, we present the setup used to implement 
our approach (Sect. 5.1), the datasets used to approach the 
task of credible conversation (Sect. 5.2), and the different 
metrics used to evaluate the performance of our model 
(Sect. 5.3). Section 5.4 outlines the results of the study. 
Finally, the findings are discussed (Sect. 5.5).

5.1  Simulation setup

The proposed solution was implemented in Python 3.10 
language using Jupyter notebook 6.4.11 on the plat-
form anaconda 3. The simulations are carried out on a 
PC Intel(R) Core(TM) i5-4210U CPU @ 1.70GHz 2.40 
GHz, 6 GB RAM. Table  3 represent hyperparameters 
used for our proposed deep neural network-based model 
“CreCDA.”

Deep neural network-based model CreCDA: CreCDA 
with four layers 10,8,6,4 is designed. ReLU for hidden 
layers and sigmoid for the output layer is used as activa-
tion function. Adam optimizer is used for optimizing the 
designed CreCDA. CreCDA is trained for 10 epochs.

Fig. 2  Preprocessing steps of CreCDA

Table 2  Layered architecture of 
our proposed CreCDA model

Layer Input Output

Dense 64 10
Dense_1 10 8
Dense_2 8 6
Dense_3 6 4
Dense_4 4 2
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5.2  Data collection

We used the PHEME dataset, which is the most commonly 
used dataset in the credibility detection task Zubiaga et al. 
(2017). The dataset was collected by Zubiaga et al. (2017) 
using the Twitter streaming API during five breaking 
news events. Table 4 presents all events connected to the 
PHEME dataset as well as the total number of credible and 
non-credible. The total number of tweets is 5802, which 
were manually annotated as 3830 (66%) credible and 1972 
(34%) non-credible tweets. This dataset is labeled dataset. 
One represents a rumor, and zero represents a not-rumor. 
In our case, we classified rumors as non-credible and not-
rumors as credible (Table 4).

5.3  Evaluation metrics

To evaluate our approach, we used four common measures, 
frequently used for assessing the performance of the binary 
classifiers. The confusion matrix in Table 5 presents these 
measures, which are defined as follows:

• TP (True Positives): is the number of positive conversa-
tions detected correctly classified as “positive,”

• TN (True negatives): is the number of negative conversa-
tions detected correctly classified as “negative,”

• FP (False positives): is the number of negative conversa-
tions detected incorrectly classified as “positive,” and

• FN (False negatives): is the number of positive conversa-
tions detected incorrectly classified as “negative.”

To calculate the performance of our model, we used the 
following metrics:

• Precision: represents the percentage of true positive 
instances is predicted to be positive. 

• Recall: the recall is the proportion of true positive 
instances from cases that are actually positive. 

• F1-score: this measure represents the average of the pre-
cision and recall. 

• Accuracy: the subset of the predicted real instances com-
pared to the set of predicted instances. 

• G-mean: indicates the geometric mean of the recall. 

5.4  Experimental results and analysis

We have tested our model with five ML algorithms: LR, RF, 
CNN, CNN-LSTM, and LSTM. The results of this analy-
sis are summarized in Tables 6, 7, 8, 9, 10, 11, 12 and 13. 
We have applied our model to the PHEME dataset Zubiaga 
et al. (2015) using precision, recall, F1-score, accuracy, and 
G-mean as the performance metrics. Firstly, we tested our 
model with post features as shown in Tables 6, 7, and Fig. 3. 
We obtained the best results with credible conversation in 
terms of precision with LSTM (0.66), recall with CNN 
model (0.75), F1 with CNN-LSTM model (0.66). We add 
two metrics to confirm our result’s accuracy and G-mean and 
we obtained the best score with CNN-LSTM (0.76) accuracy 

(18)Precision =
TP

TP + FP

(19)Recall =
TP

TP + FN

(20)F1 − score =
2 ∗ (Precision ∗ Recall)

(Precision + Recall)

(21)Accuracy =
TP + TN

TP + TN + FP + FN

(22)G −mean =

√
TN

TN + FP
∗

TP

TP + FN

Table 3  Hyperparameters for our proposed CreCDA model

Hyperparameter Description or value

No. of dense layers 5
No. of hidden nodes 32,32,64,10,8,6,4,2
Activation function ReLU
Loss function Cross-entropy
Output layer Sigmoid
Number of epochs 10
Batch-size 32
Optimizer Adam

Table 4  PHEME Dataset base

Event dataset Credible Not-credible Total

Charlie Hebdo 458 1621 2079
Ferguson 284 859 1143
German wings crash 238 231 469
Ottawa shooting 470 420 890
Sydney siege 522 699 1221
Total 1972 3830 5802

Table 5  Confusion matrix Predictive 
result

Actual result TP FN
FP TN
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and (0.71) with G-mean. In the scenario of a non-credible 
conversation, we note that the best recall rate (0.98) but with 
a precision rate of (0.65) was obtained by applying the LR 
learning model. The CNN learning model resulted in the 

highest precision rate (0.84) but a recall rate of (0.71). We 
noticed that applying the learning models LSTM and CNN-
LSTM yielded the best values of F1-score (0.82). We cal-
culate accuracy and the G-mean score we obtained (0.76) 
with CNN-LSTM and (0.71) with CNN-LSTM and LSTM 
models.

Secondly, we calculate sentiment analysis with CSAM 
model Fadhli et al. (2022) and we obtained the results in 
Tables 8, 9, and Fig. 4. The best results of credible conversa-
tion are generated with the CNN model in terms of recall, 
F1-score, accuracy, and G-mean (0.76), (0.75), (0.82), and 
(0.8), respectively, while the best precision with the CNN-
LSTM learning model was (0.77). In the case of non-cred-
ible conversation, the highest recall with the RF model was 
(0.99), whereas the best precision, F1-score, accuracy, and 
g-mean with the CNN model. The results show that there is 
only a minor difference in score between CNN and CNN-
LSTM (Fig. 7).

Third, we combine conversation content with user fea-
tures as in Tables 10,11, and Fig. 5. We achieved the best 
recall, F1 measure, and G-mean in credible conversation 
with the CNN-LSTM model at (0.69), (0.65), and (0.74), 
respectively, while the highest precision and accuracy with 
the LSTM model (0.7) and (0.77). On the other hand, with 
non-credible conversation, we obtained a higher recall with 
LR and RF (0.97). However, with the LSTM model we 
achieved (0.87) F1-score and (0.83) of accuracy, whereas 
the best precision and G-mean with the CNN-LSTM model 
were (0.83) and (0.74), respectively. Values in bold indicate 
the best results.

Finally, to improve the results, we combine the “Cre-
Deep” model with “CSAM.” Tables 12, 13, and Fig. 6 sum-
marize the findings of this analysis. The table shows that the 
best results are achieved with both CNN and CNN-LSTM 
for credible and non-credible.

As shown in Tables 10,11,12, and 13, we observe a 
remarkable increase with the combination of the CSAM 
and CreDeep models. When there is a credible conversa-
tion, the increase in scores ranges between [0.05] and 
[0.18]. The obtained results increased from [0.02] to 
[0.09] for a non-credible conversation with both the CNN 

Table 6  The score results of credible conversation from five trained 
models of the proposed approach “CreDeep” using post features

Bold values indicate the obtained results with CNN-LSTM model

Approaches Metrics

Precision Recall F1-score Accuracy G-mean

CreDeepLR 0.11 0.01 0.01 0.64 0.07
CreDeepRF 0.52 0.06 0.1 0.66 0.23
CreDeepCNN 0.57 0.75 0.65 0.72 0.69
CreDeepLSTM 0.66 0.57 0.61 0.75 0.71
CreDeepCNN−LSTM 0.65 0.68 0.66 0.76 0.71

Table 7  The score results of non-credible conversation from five 
trained models of the proposed approach “CreDeep” using post fea-
tures

Approaches Metrics

Precision Recall F1-score Accuracy G-mean

CreDeepLR 0.65 0.98 0.78 0.64 0.07
CreDeepRF 0.66 0.97 0.79 0.66 0.23
CreDeepCNN 0.84 0.71 0.77 0.72 0.69
CreDeepLSTM 0.79 0.85 0.82 0.75 0.71
CreDeepCNN−LSTM 0.83 0.81 0.82 0.76 0.71

Table 8  The score results of credible conversation from five trained 
models of the proposed approach “CSAM” using post features

Approaches Metrics

Precision Recall F1-score Accuracy G-mean

CSAMLR 0.4 0.05 0.09 0.65 0.21
CSAMRF 0.55 0.03 0.06 0.66 0.17
CSAMCNN 0.74 0.76 0.75 0.82 0.8
CSAMLSTM 0.63 0.72 0.67 0.76 0.74
CSAMCNN−LSTM 0.77 0.61 0.69 0.81 0.74

Table 9  The score results of non-credible conversation from five 
trained models of the proposed approach “CSAM” using post features

Approaches Metrics

Precision Recall F1-score Accuracy G-mean

CSAMLR 0.66 0.96 0.78 0.65 0.21
CSAMRF 0.66 0.99 0.79 0.66 0.17
CSAMCNN 0.87 0.86 0.87 0.82 0.8
CSAMLSTM 0.84 0.78 0.81 0.76 0.74
CSAMCNN−LSTM 0.82 0.91 0.86 0.81 0.74

Table 10  The score results of credible conversation from five trained 
models of the proposed approach “CreDeep” using post+user features

Approaches Metrics

Precision Recall F1-score Accuracy G-mean

CreDeepLR 0.5 0.06 0.1 0.66 0.23
CreDeepRF 0.5 0.06 0.1 0.66 0.23
CreDeepCNN 0.64 0.59 0.61 0.74 0.71
CreDeepLSTM 0.7 0.57 0.63 0.77 0.7
CreDeepCNN−LSTM 0.61 0.69 0.65 0.74 0.74
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and CNN-LSTM models, while the LSTM model shows 
a slight decrease in precision and accuracy for credible 
conversations, as well as in recall, F1-score accuracy, and 
G-mean for non-credible conversations. Tables 12 and 
13 summarize the obtained results, we achieve the best 
results with CNN and CNN-LSTM models for credible 
conversation seems as non-credible. The highest preci-
sion score (0.71) for credible and (0.87) for non-credible. 
The best recall, F1-score, and accuracy were achieved 
with CNN for credible conversation. We obtained the 
highest recall of not credible conversations with LR and 
RF (0.98). However, our model achieved the best recall, 
F1-score, and accuracy with CNN and CNN-LSTM mod-
els (Table 13).

We observe that we obtained close results between CNN 
and CNN-LSTM. Figure 7 shows the CNN/CNN-LSTM 
accuracy and loss curves after training versus the number 
of epochs for the classification task based on combined con-
tent and social context. The curves show that the model has 

Fig. 3  The score results of “CreDeep” using post+user features

Fig. 4  The score results of m“CSAM” using post features

Table 11  The score results of non-credible conversation from five 
trained models of the proposed approach “CreDeep” using post+user 
features

Approaches Metrics

Precision Recall F1-score Accuracy G-mean

CreDeepLR 0.66 0.97 0.79 0.66 0.23
CreDeepRF 0.66 0.97 0.79 0.66 0.23
CreDeepCNN 0.79 0.82 0.81 0.74 0.71
CreDeepLSTM 0.79 0.87 0.83 0.77 0.7
CreDeepCNN−LSTM 0.83 0.77 0.8 0.74 0.74

Table 12  The score results of credible conversation from five 
trained models of the proposed approach “CreCDA” using CreDeep 
post+user features and CSAM model

Approaches Metrics

Precision Recall F1-score Accuracy G-mean

CreCDALR 0.5 0.04 0.07 0.66 0.18
CreCDARF 0.5 0.04 0.07 0.66 0.18
CreCDACNN 0.71 0.77 0.74 0.81 0.8
CreCDALSTM 0.65 0.77 0.71 0.78 0.77
CreCDACNN−LSTM 0.71 0.75 0.73 0.81 0.79

Table 13  The score results of non-credible conversation from five 
trained models of the proposed approach “CreCDA” using CreDeep 
post+user features and CSAM model

Approaches Metrics

Precision Recall F1-score Accuracy G-mean

CreCDALR 0.66 0.98 0.79 0.66 0.18
CreCDARF 0.66 0.98 0.79 0.66 0.18
CreCDACNN 0.87 0.84 0.85 0.81 0.8
CreCDALSTM 0.87 0.78 0.82 0.78 0.77
CreCDACNN−LSTM 0.87 0.84 0.85 0.81 0.79

Fig. 5  The score results of “CreDeep”using post+user features and 
CNN-LSTM model
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learned with CNN-LSTM better than with CNN. Further-
more, Fig. 7b and d from 7 show that CreCDA overfits the 
CNN model, with a loss value of (0.83) versus (0.6) for 
the CNN-LSTM. We conclude that CreCDA with CNN-
LSTM improves the results compared to the CNN model. 
We recorded that our model increases recall. This means 

that our model is able to detect non-credible conversations 
in the corpus. Table 14 and Fig. 8 summarizes the results 
of our model when compared to the CSAM and CreDeep 
models.

5.5  Discussion

PHEME corpus has been used in several studies, includ-
ing Zubiaga et al. (2015, 2017); Kotteti et al. (2018). They 
use deep learning to analyze credible conversations. On 
the PHEME dataset, our model is compared to the exist-
ing state-of-the-art models. To begin, as shown in Table 15 
we compare our model with Zubiaga et al. (2017); Kotteti 
et al. (2018); Bharti (2020) to determine whether tweets 
were rumors or not. We discovered that our model per-
formed best with non-credible conversations. This demon-
strates that our model detects untrustworthy conversations 
more effectively than trustworthy ones. We calculated the 
mean precision, recall, and F1 between credible and non-
credible conversations, as shown in Table 15. Second, we 
compare our model to Kotteti et al. (2018); Zubiaga et al. 
(2017) which classified Twitter conversations as rumors and 

Fig. 6  The score results of the proposed approach “CreCDA” 
post+user features and CNN-LSTM model

Fig. 7  CreCDA accuracy and 
loss curve with combined 
Post+user features and CNN-
LSTM/CNN model
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not-rumors. In Kotteti et al. (2018), the authors used time 
series data to reduce time and supervised learning algo-
rithms. On the other hand, Zubiaga et al. (2017) used a 
conditional random field (CRF) based on content and social 
features. They Kotteti et al. (2018) had the highest precision 
of (0.94), while our model had the second-highest precision 
of (0.79). When compared to Kotteti et al. (2018); Zubiaga 
et al. (2017), our model achieved the best recall and F1 
measures among all classes. The results show that these 
methods can produce very good classification results. We 
conclude that the use of the “CSAM” sentiment analysis 
aggregation model and the combination of textual and user 
levels improve the results. Furthermore, this approach can 
be helpful to improve the performance of credible conver-
sation detection. The use of our proposed CreCDA further 
improves the performance as compared to both CreDeep 
and CSAM.

6  Limits of the proposed approach

The main goal of the proposed approach is to propose an 
efficient solution for a credible Twitter conversation. Despite 
its high precision, recall, f-measure, G-mean, and accuracy, 
our model ignores the semantic relationships between terms 
used to represent information and the relationships between 
these concepts. Furthermore, it does not integrate hashtags 
as microblog features. This limitation penalizes our solu-
tion’s excellent performance and prevents us from consider-
ing it a perfect solution. This strategy could be used in the 
future.

7  Conclusion and future works

7.1  Summary

In this paper, we have presented a new model to detect cred-
ible conversations. First, we have used a new model of cal-
culating sentiment conversation based on a belief function 
and conditional probability. Second, calculate conversation 
credibility by combining post and user features based on 

the CNN-LSTM model. To evaluate our method, we used 
the PHEME dataset. First, we test our model with post fea-
tures. We use five ML models. The results show that the use 
of CNN-LSTM with our model outperforms CNN, LSTM, 
LR, and RF. Second, we evaluated our model with post-
user features, in which we achieved high scores with the 
CNN-LSTM model. We have conducted different standard 
measures such as precision, recall, F1-score, accuracy, and 
G-mean. The obtained results confirm the feasibility of our 
model and its performance. We also compared our proposed 
approach with other models in the literature like CSAM and 
CreDeep.

7.2  Prospects

Our future work can be articulated in three directions. As 
a first direction, we plan to evaluate our model with recent 
conversation datasets in order to compare it to state-of-
the-art approaches. The second direction is to use differ-
ent semantic features with the contextual representation of 
words and thematic features. The integration of these new 
characteristics and their consideration will probably improve 
the performance of our model on credible searches on 

Table 14  Scores of credible and 
non-credible conversations for 
various models

Credibility Approach Metrics

Precision Recall F1-score Accuracy G-mean

CSAM 0.77 0.61 0.69 0.81 0.74
Credible CreDeep 0.61 0.69 0.65 0.74 0.74

Our approach CreCDA 0.71 0.75 0.73 0.81 0.79
CSAM 0.82 0.91 0.86 0.81 0.74

Non-credible CreDeep 0.83 0.77 0.8 0.74 0.74
Our approach CreCDA 0.87 0.84 0.85 0.81 0.79

Fig. 8  The score results of the proposed approach using post+user 
features and LR model
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Twitter. The third direction consists in using an ontological 
structure at the post level allowing the representation of the 
semantic links between the terms and the relations between 
the concepts for better detection of credible conversations 
on Twitter.
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