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Abstract
Transfer learning have recently proven to be very powerful in diverse Natural language processing (NLP) tasks such as
Machine translation, Sentiment Analysis, Question/Answering. In this work, we investigate the use of transfer learning
(TL) in Dialectal Arabic sentiment classi�cation. Our main objective is to enhance the performance of Sentiment
classi�cation and overcome the low resource issue of Arabic dialect. To this end, we use Bidirectional Encoder
Representation from Transformers (BERT) to transfer contextual knowledge learned from language modelling task to
sentiment classi�cation. We particularly use the multilingual models mBert and XLM-Roberta, the speci�c Arabic models
ARABERT, MARBERT, QARIB, CAMEL and the speci�c Moroccan dialect Darijabert. After carrying out downstream �ne-
tuning experiments using different Moroccan SA datasets, we found that using TL signi�cantly increase the performance
of sentiment classi�cation in Moroccan Arabic. Nevertheless, though speci�c Arabic models have proven to perform
much better than multilingual and dialectal models, our experiments have demonstrated that multilingual models can be
more effective in texts characterized by an extensive use of code-switching.

1 Introduction
The advent and the growth of social media platforms has led to an exceptional growth in user-generated data. Given the
massive amounts of data that is increasingly being introduced inline sentiment analysis has become a very popular
research topic amongst researchers. However, there some challenging problems that seem to hinder researchers from
working on languages such as Arabic. The latter language is actually made up of multiple dialects that differ, in various
ways, from each other and from the o�cial form of Arabic called Modern Standard Arabic (MSA). Moreover, Arabic social
media users mostly use their mother tongue rather than MSA to comment or express their opinions. Dealing with this
diversity of informal writing presents, thus, a critical challenge of Arabic sentiment analysis.

Moroccan Arabic is one of Arabic dialects that differ signi�cantly from MSA. The growth of using Moroccan dialect on
social media and the lack of dedicated resources require more focus on how to take advantage of existing systems to
improve processing and understanding of this Arabic variety.

The latest signi�cant advances in NLP-related research has resulted in the emergence of a number of Pre-trained
language models (PLM) which have proven to be very successful in diverse NLP tasks such as Machine translation,
Sentiment Analysis and Question/Answering. In fact, since the introduction of transformers in 2017, several variants of
such models have been proposed. These include include BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019), and BART
(Lewis et al., 2019) among others. The success of transformer-based pre-trained language models has attracted the
attention of Arabic PLN community and important efforts have been deployed to produce Arabic Transformer Models
such as ArabicBERT (Safaya et al., 2020), AraBERT (Antoun et al., 2020), MARBERT (Abdul-Mageed et al., 2020),
GigaBERT (Lan et al., 2020), CAMELbert (Inoue et al., 2021).

We propose in this work using transfer learning to take advantage of existing language models to improve the
processing and understanding of the Moroccan Arabic variety. Our objective is to examine to what extent the
multilingual, monolingual or even dialectal transfer learning can perform in Moroccan Sentiment Analysis. In this respect,
an attempt will be made the following questions:

1. Are cross-multilingual transfer learning enough to achieve good performance in Moroccan Sentiment Analysis?
2. Can speci�c Arabic models outperform cross-multilingual models?
3. Is transfer learning from a small Moroccan language model more appropriate than transfer learning from a large

Arabic multi-dialects language model?
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The rest of this paper is structured as follows. In Section 2 we discuss related work, In Section 3 we describe pre-trained
language models used in our study. Evaluation datasets are detailed in Section 4. In Section 5, we present our
experiments and discuss results in section 6. Finally, we conclude in Section 7.

2 Related work
In the last two decades, a large number of research studies have been conducted on SA in Arabic. In most of these works,
researchers have applied linear machine learning models together with traditional features such as n-gram. Some
traditional supervised algorithms such as NB and SVM have frequently been used (Boudad et al., 2017). With the
advance of deep learning and word embedding models and their introduction in many NLP �elds, many Arabic Sentiment
Analysis studies have explored neural models such as convolution models, recurrent models, and attention mechanisms
to learn text representation,.

More recently, pre-trained language models have proven to be successful in text representation and transfer learning. In
fact, several pre-trained language models such as Bidirectional Encoder Representation from Transformers (BERT)
(Devlin et al., 2018), ELECTRA (Clark et al., 2020), GPTs (Brown et al., 2020; Radford et al., 2019), RoBERTa (Liu et al.,
2019), have been able to achieve state-of-the-art results on different NLP tasks including Sentiment Analysis. In addition,
parallel works extended these systems to multilingual settings such as mBert and Xlm-Roberta that are trained on
multiple languages. Other models dedicated to speci�c languages other than English have been introduced. These
include CamemBERT (Martin et al., 2019) for French and Bertje for Dutch (de Vries et al., 2019).

Arabic NLP community has also contributed to this rising work of dedicated language models and several Arabic speci�c
models was proposed in the literature. In this respect, Antoun et al. (Antoun et al., 2020) introduced 15 Arabert variants,
based on the same architecture of three original models Google’s BERT (Devlin et al., 2018), OpenAI GPT2-base (Radford
et al., 2019), and Electra (Clark et al., 2020). Their models were trained on a large corpus of 77 GB MSA Arabic text.
Evaluation on Sentiment Analysis tasks showed that their pre-trained models outperform CNN and BiLSTM-CRF
approaches on four different Arabic datasets HARD, ASTD-Balanced, ArsenTD-Lev and AJGT.

Abdul-Mageed et al. (Abdul-Mageed et al., 2020) proposed two Arabic models ARBERT and MARBERT. Following BERT
pre-training setup, the �rst model was pre-trained on 61GB of MSA text, while the second was trained on 128GB of multi-
dialect tweets. Evaluation of the two models on SA shows that MARBERT is more powerful than ARBERT, and it
outperforms AraBERT in three dataset HARD, ASTD-Balanced and AJGT.

In 2021, Inoue et al. (Inoue et al., 2021) built three Arabic BERT-base models called CAMeLBERT-MSA, CAMeLBERT-DA,
CAMeLBERT-CA that were pre-trained on MSA, dialectal, and classical Arabic text data respectively. In addition, the
authors proposed CAMeLBERTMIX, which was pre-trained on a mixture of the three text genres. They evaluated their
models on different NLP tasks including Arabic SA.

Ghaddar et al (Ghaddar et al., 2021) presented JABER and SABER, Junior and Senior Arabic BERT, respectively. These
were trained on 115GB of MSA texts. Evaluation of the two models on a new collection of benchmark datasets for Arabic
Language Understanding (ALUE) shows that JABER and SABER outperform all previous models.

There is no doubt that the introduction of pre-trained language models has improved the state of the art of Arabic
sentiment Analysis. However, focus has mostly been on MSA and a little interest has been devoted to improve the
performance of NLP tasks on Arabic dialects. In this context, Messaoudi et al. (Messaoudi et al., 2021) developed a
Tunisian language model based on Bert architecture and pre-trained on a collection of 60 KB Tunisian dialect data.
TunRoBERTa is another Tunisian model introduced by Antit et al. (Antit et al., 2022) that was trained using RoBERTa
architecture on Tunisian texts and evaluated on two Tunisian SA datasets. Abdaoui et al. (Abdaoui et al., 2021) presented
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the �rst Algerian language model: DziriBERT trained on 150 MB Algerian tweets using the same architecture of BERT
base. Compared to existing models, DziriBERT achieves the best performance on two Algerian SA downstream datasets.

In this work, we hope to help bridge the gap between the success of MSA SA and Moroccan SA. We investigate the
e�ciency of transfer learning in Moroccan sentiment analysis by using different variant of BERT Based language
Models.

3 Language Models
BERT’s model architecture is a multi-layer bidirectional transformer encoder based on the original implementation
described in (Vaswani et al., 2017). In this section, we describe BERT based models selected to perform different types of
transfer learning. All these models have the same con�guration of Bert Base, which is implemented with 12 layers, 768
hidden size and 12 self-attention heads.

Cross-multilingual transfer learning

To perform cross-multilingual transfer learning, we consider the two following multilingual models:

m-BERT (Pires et al., 2019): the version multilingual of Bert trained on the Wikipedia pages of 104 languages with a
shared wordPiece vocabulary.

Xlm-Roberta (Conneau et al., 2019): a multilingual version of the RoBERTa model. It is pre-trained on 2.5TB of data
across 100 languages data from Common Crawl including 28GiB Arabic Data. It is trained on Masked language
modeling (MLM) task using only monolingual data with wordPieces tokenization. In our experiments, we use the
base version that has 12 encoder blocks, 768 hidden dimensions, 12 attention heads and 270M parameters. XLM-R
achieves state-of-the-arts results on multiple cross lingual benchmarks.

Cross-lingual transfer learning

To transfer learning from Arabic language modeling to Moroocan Arabic dialect sentiment Analysis, that following Arabic
models have been opted for:

Arabertv02-twitter (Antoun et al., 2020): It is an Arabic monolingual model based on Bert Architecture and trained on
77GiB of Arabic news collected from different media in different Arab regions. Arabert trained with masked language
modeling (MLM) and next sentence prediction (NSP) objectives. It uses the BERTbase con�guration with 512
maximum sequence length, and a total of ∼136M parameters.

Marbert (Abdul-Mageed et al., 2020): an Arabic multi dialects model based on Bert Architecture and trained on
128GiB of Arabic tweets. It is trained with masked language modeling (MLM) objective using BERTbase
con�guration with a total of ∼163M parameters and 218 maximum sequence.

Qarib (Abdelali et al., 2021): An Arabic BERT model trained on a collection of ~ 420 Million tweets and ~ 180 Million
sentences from different available Arabic corpus. The pre-training was performed on predicting random missing
words with a total of ∼135M parameters.

Camel-DA (Inoue et al., 2021): An Arabic BERT model trained on a 54GB text from a range of dialectal corpora. It is
trained with the whole word masking with a total of ∼163M parameters. The maximum sequence length was limited
to 128 tokens for 90% of the steps and 512 for the remaining 10%.

Monolingual transfer learning
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In an aim to evaluate the impact of both the size and language similarity spectra, we consider DarijaBert a Moroccan
Arabic dialect BERT model trained on a small size corpus. It is developed and made available by AIOX Labs, an AI
Moroccan company. It is trained on 691MB of Moroccan dialects text from web stories, tweets and YouTube comments,
using masked language modeling (MLM) task with Bert base con�guration and a total of ∼147M parameters.

The table below presents some statistics of the aforementioned models.

Table 1
Statistics of the different pre-trained language models

Model type Arabic Vocabulary
size

Num
Tokens

Data
Size

Num of
parameters

XLM-RoBERTa-
base

Multilingual 14K 2.9B 2.5TB 270M

mBert-base Multilingual 5K 0.15B 42GB 167M

AraBERTv0.2-
twitter

Arabic 64K 2.5B 77GB 136M

Qarib Arabic 64K 14.0B - 135M

MarBERTv2 Arabic 100K 15.6B 128GB 163M

Camel-DA Arabic 30K 5.8B 54GB 109M

Darijabert Moroccan
Dialect

80K 2.5B 691MB 147M

4 Moroccan SA Datasets
In this section, we describe the four Moroccan datasets selected to conduct sentiment classi�cation �ne-tuning:

MSAC: The Moroccan Sentiment Analysis Corpus Arabic created by Oussous et al. (Oussous et al., 2020) was
collected from 2,000 Moroccan tweets and labelled manually into two classes, namely negative and positive.

ElecMorocco: Moroccan Arabic dataset collected by Elouardighi et al. (Elouardighi et al., 2017) from Facebook
comments written in Modern Standard Arabic or in Moroccan Dialectal Arabic about the Morocco's Legislative
Elections of 2016. Comments are labelled into 3673 positive and 6581 negative classes.

MSDA: an open data set of social data content in several Arabic dialects collected by Boujou et al. (Boujou et al.,
2021). The data is collected from the Twitter social network and consists of + 50K tweets in �ve Arabic dialects:
Moroccan, Algerian, Tunisian, Egyptian and Lebanese. We consider this dataset as the most challenging since
tweets are from multiple dialects, and some tweets are written in a mixture of Arabic with other Latin languages
such as English and French.

MAC: Moroccan Arabic Corpus is built by Garouani et al. (Garouani and Kharroubi, 2021) and consists of 18,087
tweets written in Standard Arabic and Moroccan dialect. Tweets are manually labeled into positive, negative, mixed
and neutral classes.

Since there is no o�cial split for these datasets, we divided the datasets following the standard split: 80% training, 10%
evaluation, and 10% test. We release the dataset splits and the code for easier comparison and reproducibility of our
results. Table 2 shows the number of samples by training, evaluation and testing sets.
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Table 2
split of training, evaluation and testing sets

  classes total train Eval test

MSAC (2classes) pos 1000 801 107 92

neg 1000 799 93 108

ElecMorocco (2classes) pos 3673 2930 369 374

neg 6581 5273 656 652

MSDA (3 classes) pos 6792 5384 688 720

neg 15385 12309 1542 1534

neu 30033 24075 2991 2967

MAC (4classes) pos 9897 7881 988 1028

neg 4039 3272 374 393

neu 3508 2811 370 327

mixed 643 505 77 61

5 Experiments
To investigate the performance of transferring contextual embedding from multilingual, Arabic language and Moroccan
dialect modelling to Moroccan SA downstream task, we perform �ne-tuning for each model using training and validation
datasets and we ran classi�cation prediction on the test sets.

In fact, while the corpus used for training DarijaBert is a dialect-speci�c corpus, it is also smaller and may not provide
enough contexts for sentiment classi�cation �ne-tuning. On the other hand, the corpus used for training Arabic and
multilingual models is considerably larger but may not have enough coverage of the Moroccan dialect, which could lead
to biases in the output embedding.

For the implementation of different TL experiments, we utilized the publically available Pytorch Transformer library1. As
for the environment of implementation, we used Google Colaboratory tool with 4 NVIDIA Tesla V100 GPU 16G RAM. The
used models are publically available on HuggingFace library.

As cleaning was done for most of the datasets, we performed only some light pre-processing such as removing diacritics,
tatweel and repetition of more than two characters.

For text classi�cation tasks, BERT considers the �nal hidden vector C ∈ H of the special token [CLS] as the
representation of the whole sequence. A standard classi�cation loss is computed using a simple Softmax classi�er

(Devlin et al., 2018), i.e., , where W is the classi�cation layer weight W ∈ K x H, and K is the

number of classes. During �ne-tuning, all the weights from BERT as well as the weight matrix W are trained jointly by
maximizing the log-probability of the correct class.

Following the �ne-tuning procedure of BERT (Devlin et al., 2018), we set the sequence length and batch size to 128 and
32, respectively. We �ne-tuned each model for 2,3,4,5 epochs on training data and we measured the results on the
development set. The best �ne-tuning learning rate was selected among 5e-5, 4e-5, 3e-5, and 2e-5 on the development
dataset.

R

Log(softmax(C
⊥

W)) R
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Fine-tuning BERT on a small dataset can be unstable (Devlin et al., 2018). Moreover, randomness in machine learning
models can happen because of randomly initialized weights and biases, dropout regularization, and optimization
techniques (Dodge et al., 2020). The accuracy of the model can be in�uenced by the random seed value choice.
Therefore, following recommendations put forward in the literature (Ameri et al., 2021), we ran several random restarts on
the development set using the same hyper-parameters and changing only the random seeds to select a statistically
reliable accuracy.

[1] https://github.com/huggingface/transformers

6 Results and Analysis
After the �ne-tuning step, the best checkpoint model and tokenizer were saved. We run the sentiment prediction on test
sets and report F1-macro averaging and accuracy in Table 3.

As a baseline, we consider the Arabic SA system developed in (Boudad et al., 2019) and based on a combination of CNN
and ski-gram word2vec. We display also previous work results on each dataset. It is worthwhile to note that we cannot
use previous works as baseline since they used cross-validation method.

A look at the results above reveals that pre-trained Bert-based models outperform the baseline results on different
datasets which proves that using deep transfer learning is more powerful that using classical deep learning regardless of
the size and the similarity language of the training corpus. The average results show that Bert-Based transfer learning
outperforms CNN by a margin between + 3.83 and + 10.45 Macro-F1. More speci�cally, we showed that the gain
becomes more important when dealing with multiple classes and unbalancing datasets. For instance, in MAC dataset
that has four classes considerably unbalanced, the CNN model gets the worst score 59.35 Macro-F1 caused by its low
recall on mixed and neutral classes. This means that CNN cannot make generalizations in less populated classes and
that class imbalance biases the output of CNN towards the most populated class. However, the Arabic language model
“Qarib” is able to yield 82.05 Macro-F1 (over the performance of CNN by 22.7 points) on this dataset, which proves the
effectiveness of using Bert-based TL when dealing with challenging datasets.

Comparing the results of monolingual TL against cross-multilingual TL, we can see that DarijaBert even trained on only a
small scale of data (691MB), outperforms in most of the cases the multilingual models. It is worth noting that mBert is
almost systematically below all other Bert-based models. One possible explanation is that mBert is trained on only
WIKIPEDIA texts. On the other hand, using the multilingual model XLM-R trained on 2.5TB texts leads overall to slightly
lower results (-1.98 Macro-F1) than the results obtained with monolingual TL. This is interesting as it shows that
language similarity matters more than the size of corpora.

Evaluating the e�ciency of transferring Arabic contextual knowledge to Moroccan dialect SA demonstrates that using
Arabic Bert-based models further enhances performance and allows the system to reach the best scores. The four Arabic
speci�c models: Arabert, Marbert, Qarib and Camel-DA are approximatively equivalent. On average, the Qarib model
performs the best, followed by the Arabert Model. Interestingly, both models outperform Marbert model pre-trained on
128Gib much larger than the size of training AraBert (77GB). A possible explanation is that Qarib and Arabert corpora are
collected from different categories of Arabic text and include both standard and dialectal Arabic, while Marbert is pre-
trained only on Arabic dialectal tweets. This con�rms that having a mixed language variety in pre-training data is more
useful. In addition, we observe a signi�cant gap between results obtained using Monolingual Transfer and the best-
obtained performance. This decrease on performance shows that language similarity solely is not enough to build good
in-domain representations.
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Table 3
F1-macro averaging and accuracy obtained using different models on Moroccan SA (*results using cross-validation

method)

    MSAC

(2 classes)

ELEC

(2 classes)

MSDA

(3 classes)

MAC

(4 classes)

Macro
Average

Moroccan AD MSA + 
Moroccan AD

Multi AD MSA + 
Moroccan AD

Ma-
F1

Acc Ma-
F1

Acc Ma-
F1

Acc Ma-
F1

Acc Ma-
F1

Acc

Previous
works

CNN
(Oussous et
al., 2020)

- 95.50* - - - - - -    

SVM
(Elouardighi
et al., 2017)

- - - 78.00 - - - -    

SGD
Classi�er
(Boujou et
al., 2021)

- - - - 74.00 77.00        

LSTM
(Garouani
et al., 2021)

- - - - - - - 89.60*    

Baseline CNN + 
Word2Vec

89.00 89.00 80.75 81.80 77.96 79.21 59.35 67.68 76.76 79.42

Transfer
Learning

mBert 90.70 90.70 85.03 86.18 82.34 85.85 64.29 80.83 80.59 85.89

XLM-
Roberta

92.00 92.00 89.96 90.56 81.38 85.35 66.10 82.04 82.36 87.48

Arabertv02-
twitter

95.90 95.90 89.82 90.99 81.70 85.58 79.08 88.67 86.62 90.28

Marbertv2 95.40 95.40 90.15 91.18 81.42 85.16 77.16 87.84 86.03 89.89

Qarib 95.60 95.60 89.39 90.60 81.80 85.62 82.05 89.89 87.21 90.42

Camel-DA 95.00 95.00 85.82 86.99 82.14 85.96 77.11 86.01 85.01 88.49

DarijaBert 94.97 94.97 83.80 86.11 81.32 85.41 77.29 86.35 84.34 88.21

7 Conclusion
In this work, we explored the use of Bidirectional Encoder Representation from Transformers (BERT) models in a
sentiment classi�cation of Moroccan dialect texts. We found that using deep transfer learning is more powerful that
using classical deep learning regardless of the size and the similarity language of the training corpus. Comparing the
performances of using multilingual, Arabic language and Moroccan dialect models, shows that Arabic languages trained
on mixed data of dialect and MSA outperforms multilingual and speci�c dialect models. In future works, we intend to
develop a new Moroccan language model trained on a large corpus, and explore more downstream NLP on Moroccan
dialect. Furthermore, we will attempt to handle Arabizi scripts and French-Arabic code switching that is likely to help
improve the performance of Moroccan dialect NLP tools.
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