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Abstract

The exponential growth of user-generated content on social media plat-
forms, online news outlets, and digital communication has necessitated
the development of automated tools for analyzing opinions and attitudes
expressed in text. Stance detection, a critical task in Natural Language
Processing (NLP), aims to identify the underlying perspective or view-
point of an individual or group towards a specific topic or target. This
paper explores the challenges of stance detection, particularly in the con-
text of social media, where brevity, informality, and limited contextual
information prevail. While sentiment analysis focuses on explicit senti-
ment polarity, stance detection classifies the stance or viewpoint of a text
towards a target, often of an abstract nature. This study introduces two
multi-task learning (MTL) models that integrate sentiment analysis and
sarcasm detection tasks to enhance stance detection performance. Four
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task weighting techniques are proposed and evaluated, and their effec-
tiveness in the MTL models is demonstrated. Extensive evaluations on
English and Arabic benchmark datasets highlight the advantages of the
proposed models. Among them, the multi-target sequential MTL model
stands out with its hierarchical weighting approach, as it achieves state-
of-the-art performance. The study underscores the potential of MTL in
improving stance detection and provides insights into the interaction
between sentiment and stance, while considering the impact of sarcasm.

Keywords: Stance detection, Multi-task learning (MTL), Natural Language
Processing (NLP), Sentiment analysis, Social media, Sarcasm detection,
Opinion mining

1 Introduction

The vast growth of social media platforms, online news outlets, and digital

communication has led to an exponential increase in user-generated content

in recent years. This unprecedented surge in online discourse has sparked an

urgent need to develop automated tools and techniques capable of effectively

analyzing the opinions and attitudes expressed within these expansive streams

of text. Stance detection, a critical task within the field of Natural Language

Processing (NLP), aims to identify the position or perspective of a writer

towards a specific topic or entity by analyzing their written text and/or social

media activity, such as preferences and connections [1, 2]. The applications of

stance detection are diverse and encompass domains such as politics, market-

ing, and social media analysis. Stance detection can be seen as a closely related

problem to sentiment analysis, also known as opinion mining [3, 4]. Senti-

ment analysis primarily focuses on identifying the explicit sentiment polarity

conveyed by a text, typically categorized as Positive, Negative, or Neutral.

In contrast, stance detection aims to classify the viewpoint of a given text

towards a specific target as Favor, Against, or None. Moreover, the target in

stance detection is frequently of an abstract nature, such as ideological topics,
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and may not be explicitly referenced in the text, while sentiment analysis pri-

marily deals with non-ideological subjects. In addition, the alignment between

sentiment and stance within a given text exhibits variability. Consequently, a

text may demonstrate positive sentiment while maintaining a stance against

the target, or vice versa. To provide an illustration of the stance detection

task, Table 1 presents two tweet examples showcasing contrasting stance and

sentiment labels. Hashtags in the examples, denoted by the ’#’ symbol, are

used in social media to categorize content and facilitate topic identification.

Table 1 Example of stance detection

Text Target Stance Sentiment

Republicans in the White House will make
America great again! #Trump #educateyourself

Hillary Clinton Against Positive

And an even worse place from which to
make medical decisions FOR OTHER PEOPLE
#mybodymychoice #notyours #notgovt

Legalization of
Abortion

Favor Negative

Stance detection poses significant challenges due to its subjective nature,

where determining an individual’s stance can be highly influenced by personal

perspectives. Furthermore, the formation of concepts and opinions involves

diverse expressions and linguistic compositions, adding to the difficulty of

detection. Particularly in the realm of social media, stance detection becomes

even more demanding. Social media text is characterized by brevity, with

limitations on character count (e.g., tweets limited to a maximum of 280

characters), extensive use of abbreviations, informality, and inconsistent gram-

mar usage. Additionally, social media discussions tend to be fragmented and

lack contextual information, further adding to the challenges faced in stance

detection [1, 5].
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Previous studies on stance detection have primarily focused on a per-target

strategy, where separate models are trained for each target pair and evalu-

ated on test data. Furthermore, previous studies have mainly concentrated on

training models solely for stance detection, without incorporating other auxil-

iary tasks. However, there is potential for enhancing stance detection models

by adopting a multi-task learning (MTL) approach. MTL involves training

a single model to perform multiple tasks simultaneously, sharing information

between them to improve overall performance. MTL has been successful in

various machine learning applications, offering advantages like reduced data

requirements and improved generalization [6–8].

According to the identified gap in a recent Systematic Literature Review

on stance detection by [2], further exploration is required in the field to investi-

gate the potential of developing a joint neural architecture based on the MTL

paradigm. In addition, hypotheses regarding the interaction between senti-

ment and stance appear to be debatable. Several studies have demonstrated

a positive interaction between stance and sentiment [9–12], while others have

demonstrated that sentiment is inefficient for stance detection models [13–15].

Regarding the sarcasm feature, no study, to the best of our knowledge, has con-

sidered sarcasm features for stance detection. In addition, the authors in [16]

stated that the errors were mostly in texts that contained sarcastic comments.

Inspired by recent achievements in MTL and the aforementioned research

gap, we propose two MTL models to incorporate three interrelated tasks:

stance, sentiment, and sarcasm. The proposed models include different schemes

for task weighting, with the aim of improving target-specific stance detection.

As demonstrated by previous studies, MTL has shown promise in improving

the performance of various machine learning techniques [6, 17, 18]. MTL, how-

ever, typically involves more complex task management and data preprocessing
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compared to single-task learning approaches. Furthermore, the implementa-

tion of MTL with Transformers is not straightforward, as it is in other deep

learning architectures [19]. Hence, our goal is to make the process of build-

ing MTL models as simple as building single-task learning models. Moreover,

we propose employing diverse approaches for task weighting to assess their

impact on the performance of our MTL models. Ultimately, our objective is

to enhance the performance of the primary task, stance detection, within an

MTL framework by considering and evaluating various weighting schemes that

account for the related tasks of sentiment classification and sarcasm detection.

The main contributions of our work can be summarized as follows:

• We introduce two MTL models, namely PMTL and SMTL, which effec-

tively enhance stance detection through the incorporation of sentiment

analysis and sarcasm detection tasks.

• We propose the utilization of four task weighting techniques and provide

empirical evidence showcasing the effective application of task weighting

in MTL models.

• A comprehensive evaluation and analysis are conducted to compare dif-

ferent combinations of the two proposed models, accompanied by various

task weighting schemes. Additionally, we demonstrate the advantages of

developing a multi-target model in contrast to specific-target models.

This evaluation encompasses a thorough assessment of the models on two

benchmark datasets in both English and Arabic.

• The experimental results obtained from the evaluation validate the advan-

tages of the proposed models in stance detection. Our most proficient

model, a multi-target sequential MTL model with hierarchal weight-

ing (SMTL-HW), achieves state-of-the-art results and surpasses several

strong baselines.
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The remaining sections of this paper are structured as follows: in Section 2,

we provide a comprehensive review of existing literature, evaluating previous

research and identifying the gaps that our study seeks to fill. Section 3 elabo-

rates on the methodology employed in our research, outlining the framework

and approach used to train our models. The central focus of our study lies in

Section 4, where we present our experiments and their results, accompanied by

in-depth discussions and interpretations. Lastly, in Section 5, we summarize

our significant findings and propose future research directions.

2 Related Work

Stance detection, also known as stance classification and stance prediction,

is a relatively new computational problem in the field of social computing.

Despite its recent emergence, there has been a noteworthy endeavor to con-

struct models specifically tailored for tackling stance detection [2]. Past studies

on stance detection utilized feature engineering with a support vector machine

(SVM) classifier [15, 20–23], gradient boosting [24], and k-nearest neighbors

(KNN) [25]. Nevertheless, these conventional ML techniques fail to take into

account the contextual meaning of words, resulting in relatively lower perfor-

mance compared to other approaches. Several researchers have subsequently

proposed supervised models for stance detection by employing deep learn-

ing architectures, including recurrent neural networks (RNNs) [26–28], long

short-term memory (LSTM) [29–31], gated recurrent unit (GRU) [12, 32, 33],

and convolutional neural network (CNN) [34–37]. Supervised learning-based

models excel in accuracy and reliability when paired with suitable algorithms

and data representation. However, these models necessitate an ample sup-

ply of annotated data that is tailored to the specific task at hand. Obtaining

such data can prove challenging in real-world NLP problems due to the vast



Springer Nature 2021 LATEX template

Article Title 7

language diversity and complexity involved. Consequently, this lack of appro-

priate annotated data can result in failures of supervised learning within these

scenarios.

Recently, the field of transfer learning in NLP has witnessed a revolution

with the emergence of pre-trained language models like OpenAI GPT [38],

Google AI’s BERT [39], ELECTRA [40], and T5 [41]. Transfer learning is the

process of leveraging knowledge from related domains, tasks, or languages by

maximizing the use of unlabeled data in either the source or target domain

[42]. Several researchers in the field of stance detection have embraced transfer

learning by utilizing pre-trained language models trained on extensive unla-

beled data, followed by fine-tuning the models for the classification task. This

approach is widely employed in stance detection for domain adaptation [43–45]

and cross-lingual learning [46, 47]. In domain adaptation, the documents share

the same language but differ in terms of domain or target. For example, source

documents might pertain to political tweets, while target documents focus on

social issues. On the other hand, in cross-lingual learning, the documents in

the source and target domains are written in two different languages, resulting

in differing feature spaces. While domain adaptation and cross-lingual learn-

ing are effective methods to address the issue of data scarcity and domain

shift, they do have some limitations. For instance, in domain adaptation, there

is a challenge of finding a suitable source domain and a risk of losing infor-

mation during adaption. In addition, several factors can impair cross-lingual

learning, including differences in language structures, and limited parallel data

availability.

Multi-task learning (MTL) is a specific type of transfer learning where a

model is trained on multiple tasks simultaneously. A growing body of research

on MTL is emerging, especially in the deep learning era. As well as being widely
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used in computer vision, speech recognition, and recommendation systems; it

is being used recently in NLP [6, 17, 18]. In the NLP field, MTL can jointly

solve related problems to work towards more general language understanding

[8]. This approach has been shown to be effective in a wide range of NLP tasks,

such as language translation, sentiment analysis, and text summarization.

In the field of stance detection, Fang et al. [48] were the first to apply MTL

by incorporating multiple NLP tasks, including question answering, textual

entailment, sentiment analysis, and paraphrase detection. Their MTL model

achieved a 14.4% higher macro-F1 score than state-of-the-art (SOTA) models

on the FNC-1 dataset [49]. Only a few studies have investigated the joint learn-

ing of stance and sentiment detection through MTL [10, 11, 50, 51]. Sun et

al. [10] proposed an LSTM-based model to simultaneously capture the stance

and sentiment information of a post; however, their model does not incorpo-

rate an attention mechanism. The absence of an attention mechanism in text

classification models hampers their ability to capture contextual relationships,

focus on important information, handle ambiguity, and provide interpretabil-

ity, resulting in suboptimal performance and reduced transparency. Later, Li

et al. [11] enhanced the MTL model by introducing an attention mechanism,

along with sentiment and stance features, resulting in improved performance

on the SemEval-16 dataset.

Fu et al. [51] addressed the limitation of relying solely on sentiment infor-

mation for stance detection by introducing an MTL model that integrated

opinion-towards classification as another auxiliary task. Other studies have

proposed MTL models to jointly address stance detection and rumor verac-

ity prediction, demonstrating their effectiveness [52–58]. Additional studies

proposed MTL models trained on multiple targets, treating detecting stances

toward N targets as a set of N tasks [59–61]. However, the reported results by
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Sobhani et al. [61] show that their proposed single-task attention-based model

was more effective than an MTL model trained on multi-targets [62].

The interaction between sentiment and stance is debatable, as some stud-

ies suggested a strong relation [9–12], while others found that using sentiment

as a feature is inefficient [13–15]. Additionally, no study considers other social

dimensions, including sarcasm, and emotion detection. Furthermore, the exist-

ing studies on MTL for stance detection have not taken into account task

weighting, which can affect the overall performance of the model.

Task weighting is a crucial factor in MTL models. In a multi-task set-

ting, the relative importance of each task can vary, and the model must be

able to reflect this in its predictions. This can be achieved through the use of

task weights, which reflect the relative importance of each task to the overall

objective.

Task weighting approaches can be categorized as equal, proportional, and

learning weighting. Equal weighting assigns the same weight to each task

loss. In the domain of stance detection, all existing studies that have pro-

posed MTL models have uniformly adopted equal weighting for the associated

tasks [10, 11, 48, 50, 51, 59, 60]. While this approach is straightforward,

it operates under the assumption that all tasks bear equal importance, an

assumption that does not hold true for various NLP tasks. In contrast, propor-

tional weighting assigns weights to each task loss in proportion to their relative

importance. This can be done by using heuristics or domain knowledge to

manually assign weights to each task [63, 64]. Lastly, learning weighting is an

advanced approach in which the optimal weight for each task loss is determined

during the training process. This is achieved by minimizing a loss function

that combines losses from all tasks, with task-specific weights treated as vari-

ables. Through the optimization process, the model can determine the optimal
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weights that minimize the overall loss. The learning weighting approach has

been employed in several studies within the NLP field [65, 66]. To the best of

our knowledge, neither proportional nor learning weighting has been proposed

specifically for stance detection tasks. Additionally, more research is needed

to evaluate the effectiveness of different task weighting schemes on different

types of datasets and to assess their generalizability to different domains.

3 Methodology

This section outlines the framework of the proposed MTL models in this study.

Two models, namely Parallel Multi-Task Learning (PMTL) and Sequential

Multi-Task Learning (SMTL), were introduced, and each model incorporates

four distinct task weighting schemes. The proposed models -PMTL and SMTL-

are trained to simultaneously predict three tasks: stance, sentiment, and sar-

casm. While the primary focus lies on stance detection, the auxiliary tasks of

sentiment analysis and sarcasm detection augment the model’s comprehension

of textual data, consequently enhancing its performance on the primary task.

The training process is validated with emphasis on the primary task of stance

detection. Figure 1 shows a high-level flow of the proposed MTL models.

The backbone of the proposed MTL models involves fine-tuning the

AraBERT-twitter model [67], which encodes both tweets and targets as hidden

representations. Hugging Face’s Transformers, a library for training BERT-

based models, currently supports single-task models, but not modular task

heads. Therefore, we implemented a hard parameter sharing [6] where all the

tasks share a set of hidden layers, and each task has its output layers (which

we call task head). Using this approach, the model can learn a shared feature

representation that supports the modeling of all tasks.
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As shown in Figure 1, the proposed model reflects a pipeline of three com-

ponents: input layers, shared layers, and task-specific layers. The input and

shared layers are the same in both the PMTL and SMTL models, while the

layers for task-specific information differ. The subsequent subsections provide

a detailed description of each component, followed by an explanation of the

task weighting methods.

Fig. 1 Illustration of the proposed MTL framework.

3.1 Input Representation

In order to better describe the proposed model, we first introduce some nota-

tions. Let {DT }
T

t=1 be data from tasks set, where T is the total number of

tasks, and Dt is the training data for task t. Specifically, Dt = (xi, yi)
N

i=1 is

a set of N examples and the corresponding stance, sentiment, and sarcasm

labels. Where xi denotes the input text and yi represents the label set for xi.

Table 2 presents definitions of symbols used throughout the description of the

proposed framework.

The proposed pipeline starts by preprocessing the input texts (xi) which

involves the removal of URLs, user mentions, extra white spaces, and line

breaks. For Arabic texts, an additional preprocessing step is performed, which

entails the removal of diacritics, tatweel, and non-Arabic letters. Then, the
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Table 2 Symbols definitions.

Symbol Explanation

T Total number of tasks t = (1, ..., T )”
Dt Training data for task t

N Number of examples in Dt

x Input text x = (x1, ..., xN )
yi Label set for xi

Zt Task descriptor generated in the shared layers
Lt Cross-entropy loss for the task t

θsh Shared parameters during the encoding stage
θt Task-specific parameters for output decoder heads

input text is tokenized using a WordPiece tokenizer [68], which splits the text

(tweets) into tokens compatible with BERT-based models. Tokenization allows

for the generation of word vectors and effectively handles the issue of out-of-

vocabulary (OOV) words by splitting them into root words and sub-words.

After completing the data preprocessing and tokenization steps, the multi-

task dataset was created by combining samples from three task-specific

datasets (i.e., stance, sentiment, and sarcasm). Each sample of the multi-task

dataset consists of text, label, task type, and task id. The task type of all

three tasks was set to seq classification type as they are sentence classification

tasks. In addition, the task id of each sample was added as a new token called

task ids, this id will be used by the model to process the samples from each

task properly.

3.2 Input Encoder and Task Descriptor

The shared layers are the second component of our proposed MTL framework

which allow the model to learn shared representations for each token in the

input. These shared representations are subsequently leveraged by the task-

specific layers to enhance the model’s performance on each respective task.

The shared layers consist of two modules: a shared encoder and a dictionary

for the individual task models (task descriptor).
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The shared encoder takes in a tokenized input from the input layers

and transforms it into three representations: token embeddings, segment

embeddings, and position embeddings. These three representations are then

element-wise added together to generate a unified representation. This unified

representation, of size 128 × 768, is subsequently fed into the large pre-trained

language model (BERT in our case) to be fine-tuned. During the fine-tuning

stage, the learned contextual embeddings are applied to individual tasks to

accommodate the multi-task setting. Additionally, a task-specific dictionary is

created, which includes the encoded input and the task descriptor Zt, a label

that identifies the task that the model is currently working on. The dictionary

is passed to the task-specific layers, which are responsible for predicting the

output of the task, as explained in the following section.

3.3 Multi-task Learning Model

This section describes the main component of our proposed framework, namely

the task-specific layers that constitute the MTL model. In particular, we

proposed two models, namely PMTL and SMTL. PMTL involves training mul-

tiple tasks simultaneously with each task having its own set of parameters,

while SMTL trains tasks simultaneously and sequentially where the knowl-

edge learned from earlier tasks is transferred when training subsequent tasks.

Figure 2 shows a high-level flow of the proposed PMTL and SMTL models.

These task-specific layers define the MTL objective 1 by jointly minimizing

the loss of each task Lt as follows:

obj(MTL) = minθsh,θ1,..,θT

T
∑

t=1

Lt

({

θsh, θT
}

, Dt

)

(1)

1For clarity, we use the term “MTL objective” to refer to the final learning objective of a model,
while “loss” represents an individual component within this objective function.
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Fig. 2 Illustration of our proposed PMTL and SMTL models.

where Lt is the cross-entropy loss for the task t. The objective of this loss

is to measure the similarity between the probability distribution generated

by the Softmax function and the actual category distribution. Specifically, it

penalizes wrong predictions by optimizing the negative log-likelihood of the

correct prediction. The shared learnable generated weights θsh are the weights

learned by the shared encoder during the previous encoding stage, and the

task-specific learnable generated weights θt are the weights learned by the

task-specific decoder heads.

Figure 3 simplifies the formulation of the problem and visually represents

the distinction between the typical single-task model and our proposed multi-

task model. As shown in this figure, our MTL model fθ can be defined as

follows:
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Fig. 3 Simplification of the problem formulation in a single-task model versus the proposed
multi-task model. The donations are presented in Table 2.

fθ(yi | xi, zt) = obj(MTL) (2)

where xi is the input text and yi is the label set for xi from a given training

data Dt for task t. The label set is varied based on the selected task (i.e.,

stance, sentiment, or sarcasm). Therefore, the model predicts the label yi given

the embeddings of the input xi and the task descriptor Zt generated by the

shared layers.

As previously mentioned, the proposed models comprise three components:

input layers, shared layers, and task-specific layers. While the input and shared

layers remain consistent in both PMTL and SMTL models, the layers asso-

ciated with task-specific information differ. Figure 2 visually represents these

distinctions. As shown in this figure, in PMTL, all tasks are simultaneously

and independently learned. Conversely, in SMTL, the tasks are sequentially

learned, enabling the target task (i.e., stance) to capitalize on the features

acquired from the source tasks (i.e., sarcasm and sentiment). In the following,

we elaborate on the difference between PMTL and SMTL models, and then

we describe the objective of the SMTL model.
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PMTL and SMTL can be seen as being on different time intervals. Assume

we have two tasks; task T1 trained during the interval {t1, t2}, and task T2

trained during the interval {t3, t4}. In the PMTL setting, t1 = t3 and t2 = t4.

That means, training commences and concludes simultaneously in both tasks.

However, in STML, the second task is trained after training of the first task has

started, where t1 < t3 and t3 < t4. Furthermore, a main characteristic of SMTL

is that the features learned in the source task-specific layers are transferred to

the target layers. Meanwhile, the task-specific layers are not shared between

the different tasks in the PMTL paradigm. Figure 4 illustrates the difference

in the training intervals between the two paradigms.

Fig. 4 Training intervals of two tasks T1 and T2 in PMTL versus SMTL.

The proposed SMTL model can inherently avoid the catastrophic forgetting,

a common problem for sequential transfer learning. Catastrophic forgetting

occurs when a model overfits the target domain, forgetting previously learned

knowledge from the source tasks [69]. To overcome this problem, we integrate

the idea of MTL into sequential transfer learning. In particular, our SMTL

model is designed to fulfill three main objectives. Firstly, it is trained on a

comprehensive dataset that encompasses examples from all tasks, enabling

simultaneous learning and prediction for multiple tasks. Secondly, it aims

to minimize the loss of the target task along with the losses of the source
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tasks. This objective shared similarities with the PMTL objective (presented

in Equation 1) but distinguished itself by consistently including the loss of the

source tasks in the optimization objective to prevent catastrophic forgetting.

Lastly, to facilitate sequential knowledge transfer, skip connections were inte-

grated to extract ”features” from the source models instead of ”class logits.”

To establish these connections and track the generated features and losses,

an identity operator layer was introduced, ensuring the input passed through

without alteration. The implementation of this mechanism involved employ-

ing a register forward hook function, which registered a global forward hook

for all sub-models and was invoked after the ”forward” function generated a

hidden representation or computed an output (see Figure 2).

3.4 Task Weighting

In the context of MTL, assigning appropriate task weights is crucial to ensure

that the relative importance of each task is accurately reflected. The task

weights should be carefully calibrated to strike a balance between optimizing

the performance of the main task and considering the contributions of related

tasks. It is worth noting that different tasks can have different objectives, and

the task-specific loss function might differ based on the task. For instance, clas-

sification problems often employ cross-entropy loss, while regression problems

usually utilize mean squared error. In the subsequent sections, we provide a

comprehensive explanation of the MTL objective incorporating task weight-

ing approaches. We then provide a detailed description of the various task

weighting methods that have been employed in our proposed models.

3.4.1 Training Objective

When implementing MTL models, it is common for the tasks included to

compete with each other. A phenomenon, known as task imbalance, occurs
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when we are unable to appropriately balance these tasks [65]. In the context

of MTL settings, it is essential to establish both a loss function and an opti-

mizer to effectively train the deep learning model. The MTL loss function is

typically a combination of multiple loss functions, corresponding to multiple

tasks involved in the model training. If one loss is much larger than the oth-

ers, then its corresponding task may dominate the training. In addition, some

losses may converge faster or might be more important to the overall system

objective. Furthermore, the optimization method is not aware of each individ-

ual task loss; thus, performance in MTL-based models is greatly influenced by

the relative weights assigned to each task. For example, when all tasks except

one are set to zero, then only that task will be optimized.

In our model, our primary focus is to prioritize the stance detection task

during the training process, while considering sentiment classification and

sarcasm detection as auxiliary tasks. To achieve this, we modify the MTL

objective function, presented in Equation 1, by introducing a task importance

coefficient, as follows:

obj(MTL) = minθsh,θ1,..,θT

T
∑

t=1

ωtLt

({

θsh, θT
}

, Dt

)

(3)

where ωt denotes the importance coefficient (i.e., weight) for task t. The

assignment of appropriate weights to each task’s loss is of utmost importance.

The simplest method is to set them equally, i.e., ω = 1
T
. It is common, how-

ever, to view weights as hyper-parameters that are set based on grid search or

experience. Besides, weight adaptation methods formulate the MTL optimiza-

tion problem by adaptively adjusting the weights of the tasks during training

in accordance with a predefined heuristic. In the following section, we describe

the different weighting schemes that we proposed for our MTL models.
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3.4.2 Weighting Methods

In our experimental study, we introduce various weighting schemes to inves-

tigate their impact on MTL models. Specifically, we propose the inclusion of

the following four loss-balanced task weighting schemes in the MTL objective:

• Static weighted sum (SW): In this approach, we assign a fixed weight

to each task, which determines the importance coefficient of the respec-

tive task. Denoting the stance loss as (Lst), sentiment loss as (Lsen),

and sarcasm loss as (Lsar); the overall loss (L) in the MTL optimization

objective is defined as:

L = ω1Lst + ω2Lsen + ω3Lsar (4)

where ω1, ω2, and ω3 control the weight of Lst, Lsen, and Lsar,

respectively.

According to our empirical analysis, setting ω1 = 0.6, ω2 = 0.3, and

ω3 = 0.1 results in the best performance of our models. This suggests that

the stance detection task is considered more crucial or has a higher impact

on the overall objective of the MTL model. Furthermore, the sentiment

analysis task was given more weight compared to the sarcasm task, pos-

sibly because sentiment analysis is deemed more relevant or informative

in the context of stance detection.

• Relative weighted sum (RW): Based on the intuition that tasks with

higher training loss should receive more attention, we propose a dynamic

weight assignment strategy that assigns a larger weight to the stance

loss Lst during the optimization process. We infer the loss weightings by

observing the loss values during model training. The overall loss L in the

MTL optimization objective, incorporating the RW technique, is defined

as:
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L = ωLst +
ω

2
Lsen +

ω

3
Lsar (5)

Here, we train the network to learn a single parameter ω, which serves

as the weight for the stance detection task. We assign ω to prioritize the

stance detection task, while relatively assigning smaller weights to the

sentiment and sarcasm tasks.

• Hierarchical weighting (HW): This is a dynamic weight assignment

strategy that assigns a larger weight to the lower-level tasks (i.e., senti-

ment and sarcasm) during the early stages of training, and then assigns

a larger weight to the target task (i.e., stance) during the later stages

of the training. This is based on the assumption that the model should

focus on learning the lower-level tasks first, as these tasks are necessary

for learning the target task. For example, the sentiment task is necessary

for learning the stance task, as the stance of a text is often related to its

sentiment. In this approach, L is defined as:

L = ωLst + Lsen + Lsar (6)

where the learnable generated weight ω is dynamically updated as follows:

ω = max

(

min

(

Lst

Lsen

.ω, 2

)

, 1

)

(7)

The weight, ω, is utilized to regulate the relative significance of Lst

based on empirical assumptions that Lsen and Lsar carry equal impor-

tance. Initially set to 1, ω ensures equal emphasis on optimizing all tasks

until Lsen becomes relatively smaller than Lst. Consequently, as Lst

increases, the model will progressively focus more on the stance detection

task.
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• Uncertainty weighting (UW): This approach is grounded on the

notion that tasks with higher uncertainty should be assigned lower weights

compared to tasks with lower uncertainty. Following [70], we employed

homoscedastic uncertainty for task weighting. In this approach, the overall

loss L is defined as follows:

L =

T
∑

t=1

1

σt
2
Lt + log σt (8)

where σt is the homoscedastic uncertainty associated with each task. As

a practical matter, we train the network to learn the log-variance, logσt
2,

since it is more numerically stable than σt
2 as Lt avoids any division by

zero.

It is evident from equation 8 that the increase in uncertainty value will

result in a smaller contribution of the task to the overall loss (i.e. if σt

increases, the weight of Lt decreases). The second term, log σt, acts as a

regularization term to prevent the model from learning a trivial solution

by setting the uncertainty of all tasks (i.e., σt) to extremely high value.

In [70], the authors propose using homoscedastic uncertainty, a task-

specific uncertainty that remains constant for different input data.

Homoscedastic uncertainty arises when tasks exhibit comparable diffi-

culty levels, resulting in consistent model performance and consistent

uncertainty or error across all tasks. In their work [70], the authors show

that this approach outperforms the naive approach (i.e., the weighted

linear sum of the losses) in the context of visual scene understanding,

which includes scene geometry and semantics. While their work primarily

focuses on regression, we adapt their formulation for a classification prob-

lem. Equation 8 presents a simplified version of the derived MTL loss,

with a comprehensive derivation available in [70].
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4 Experiments

4.1 Datasets

The primary focus of this study is to propose a stance detection model specif-

ically designed for the Arabic language, utilizing the Mawqif dataset [71].

However, in order to evaluate the generalizability of our model, we also con-

ducted experiments on the SemEval-16 dataset [72], which is an English

dataset widely used for stance detection. Both datasets consist of Twitter

posts that have been annotated with stance and sentiment labels. Notably, the

Mawqif dataset also includes annotations for sarcasm, providing additional

valuable information for our proposed model.

The Mawqif dataset [71] stands as the pioneering and sole dataset made

available to facilitate research and development of target-specific stance detec-

tion models in the Arabic language. The dataset comprises 4,121 tweets written

in multiple dialects of Arabic and focusing on three topics: “women empow-

erment,” “COVID-19 vaccine,” and “digital transformation.”. Each tweet is

assigned a target and manually annotated with stance, sentiment, and sarcasm

polarities. The stance annotations are ternary, indicating whether the stance

of a tweet towards a specific target is in favor, against, or none if the text

does not provide sufficient stance information. The sentiment annotations are

also ternary, indicating whether the tweet is positive, negative, or neutral. The

sarcasm annotations are binary, indicating whether the tweet is sarcastic, or

non-sarcastic.

The SemEval-16 dataset [72] is an English dataset for stance detection,

which was first introduced in 2016 as part of a shared task. Furthermore, it has

been widely used as a benchmark for stance detection research and has been

the basis for several ML models. The dataset consists of 4,163 tweets manually
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annotated with a stance label (favor, against, or none), as well as a sentiment

label (positive, negative, or neutral). The dataset was collected during the 2016

US presidential election campaign and it covers five targets: “Atheism”, “Cli-

mate Change”, “Feminist Movement”, “Hillary Clinton”, and “Legalization of

Abortion”. The detailed statistics of both Mawqif and SemEval-16 datasets

are listed in Table 3.

Table 3 Data distribution of Mawqif dataset and SemEval-16 dataset.

Dataset Target #Train %Favor %Against %None #Test %Favor %Against %None

Mawqif

Covid vaccine 1167 43.62 43.53 12.85 206 43.69 43.69 12.62
Digital trans. 1145 76.77 12.40 10.83 203 76.85 12.32 10.84
Women emp. 1190 63.87 31.18 4.96 210 63.81 30.95 5.24
Total 3502 61.34 29.15 9.51 619 61.39 29.08 9.53

SemEval

Athesim 513 17.9 59.3 22.8 220 14.5 72.7 12.7
Climate change 395 53.7 3.8 42.5 169 72.8 6.5 20.7
Feminism 664 31.6 49.4 19 285 20.4 64.2 15.4
Hillary Clinton 689 17.1 57 25.8 295 15.3 58.3 26.4
Abortion 653 18.5 54.4 27.1 280 16.4 67.5 16.1
Total 2914 25.8 47.9 26.3 1249 23.1 51.8 25.1

4.2 Experimental Setup

Model Configuration. As an integral component in our proposed PMTL

and SMTL models, we conducted fine-tuning on the AraBERT-twitter model

[67]. This process involves encoding both tweets and targets as hidden repre-

sentations. The resultant model serves as the backbone model for training the

Mwqif dataset. In a similar vein, for the SemEval-16 dataset, we performed

fine-tuning on RoBERTa [73], leveraging hidden representations that encode

both tweets and targets.

All experiments were run on a single NVIDIA GeForce RTX 3090, 24 GB.

We set the maximum sequence length of the input to 128 tokens, a feature

dimension to 786, and the batch size to 32. Each of the models was fine-tuned

for 20 epochs with a dropout rate of 0.1. We set a hyper-parameter, known
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as “patience” to 5, which denotes the number of epochs without improve-

ment after which training will be stopped. Adam with decoupled Weight decay

(AdamW) [74] was selected for optimization with a learning rate of 2e-5.

Compared to the Adam optimizer [75], the AdamW optimizer has better gener-

alizability and results in a lower training loss [74]. To prevent overfitting, we set

weight decay to 1e-5. All experiments were performed with a fixed initialization

seed by setting Pytorch global seed to 42. The hyper-parameters were selected

empirically in these experiments. Table 4 summarizes the hyper-parameters

values used in our experiments.

Table 4 Hyper-parameter values.

Hyper-parameter Value

Max. sequence length 128
Feature dimension 768
Batch size 32
Number of epochs 20
Dropout rate 0.1
Early stop patience 5
Optimizer AdamW
Learning rate 2e-5
weight decay 1e-5

As shown in Table 3, both datasets are split into training and testing sets.

For all experiments, we further split off 15% of the training set for model

development. It should be mentioned that we tuned our model only on the

development set. The model’s performance on the test set is then used as a

proxy for its ability to generalize to new inputs.

Evaluation Metrics. Our models were evaluated using the macro-average

F1 (FMac) and the micro-average F1 (FMic) to align with previous stance

detection studies that report their results using these metrics [72]. First, the

F1-score is computed for the “Favor” and “Against” classes as follows:
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Ffavor =
2PfavorRfavor

Pfavor +Rfavor

(9)

Fagainst =
2PagainstRagainst

Pagainst +Ragainst

(10)

where P and R denote for precision and recall, respectively. Then, FMac is

calculated for each target as follows:

FMac =
Ffavor + Fagainst

2
(11)

Note that the “none” class, a class that was scarcely in the data, was

not disregarded during training. However, this class was not considered in the

evaluation because we are only interested in “Favor” and “Against” labels

in this task. This approach is consistent with other stance detection studies,

where reporting results using FMac specifically for the “favor” and “against”

stance labels is a common practice.

By averaging the individual FMac scores calculated for each target, we

obtain the FMac across targets. This metric provides an overall performance

measure that takes into account imbalanced data, ensuring equal contribution

from both majority and minority classes. Additionally, we report our results

using the FMic metric, which involves computing Ffavor and Fagainst scores

across all targets and then taking their average. This measure is particularly

useful for models performing well on more frequent target classes. However,

achieving a high FMac score requires the model to perform well across all target

classes.
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4.3 Results and Discussion

In this section, we will present and compare the performance of the pro-

posed models. The objective is to identify the most effective approach for

target-specific stance detection, considering both the Mawqif and SemEval-16

datasets. In addition, we will discuss and analyze the results in three dimen-

sions. First, we will discuss the performance of the two multi-task model

models and compare them with the single-task model. Second, we will analyze

the effect of task weighting on the performance of the models. Third, we will

evaluate the performance of the multi-target classifier compared to a target-

specific classifier. Additionally, we will provide an attention visualization to

gain insights into which parts of the input text the models are paying more

attention to when making their predictions. It should be noted that our anal-

ysis is performed on the test set. The outcomes of this section will guide the

selection of the best approach for stance detection.

Before presenting the results, it is important to provide definitions of all

the model variations that were proposed; these model variations are as follows:

• PMTL: Parallel Multi-Task Learning model that leverages three tasks:

stance, sentiment, and sarcasm. This model is illustrated in Figure 2.

• PMTL-sent: PMTL model that leverages two tasks: stance and sentiment.

• PMTL-sarc: PMTL model that leverages two tasks: stance and sarcasm.

• PMTL-SW: Best PMTL setting with static weighted loss.

• PMTL-RW: Best PMTL setting with relative weighted loss.

• PMTL-HW: Best PMTL setting with hierarchical weighted loss.

• PMTL-UW: Best PMTL setting with uncertainty weighted loss.

• SMTL-sarc-sent: Sequential Multi-Task Learning model that trains three

tasks in the following order: sarcasm, sentiment, and stance. This model

is illustrated in Figure 2.



Springer Nature 2021 LATEX template

Article Title 27

• SMTL-sent-sarc: SMTL trains three tasks in the following order: senti-

ment, sarcasm, and stance.

• SMTL-sent: SMTL trains two tasks, sentiment followed by stance.

• SMTL-sarc: SMTL trains two tasks, sarcasm followed by stance.

• SMTL-SW: Best SMTL setting with static weighted loss.

• SMTL-RW: Best SMTL setting with relative weighted loss.

• SMTL-HW: Best SMTL setting with hierarchical weighted loss.

• SMTL-UW: Best SMTL setting with uncertainty weighted loss.

4.3.1 Multi-task Model Architecture

To shed light on the effectiveness of MTL in improving the performance of

a stance detection task, we compared the performance of the two proposed

architectures, PMTL and SMTL, without task weighting. Table 5 presents the

performance of all proposed models on Mawqif dataset. The performance is

measured in terms of F1-score for the “Favor” and “Against” classes (Ffavor,

Fagainst), macro F1-score (FMac), and micro F1-score (FMic). For each model

variation, we trained three classifiers on each target separately.

To assess the proposed models’ generalization capability, we evaluated

their performance on SemEval-16 dataset [72], an English dataset. Testing

on another language, such as English, will provide a reliable estimate of the

model’s ability to generalize to new languages. Due to the distinct structural

and grammatical differences between the English and Arabic languages, incor-

porating evaluations using English text aids in evaluating the robustness of the

proposed models. The performance of the proposed models on the SemEval-

16 dataset is presented in Table 6, presenting the results obtained from training

five classifiers individually for each target.

As indicated by the results presented in Tables 5 and 6, the superiority

of the SMTL approach over PMTL can be observed in both datasets, namely
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Table 5 F1-scores of multi-task models on Mawqif dataset reported for each individual
target. “Overall” reports F1-scores calculated globally across all targets. Bold for best

within each model group. Green for best among all models and red for second-best.

COVID-19 Vaccine Digital Transformation Women Empowerment Overall

Ffavor Fagainst FMac Ffavor Fagainst FMac Ffavor Fagainst FMac FMic FMac

PMTL models

PMTL-sent 81.52 81.32 81.42 90.85 56.00 73.43 89.68 80.95 85.32 81.49 80.05

PMTL-sarc 81.82 80.43 81.13 90.18 55.81 73.00 89.45 81.82 85.64 80.19 79.92

PMTL 82.15 82.02 82.09 91.02 65.22 78.12 90.37 86.13 88.25 82.82 81.92

PMTL + Loss weighting models

PMTL-SW 82.66 83.05 82.86 90.96 68.38 79.67 91.91 87.22 89.56 83.61 84.03

PMTL-RW 80.23 80.43 80.33 89.81 63.16 76.48 90.65 81.89 86.27 81.21 81.03

PMTL-HW 82.44 83.61 83.02 90.52 59.09 74.81 91.10 83.87 87.49 81.54 81.77

PMTL-UW 81.71 78.79 80.25 89.85 55.81 72.83 90.58 84.85 87.71 79.51 80.26

SMTL models

SMTL-sent 79.04 79.38 79.21 89.30 51.16 70.23 91.73 85.51 88.62 79.81 79.35

SMTL-sarc 80.00 80.00 80.00 89.97 56.52 73.25 90.11 80.00 85.05 79.74 79.43

SMTL-sent-sarc 79.01 81.16 80.09 89.46 54.90 72.18 91.45 85.93 88.69 81.06 80.32

SMTL-sarc-sent 80.92 83.51 82.22 91.13 68.09 79.61 92.00 86.11 89.06 83.02 83.63

SMTL-sarc-sent + Loss weighting models

SMTL-SW 83.08 84.16 83.62 90.74 56.52 73.63 91.04 84.38 87.71 81.28 81.65

SMTL-RW 76.83 78.00 77.41 89.70 54.55 72.12 90.18 83.08 86.63 79.20 78.72

SMTL-HW 83.50 85.82 84.66 92.30 68.64 80.47 93.32 87.00 90.16 84.01 85.10

SMTL-UW 81.61 82.90 82.26 91.24 63.41 77.33 91.24 85.71 88.48 83.32 82.69

Mawqif and SemEval-16. This observation holds true regardless of task

weighting, which will be further elaborated upon in Section 4.3.2.

Regarding incorporating sentiment and sarcasm tasks in stance detection

models, the inclusion of both tasks in PMTL and SMTL confers a significant

advantage over models that solely focus on sentiment or sarcasm. As shown in

Table 5, PMTL with both sentiment and sarcasm has the highest Macro F1

score of 81.92, which is around 2 points above PMTL-sent and PMTL-sarc. A

similar conclusion is found for SMTL, which has the highest Macro F1 score of

83.63 when incorporating both tasks. This is 4 points higher than SMTL-sent
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Table 6 F1-scores of multi-task models on SemEval-16 dataset reported for each
individual target. “Overall” reports F1-scores calculated globally across all targets. Bold for

best within each model group. Green for best among all models and red for second-best.

Atheism Climate change Feminist movement Hilary Clinton Abortion legalization Overall

Ffavor Fagainst FMac Ffavor Fagainst FMac Ffavor Fagainst FMac Ffavor Fagainst FMac Ffavor Fagainst FMac FMic FMac

Multi-task models

PMTL 61.54 86.58 74.06 91.41 15.38 53.4 52.22 63.48 57.85 47.89 78.17 63.03 52.83 77.14 64.99 72.63 62.66

SMTL 59.15 86.26 72.71 91.27 16.67 53.97 53.85 67.35 60.60 52.27 80.00 66.14 57.14 78.16 67.65 73.63 64.21

PMTL + Loss weighting

PMTL-SW 63.16 87.09 75.13 92.98 29.38 61.18 54.44 73.02 63.73 61.70 79.65 70.67 57.55 78.53 68.04 74.83 67.75

PMTL-RW 50.60 80.68 65.64 90.91 28.57 59.74 52.23 73.62 62.92 60.00 80.23 70.12 59.32 76.42 67.87 74.75 65.26

PMTL-HW 57.89 85.71 71.80 91.05 16.67 53.86 54.02 71.20 62.61 56.1 77.38 66.74 54.90 77.81 66.36 73.81 64.27

PMTL-UW 61.11 87.01 74.06 91.34 16.67 54.00 48.31 68.81 58.56 38.24 78.72 58.48 54.21 77.97 66.09 70.83 62.24

SMTL + Loss weighting

SMTL-SW 62.79 85.32 74.06 90.98 15.38 53.18 53.99 72.45 63.22 60.87 81.98 71.42 54.39 77.06 65.72 74.79 65.52

SMTL-RW 61.76 88.10 74.93 91.54 15.38 53.46 54.44 71.10 62.77 56.10 82.76 69.43 52.17 72.95 62.56 74.14 64.63

SMTL-HW 67.57 87.79 77.68 92.55 28.57 60.56 55.00 72.51 63.76 61.95 82.35 72.15 58.85 79.34 69.10 75.42 68.65

SMTL-UW 62.16 86.67 74.41 91.95 15.38 53.67 51.14 71.75 61.44 48.78 78.92 63.85 46.34 77.38 61.86 71.45 63.05

and SMTL-sarc. Remarkably, the SMTL model trained on sarcasm first and

then sentiment performed better than a model trained on sentiment and then

sarcasm. When the model is trained on sarcasm first, it can potentially use the

sentiment understanding it gains from sarcasm detection to improve its ability

to identify stance-related sentiments in text. Overall, the results indicate that

auxiliary tasks can significantly improve the performance of the main task.

4.3.2 Task Weighting

In this study, we have introduced four task weighting schemes: static weighting

(SW), relative weighting (RW), hierarchical weighting (HW), and uncertainty

weighting (UW). Section 3.4.2 provides an illustration of these schemes. Our

investigation in this section focused on analyzing their impact on the pro-

posed MTL models. The experimental results consistently revealed the positive

influence of task weighting on the performance of both PMTL and SMTL

models. This improvement was observed across the Mawqif and SemEval-16

datasets, as shown in Tables 5 and 6. Nevertheless, certain weighting schemes

are more effective than others, as elucidated in the subsequent paragraphs.
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The evaluation results for Mawqif dataset presented in Table 5 demon-

strate that SW provides a clear advantage over other weighting schemes for

the PMTL model, with a Macro F1 score of 84.03. This is 2 points higher than

RW and HW, and 4 points higher than UW. On the other hand, for the SMTL

model, HW has the highest overall Macro F1 score of 85.1. This is 3 points

higher than UW, 4 points higher than SW, and 6 points higher than RW.

The same conclusion regarding PMTL also applies to SemEval-16 dataset.

Table 6 shows that among all PMTL models, PMTL with SW achieved the

highest F1 score of 67.75. This is 2 points higher than RW, 3 points higher

than HW, and 5 points higher than UW. On the other hand, the SMTL model

performed the best when combined with the HW weighting scheme, scoring

an F1 of 68.65. This is 3, 4, and 5 points higher than SW, RW, and UW,

respectively. Nevertheless, it is important to acknowledge that models relying

on learnable weights exhibit slower training in comparison to those utilizing

constant parameters.

4.3.3 Multi-target Classifier

Recall that a multi-target classifier is a model trained on multiple targets (i.e.,

topics) simultaneously, whereas a target-specific classifier is trained on only one

topic. To compare the two model variations, the performance metrics of the

single-target classifiers were averaged and reported against the performance of

the multi-target classifier. Tables 7 and 8 show the comparison for Mawqif

and SemEval-16 datasets, respectively. According to the reported results,

combining all targets into a single classifier seems to be a superior solution

compared to training separate models for each target. This observation remains

consistent for both datasets.

Our results have implications for the development of stance classification

models. In particular, our findings suggest that it is beneficial to train models
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Table 7 F1-scores of multi-task models on Mawqif dataset for overall target-specific vs.

multi-target. Bold for best within each model group. Green for best among all models

and red for second-best. Underlined for best FMac comparing between target-specific and
multi-target.

Overall target-specific Multi-target

Ffavor Fagainst FMac Ffavor Fagainst FMac

PMTL models

PMTL-sent 88.13 74.85 80.05 88.38 78.80 83.59

PMTL-sarc 87.22 73.15 79.92 87.61 77.38 82.50

PMTL 89.70 75.13 83.03 89.09 78.98 84.03

PMTL + Loss weighting models

PMTL-SW 88.63 78.59 84.03 89.32 80.22 84.77

PMTL-RW 86.99 75.42 81.03 88.57 80.43 84.50

PMTL-HW 87.98 75.10 81.77 88.89 79.45 84.17

PMTL-UW 87.04 71.97 80.26 88.71 78.95 83.83

SMTL models

SMTL-sent 86.90 72.71 79.35 88.17 78.33 83.25

SMTL-sarc 87.00 72.47 79.43 87.92 76.88 82.40

SMTL-sent-sarc 87.31 74.81 80.32 88.54 78.74 83.64

SMTL-sarc-sent 87.07 78.98 83.63 89.74 78.40 84.07

SMTL-sarc-sent + Loss weighting models

SMTL-SW 88.07 74.50 81.65 88.04 77.84 82.94

SMTL-RW 85.92 72.48 78.72 86.97 78.33 82.65

SMTL-HW 89.30 78.72 85.10 90.42 82.05 86.23

SMTL-UW 88.15 78.48 82.69 87.63 77.95 82.79

on multiple targets, rather than on a single target. This is likely because the

multi-target model has access to a much larger amount of data. In addition, a

multi-target model can learn to share information between the different targets

to identify stances towards all of those targets. Thus, it will be more likely

to learn generic stance characteristics rather than particular traits of stance

towards a single target.

Furthermore, by examining the results presented in Tables, 7 and 8, we

observe that the multi-target SMTL-HW model outperforms others, attaining

an FMac score of 86.23 on the Mawqif dataset and 73.23 on the SemEval-16
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Table 8 F1-scores of multi-task models on SemEval-16 dataset for overall target-specific

vs. multi-target. Bold for best within each model group. Green for best among all

models and red for second-best. Underlined for best FMac comparing between
target-specific and multi-target.

Overall target-specific Multi-target

Ffavor Fagainst FMac Ffavor Fagainst FMac

Multi-task models

PMTL 70.59 74.67 62.66 58.17 76.92 67.55

SMTL 71.02 76.23 64.21 62.32 79.61 70.96

PMTL + Loss weighting

PMTL-SW 72.65 77.02 67.75 66.44 80.03 72.63

PMTL-RW 72.46 77.03 65.26 63.18 80.91 72.05

PMTL-HW 71.83 75.79 64.27 63.84 79.08 71.46

PMTL-UW 65.62 76.04 62.24 63.47 75.99 69.73

SMTL + Loss weighting

SMTL-SW 72.14 77.43 65.52 67.14 74.3 70.72

SMTL-RW 71.31 76.96 64.63 66.88 77.59 72.24

SMTL-HW 73.07 77.77 68.65 67.02 78.96 73.23

SMTL-UW 66.20 76.70 63.05 64.35 77.86 71.10

dataset. Hence, it can be concluded that the multi-target SMTL-HW model

demonstrates the highest performance among the evaluated models.

Although both multi-target and single-target models showed good perfor-

mance, there were some targets that were easier for the models to identify

the stances towards. For example, in Mawqif dataset, all models performed

best when considering the “women empowerment” target, as shown in Table

5. In the case of SemEval-16 dataset, Table 6 shows that all models per-

formed best when considering the “Atheism” target. These findings suggest

that tweets related to women empowerment or atheism may contain strong

indicators that differentiate between instances expressing support and those

expressing opposition.
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4.3.4 Attention Visualizations

As part of our analysis, we explore attention visualizations to offer insights

into how our model processes and attends to input text. Specifically, we visu-

alize the attention weights between the [CLS] token and all other tokens in

the last layer of the best-performed model, multi-target SMTL-HW, by using

LIME [76] method. By examining these attention weights, we can gain a bet-

ter understanding of which parts of the input text are most important for the

model’s predictions. It should be mentioned that our analysis was performed

on the test set, which allows us to evaluate the generalizability of the model

to new and unseen data.

Table 9 shows the attention weights of the last layer in SMTL-HW model

for randomly selected input sentences whose labels were accurately predicted

by SMTL-HW. In the visualizations, words with darker colors indicate greater

significance in influencing the model’s predictions. We can observe that SMTL-

HW model exhibits the capability to effectively capture prominent entities and

sentiments within the text. For instance, in the first sentence, SMTL-HW high-

lights “alleged” and “capitalist,” which are non-trivial terms representing an

opposing stance towards women’s empowerment. In the second sentence, the

model selects the words “compulsion”, “die”, and “fear” as highly relevant to

the topic of the COVID-19 vaccine. Furthermore, the SMTL-HW model iden-

tifies words that support the notion of digital transformation, such as ”value,”

”benefit,” and ”traffic.” By attending to these terms, the model demonstrates

an understanding of the positive aspects and advantages associated with dig-

itization processes. Overall, the attention visualizations obtained from the

SMTL-HW model provide insights into its ability to capture significant ele-

ments within the text. The model exhibits proficiency in identifying prominent
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entities and sentiments, thereby showcasing its effectiveness in understanding

textual information.

Table 9 Visualization of attention scores from SMTL-HW model on testing examples of
Mawqif dataset, along with their target and correct predictions. Darker colored words are
more significant to the model’s prediction.

4.3.5 Comparisons with Previous Studies

In order to provide a comprehensive evaluation, we further compared the per-

formance of the best-performing model, i.e., the multi-target SMTL-HW, with

the results reported in previous studies. By doing so, we can gain insights into

the advancements achieved by our proposed approach compared to existing

research. The comparisons are presented in Table 10, where the results are

retrieved from the original papers.

Regarding the Mawqif dataset, no prior systems have been developed

for this dataset since it was recently released [71]. Nonetheless, we assessed

our top-performing model by comparing it to the best model proposed in

the dataset paper [71]. This model is a single-task model that fine-tunes

the AraBERT-twitter model using hidden representations encoded from both

tweets and targets. It is worth noting that this model follows the same approach

as our backbone model, making it a suitable point of comparison.
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Furthermore, we evaluated our best performing model on the SemEval-

16 dataset by comparing it with previous top-performing models. SemEval,

released in 2016, has been extensively utilized in prior studies, enabling mean-

ingful comparisons with other existing approaches. By assessing our model on

the SemEval-16 dataset, we can effectively benchmark it against other SOTA

models in the field. We compare our model with the following models:

BERT [51]: is a single-task model that extends the pre-trained BERT lan-

guage model by adding a linear classification layer to the hidden representation

of the special [CLS] token.

RoBERTa [77]: is a single-task model that extends the pre-trained

RoBERTa language model by adding a linear classification layer to the hidden

representation of the special [CLS] token.

JOINT [10]: is a joint model that leverages sentiment information to

enhance stance detection without relying on an attention mechanism.

MTIN [78] is a Multi-Task Interaction Network model that simultaneously

learns stance and sentiment with a word-level task interaction and task-related

graphs.

AT-JSS-Lex [11]: is a multi-task model that incorporates stance and

sentiment lexicon to guide its attention mechanism.

MT-LRM-BERT [51]: is a multi-task model that employs a label relation

matrix, sentiment classification, and opinion-towards classification to enhance

stance detection, while leveraging BERT for network initialization.

As demonstrated in Table 10, the SMTL-HW model achieves the high-

est FMac score in stance detection across two datasets. Specifically, on the

Mawqif dataset, SMTL-HW exhibits a remarkable 7.3% improvement in FMic

and 5.5% in FMac compared to the single-task AraBERT-twitter model [71].

Similarly, on the SemEval-16 dataset, the single-task models (i.e., BERT and
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Table 10 Comparison with other stance detection models on two benchmark datasets.

Dataset Category Model FMic FMac

Mawqif
Single-task AraBERT-twitter [71] 79.78 78.89

Multi-task SMTL-HW (ours) 85.31 86.23

SemEval-16

Single-task
BERT [51] 71.32 59.59

RoBERTa [77] 70.01 59.22

Multi-task

JOINT [10] 69.22 60.16

MTIN [78] 70.30 64.90

AT-JSS-Lex [11] 72.33 65.33

MT-LRM-BERT [51] 75.10 67.46

SMTL-HW (ours) 72.46 73.23

RoBERTa) exhibit subpar performance due to their disregard for the signifi-

cance of sentiment information. Notably, SMTL-HW shows improvements of

12.9% and 13.2% in FMac compared to the BERT [51] and RoBERTa [77]

models, respectively. Although existing multi-task models take into account

sentiment information, they still obtain a lower performance on SemEval-16. In

terms of FMac, the SMTL-HW model surpasses JOINT [10], MTIN [78], AT-

JSS-Lex [11], and MT-LRM-BERT [51] models by 12.3%, 7.6%, 7.1%, and 5%,

respectively. These results highlight the effectiveness of the main components

incorporated in our SMTL-HW model, namely the sequential architecture, and

task weighting.

5 Conclusion and Future Work

This paper contributes to the field of stance detection by introducing novel

multi-task learning models, namely PMTL and SMTL, which incorporate sen-

timent analysis and sarcasm detection tasks. Additionally, we propose and

demonstrate the effectiveness of different task weighting schemes in our models.

Notably, our work represents the first attempt to leverage sarcasm detection

to enhance the stance detection task and the first to propose task weighting in
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a multi-task stance detection model. We find that the performance difference

between the two architectures, PMTL and SMTL, is relatively small, necessi-

tating further investigation to establish its statistical significance. Moreover,

we highlight the potential benefits of incorporating auxiliary tasks to address

data scarcity, although its effectiveness may vary depending on the specific

dataset and task at hand. Through extensive experiments, we validate the

advantages of the proposed models, particularly the SMTL-HW model, which

achieves state-of-the-art performance. Empirical results highlight the effective-

ness of the main components in our SMTL-HWmodel, including the sequential

architecture and hierarchal task weighting. These features enable obtaining

more comprehensive task representations, leading to improved stance detection

performance.

Consequently, this research opens up avenues for future exploration in

the field of stance detection. Further investigations should be conducted to

determine the statistical significance of the performance difference between

PMTL and SMTL models, enabling a deeper understanding of their compar-

ative strengths and weaknesses. Additionally, future studies could focus on

expanding the scope of multi-task learning by incorporating additional aux-

iliary tasks across various datasets and tasks, aiming to establish guidelines

for their optimal usage. Lastly, integrating other contextual information, such

as user profiles, temporal dynamics, or domain-specific knowledge, could be

explored to enhance the overall stance detection framework. By incorporat-

ing these aspects, the models could better capture the nuanced nature of the

stance and improve the overall understanding of textual content.
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