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Abstract
Misinformation can profoundly impact the reputation of an entity, and eliminating its spread has become a critical concern 
across various applications. Social media, often a primary source of information, can significantly influence individuals’ 
perspectives through content from less credible sources. The utilization of machine-learning (ML) algorithms can facilitate 
automated, large-scale analysis of textual content, contributing to the rapid and efficient processing of extensive datasets for 
informed decision-making. Since the performance of ML models is highly affected by the size of the training data, many 
research papers have presented different approaches to solve the problem of limited dataset size. The data augmentation (DA) 
approach is one of these strategies, aiming to enhance ML model performance by increasing the amount of training data. 
DA generates new instances by applying different transformations to the original data instances. While many DA techniques 
have been investigated for various languages, such as English, achieving an enhancement of the classification model’s perfor-
mance on the new augmented dataset compared to the original dataset, there is a lack of studies on the Arabic language due 
to its unique characteristics. This paper introduces a novel two-stage framework designed for the automated identification 
of misinformation in Arabic textual content. The first stage aims to identify the optimal representation of features before 
feeding them to the ML model. Diverse representations of tweet content are explored, including N-grams, content-based 
features, and source-based features. The second stage focuses on investigating the DA effect through the back-translation 
technique applied to the original training data. Back-translation entails translating sentences from the target language (in 
this case, Arabic) into another language and then back to Arabic. As a result of this procedure, new examples for training 
are created by introducing variances in the text. The study utilizes support vector machine (SVM), naive Bayes, logistic 
regression (LR), and random forest (RF) as baseline algorithms. Additionally, AraBERT transformer pre-trained language 
models are used to relate the instance’s label and feature representation of the input. Experimental outcomes demonstrate 
that misinformation detection, coupled with data augmentation, enhances accuracy by a noteworthy margin 5 to 12% com-
pared to baseline machine-learning algorithms and pre-trained models. Remarkably, the results show the superiority of 
the N-grams approach over traditional state-of-the-art feature representations concerning accuracy, recall, precision, and 
F-measure metrics. This suggests a promising avenue for improving the efficacy of misinformation detection mechanisms 
in the realm of Arabic text analysis.

1  Introduction

A social media platform such as Twitter holds consider-
able influence over people’s attitudes during emergencies 
(Cuesta et al. 2013). Twitter, being a swift and accessible 
medium, has evolved into a primary channel for dissemi-
nating news and updates among family, friends, and the 
public, outpacing traditional media in information distri-
bution. However, the prevalence of misinformation during 
crises, often originating from non-experts and community 
members rather than certified specialists, underscores the 
imperative to assess the credibility of tweets (Mourad 
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et al. 2020). Research studies consistently reveal the non-
credibility of Twitter content, with findings indicating that 
a substantial portion, approximately 40%, of daily tweets 
lack credibility (El Ballouli et al. 2017). This platform 
sometimes becomes a dumping ground for false informa-
tion and rumors (Lu and Brelsford 2014). Moreover, there 
is a growing need for efforts to identify tweets written in 
multiple languages (Mohamed et al. 2019b, a). Categoriz-
ing Arabic tweets has been the subject point of numerous 
attempts, often employing machine-learning techniques 
that consider both content-related and source-related 
features (Gupta et al. 2023; Yadav et al. 2023; Asta and 
Setiawan 2023). Content-related features encompass tweet 
length and hashtag usage, while source-related features, 
include user verification and followers’ count (El Ballouli 
et al. 2017; Hassan et al. 2018). Although several recent 
studies have explored content and source features for mis-
information detection, manual feature creation remains 
challenging, time-consuming, and may not be accurate 
enough for classification (El Ballouli et al. 2017; Hassan 
et al. 2018; Capuano et al. 2023). In addition, certain fea-
tures (such as followers’ number), often used as a meas-
ure of credibility, may be misleading due to their change-
ability, as well as the tendency of users to reshare posts 
without verifying their accuracy (Ravikumar et al. 2012).

Unlike English, Arabic possesses a complex morphologi-
cal structure in which words may undergo morphological 
changes depending on the context, tense, gender, and other 
linguistic factors (Gupta et al. 2023; Yadav et al. 2023; Has-
san et al. 2018). This morphological complexity can be 
effectively captured through the use of contextual embed-
dings. Employing contextual embeddings addresses static 
word context challenges by capturing the context preceding 
and following each word. This technique proves particularly 
useful in identifying misinformation, requiring no additional 
features beyond the text itself and capturing word context 
as phrases, thereby enhancing the detection of misinforma-
tion. Additionally, N-grams serve as an effective method for 
capturing the linguistic nuances and contextual complexities 
inherent in Arabic text classification (Kumar et al. 2020; 
Hua et al. 2023). In this method, contiguous sequences of 
N words in a given text are represented, providing a reli-
able approach for feature extraction without necessitating 
manual preparation of features. By encoding word context 
as phrases, N-grams offer a valuable solution in the Arabic 
literature, where intricate morphology makes tokenization 
and stemming challenging. A further challenge in the clas-
sification of Arabic text is the lack of benchmark datasets. 
Data augmentation (DA) methods are proposed for gener-
ating synthetic data, alleviating the constraints of limited 
labeled data (Jiang et al. 2023; Wang et al. 2023). To over-
come the challenges mentioned above, the contributions of 
this research are outlined as follows: 

1.	 Introduction of a novel two-stage framework for 
detecting misinformation in Arabic tweets, integrating 
machine-learning algorithms and data augmentation 
(DA) to enhance the performance of the misinforma-
tion classification task.

2.	 Exploring various feature representations of input text 
to aid the classification model in accurately predict-
ing labels. The classification model is evaluated using 
N-gram, content-based, and source-based features 
with publicly available datasets (’news,’ ’covid1,’ and 
’covid2’).

3.	 Utilizing contextual embeddings through AraBERT to 
address the limitations of static word embeddings, which 
produce a single representation for words with differ-
ent meanings, thereby enabling the model to capture 
nuances in meaning based on the context.

4.	 Building and fine-tuning the hyperparameters of four 
baseline machine-learning algorithms and investigat-
ing their performance on two standard datasets for Ara-
bic tweets. This comprehensive assessment provides 
insights into their effectiveness in handling diverse lin-
guistic contexts.

5.	 Implementing the DA back-translation technique to aug-
ment the training data and preserve the data distribution 
of the original dataset. The application of DA results 
in substantial performance enhancements, including 
a significant 12% increase in overall F-measure and a 
notable 13% improvement in recall. These improvements 
underscore the efficacy of the proposed framework in 
accurately detecting and classifying misinformation in 
Arabic tweets, even in scenarios with a limited number 
of labeled tweets.

2 � Background and related work

2.1 � Data augmentation for text classification

The goal of data augmentation techniques is to enhance 
data quality and diversity without the need for additional 
data collection. Several fields have successfully applied data 
augmentation (DA) to improve model performance and gen-
eralization (Jiang et al. 2023; Wang et al. 2023; Yadav and 
Vishwakarma 2023). To accomplish this, new samples are 
generated through methods such as noise addition, crop-
ping, or flipping the training dataset while maintaining the 
integrity of the original dataset (Li et al. 2022, 2023; Al-
Dhabyani et al. 2019).

Unlike computer vision, which focuses on pixels, NLP 
data augmentation emphasizes linguistic variations. Uti-
lized methods include synonym substitution, sentence 
shuffling, back-translation, and embedding modification. 
These solutions encompass tasks such as balancing classes 
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within unbalanced datasets and generating additional data 
for under-resourced domains (Wang et al. 2023; Bayer et al. 
2023). Text DA can be implemented based on feature space 
or data space (Bayer et al. 2022). In data space DA, adjust-
ments can be made at various granularities, including the 
character level, word level, sentence level, or document level 
(Bayer et al. 2022). These strategies aim to expose the model 
to a broad array of linguistic patterns, fostering improved 
generalization and performance across diverse NLP tasks 
such as sentiment analysis and named entity recognition 
(Wang et al. 2023; Jiang et al. 2023). Deep learning models, 
including transfer models like BERT, have gained popularity 
in natural language processing (NLP) tasks owing to their 
ability to streamline feature extraction efforts (Gupta et al. 
2023; Yadav et al. 2023; Asta and Setiawan 2023). While the 
use of data augmentation in NLP is still in its early stages, 
it plays a crucial role in addressing the lack of data and 
strengthening the resilience of language models as the field 
continues to evolve (Pellicer et al. 2023; Wang et al. 2023).

Text augmentation for fake news detection is becom-
ing increasingly popular as a method for improving model 
resilience and generalization when dealing with the growing 
number of fake news sources (Refai et al. 2022). A variety 
of methods are employed to augment or expand the training 
dataset, enhancing the model’s capacity to handle a broader 
range of cases that simulate the complexity and diversity 
found in real-life misleading information (Refai et al. 2022; 
Kumar et al. 2020; Hua et al. 2023). These methods include 
back-translation, paraphrasing, and context-based augmen-
tation. Back translation is a method that utilizes translation 
models to create paraphrases. In this approach, text is trans-
lated into another language and then back-translated into the 
original language. The underlying concept of back-transla-
tion is rooted in the complexity of natural language process-
ing (NLP), which results in multiple translations for a given 
text. This approach is highly effective due to its high para-
phrasing capabilities and the preservation of labels for newly 
generated instances. Back-translation outperformed the EDA 
method, GPT2, and BERT pre-trained models for data aug-
mentation (DA) (Kumar et al. 2020; Hua et al. 2023). A 
study conducted by (Kumar et al. 2020), the authors applied 
DA based on back-translation to two datasets. Their experi-
mental findings demonstrated that the back-translation tech-
nique surpasses other methods in terms of precision, thus 
demonstrating the efficiency of contemporary translation 
systems in maintaining language semantics. In the work 
presented by Refai et al. (2022), a novel DA method was 
introduced for Arabic text classification, aiming to integrate 
the unique features of the Arabic language. The motivation 
behind this endeavor stemmed from the established efficacy 
of textual augmentation in enhancing the performance of text 
classification tasks. The authors utilized Arabic transform-
ers, specifically AraGPT-2 and AraBERT, for the generation 

and processing of Arabic text. Furthermore, they employed 
well-known similarity metrics, including cosine, Euclidean, 
Jaccard, and BLEU measures, to ensure the quality of the 
augmented text. This consideration encompassed aspects 
such as diversity, context, and semantics. Additionally, in 
Sabty et al. (2021), data augmentation (DA) was employed 
to augment the limited amount of labeled data available for 
named entity recognition (NER). Various automatic aug-
mentation techniques, such as back-translation, modified 
EDA, and word embedding substitution, were introduced 
to expand the training data and enhance the performance 
of Arabic NER. The study’s findings demonstrated that the 
performance of NER can be improved through the applica-
tion of combinations of different DA techniques.

2.2 � Misinformation detection in Arabic language

Automatically predicting misleading information in Ara-
bic social media is both a technological and socio-cultural 
imperative. Addressing inaccurate information on Arabic 
social media is crucial for several reasons (Albalawi et al. 
2023; Singh et al. 2023). Firstly, misinformation can signifi-
cantly impact public perceptions, potentially giving rise to 
misguided beliefs, fostering fear, or even inciting unjustified 
actions. Secondly, the linguistic and cultural characteristics 
of Arabic pose specific challenges for the automated identi-
fication of misleading information, necessitating specialized 
methodologies and models.

In social media platforms, machine-learning (ML) algo-
rithms offer a sophisticated and efficient way to analyze large 
volumes of textual and contextual data. Recent research in 
fake news detection sheds light on two primary approaches: 
classification and propagation (El Ballouli et  al. 2017; 
Jin et al. 2014; Albalawi et al. 2023). Propagation-based 
approaches (Singh et al. 2023; Azad 2023) delve into the 
analysis of social graph structures to identify misinformation 
(Jin et al. 2014). In contrast, classification-based approaches 
employ machine-learning algorithms that rely on textual 
features extracted from the content itself (El Ballouli et al. 
2017; Zubiaga et al. 2017; Sabbeh and BAATWAH 2018).

Additionally, advancements in the field have introduced 
two key dimensions to misinformation detection: source-
based and content-based features. Content-based approaches 
rely on factors such as text length, the presence of hashtags 
(#) in the text, and sentiment features (El Ballouli et al. 
2017; Kazmi et al. 2023). On the other hand, source-based 
features are derived from user characteristics, including fol-
lower count and user account verification. Some studies, 
such as (El Ballouli et al. 2017; Hassan et al. 2018), pro-
pose a hybrid approach, combining both source and content 
features for a more comprehensive analysis.

Lorek et al. (2015) automated the matching between the 
contents of external links and text content as an evidence 
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feature for classifying tweets as credible or incredible. Zubi-
aga et al. (2017) introduced a misinformation detection sys-
tem to help users identify fake tweets using the conditional 
random fields algorithm. Their approach is based on con-
tent-based features and social features to compare results. 
According to the obtained results, the textual features of 
the tweet’s content effectively detect the tweet’s credibility.

Furthermore, Hassan et al. (2018) examined different 
feature sets, including content and source features, over the 
dataset used in (Lorek et al. 2015). Their work concluded 
that using features related to the source is better than using 
features related to the content. Results showed that source 
features improved F-measure by 49% (Lorek et al. 2015). 
Unfortunately, the creation of handcrafted features is not 
only time-consuming but also poses the risk of being mis-
leading. An illustrative example is the reliance on the num-
ber of followers or reshares as indicators of a tweet’s cred-
ibility, a metric that may not reliably signify the verification 
of content by users before resharing (Ravikumar et al. 2012).

In the domain of Arabic misinformation, a consider-
able challenge arises from the scarcity of labeled datasets 
essential for training machine-learning (ML) algorithms. 
Recent research efforts in the field have explored deep learn-
ing (DL) approaches to tackle misinformation detection in 
Arabic blogs. In (Gaanoun 2020), the authors employed 
a semi-supervised technique based on the Arabic-BERT 
model and ensemble models after the DA process. Their 
approach achieved higher performance using Arabic-BERT 
models compared to baseline models. However, the majority 
of DA works for Arabic focus on sentiment analysis tasks. 
In Abuzayed and Al-Khalifa (2021), several BERT models 
were utilized, and the DA process was applied to tweets to 
enhance the performance of sentiment detection. Another 
study (Alkadri 2022) investigated the effect of using DA for 
Arabic tweets in the spam detection task. Their focus was on 
addressing the dataset imbalance problem by increasing the 
instances of minority classes. They utilized a large corpus 
to extract Word2Vec embedding vectors to represent tweet 
contents. A notable exploration into DL methodologies was 
conducted by Ajao et al. (2018), employing recurrent neu-
ral networks (RNN) and long short-term memory models 
(LSTM) for social media text classification. This research 
achieved an impressive 82% accuracy using the dataset also 
utilized in previous works (Hassan et al. 2018; Lorek et al. 
2015). The advantage of DL models lies in their automatic 
feature extraction, eliminating the need for manual crafting 
of features. However, the substantial requirement for labeled 
data in training remains a drawback.

In another direction, a novel approach was introduced 
using an N-gram model for misinformation detection in 
tweets, as proposed by Hassan et al. (2020). N-gram features, 
illuminating word relationships and their context within a 
sentence, were applied to both the Arabic dataset from El 

Ballouli et al. (2017) and the PHEME dataset. Remark-
ably, the N-grams model exhibited superior performance 
on the PHEME and CAT datasets compared to the LSTM 
DL model presented by Ajao et al. (2018) for fake tweet 
detection. Applying the DL approach to the PHEME data-
set, the N-grams-based model surpassed LSTM by 48% in 
F-measure and 2% in accuracy.

This emphasizes the effectiveness of relying primarily 
on text features for optimal performance. The advantage of 
N-gram features lies in their ease of extraction from textual 
content. In addition to eliminating the need for extensive 
data corpora during the training process, as required by 
handcrafted features such as word embeddings, the excep-
tional performance of N-gram features stems from their 
ability to discern words and phrases effectively, enabling 
the model to grasp contextual information surrounding each 
word. This paper aims to fill the existing research gaps by 
studying the effect of the DA back-translation technique on 
the fake/misinformation detection task. The study presents 
various representations for tweet content to identify the most 
effective one. Moreover, it leverages the high performance 
of the Arab-BERT model to enhance detection performance 
compared to traditional machine-learning algorithms.

3 � The proposed framework for Arabic fake 
tweet detection

The introduced framework aims to classify social media 
text as either fake or not. In this section, the components 
of the proposed framework are explained in detail, as 
shown in Fig. 1. A two-stage methodology was employed 
for this investigation. The first stage aims to comprehen-
sively examine and evaluate various representations of the 
utilized datasets to identify the optimal approach. Specifi-
cally, the effectiveness of N-grams, content-based features, 
and source-based features is investigated. Subsequently, 
these different representations undergo meticulous evalua-
tion using machine-learning (ML) classifiers. This stage is 
considered as a baseline. The second stage of the proposed 
methodology focuses on assessing the impact of integrating 
transfer learning and data augmentation (DA) techniques to 
increase the accuracy of the detection of fake tweets. The 
overall architecture encompasses three key components: 
the datasets, the data preparation stage, and subsequent 
processes, including N-gram extraction, hyperparameter 
optimization for ML algorithms, and finally, DA and clas-
sification modules.

3.1 � Research datasets

The experiments in this work utilize three different data-
sets. The proposed approach is applied to the news dataset 
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to make a comparison with traditional approaches in the 
literature. 

1.	 News Dataset: The conducted experiments are per-
formed using the dataset from Al Zaatari et al. (2016). 
This dataset comprises 1862 tweets related to the humil-
iation crisis in Syria. The number of fake samples is 
1051, and non-fake samples are 810.

2.	 COVID-19 Dataset 1: The same dataset used in Alsudias 
and Rayson (2020) is employed in this work, consist-
ing of Arabic tweets related to COVID-19. The dataset 
comprises 1,048,575 tweets, but only 2000 tweets are 
labeled as fake or not fake. For our experiments, we use 
only these 2000 labeled tweets. Labels are represented 
as 1 for false information, − 1 for correct information and 
0 for unrelated content.

3.	 COVID-19 Dataset 2: For COVID-19 experiments, this 
work utilizes the dataset from (Mahlous and Al-Laith 
2021). The dataset includes 2500 tweets about COVID-
19, manually annotated into fake or non-fake classes by 
three annotators. After removing duplications, the anno-
tated dataset contains 1537 tweets, with 835 labeled as 

fake and 702 as non-fake. The COVID dataset uses two 
class labels for the tweets: 0 for false information and 1 
for correct information.

3.2 � Data preparation and N‑grams extraction

Data preparation is applied to Arabic tweets before N-gram 
feature extraction. This process involves removing Arabic 
stop words, tweet IDs, hyperlinks, emoticons, and non-Ara-
bic words in order to reduce the size of features and improve 
the overall performance of the classification.

Machine-learning algorithms cannot use text data in its 
raw format as it is not readable for them. It must be trans-
formed into a numerical representation or a set of vectors 
with the same length. These vectors are produced through 
a vectorization process that aims to reduce textual data into 
their lower dimensional space. This process is performed 
in two steps: the strings are tokenized to produce their 
corresponding tokens, and then these tokens are assigned 
weights to represent the importance of each token. After 
extracting N-gram features, we apply a term frequency-
inverted document frequency (TF-IDF) weighting scheme, 

Fig. 1   The proposed framework for fake Arabic tweets detection
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while the N-gram model depends on sequences of words 
or characters called N-grams, where “N” represents the 
number of elements in a sequence. This work uses word 
sequences for N-gram models, where n = 1 for producing 
uni-grams (the bag-of-words BOW) and n = 2 for producing 
bi-grams." For example, 
,   for  th i s  tweet  the  word  uni -g rams are 

 and bigrams are: 
 

and so on.
Generating various sets of N-gram frequencies aims to 

determine the optimal value of N. This study examines one-
gram, bi-gram (2 g), and tri-gram features to evaluate their 

impact on the accuracy of different classification algorithms. 
The test tweets are pre-processed to extract the N-gram fea-
tures, which are then fed into the generated model to predict 
whether new input tweets are fake or not fake.

3.3 � Feature extraction

This module aims to extract source and content-based fea-
tures to evaluate the proposed model using them and then 
compare its performance with N-gram features. The uni-
gram model, also known as the bag-of-words model, is a 
type of language model that represents text by considering 
individual words as independent components. However, the 
unigram model does not account for the order and context 
of words. During feature extraction, the tweet’s content is 

Table 1   The optimal hyperparameters for each classifier

ML Algorithm The tuned parameters

SVM Kernel= linear, degree= 
three, gamma= one, C= 
one

RF Bootstrap= False, n_esti-
mators= five hundred

LR C= five, Solver=newton-cg

Fig. 2   WorkFlow of DA and classification with AraBERT

Table 2   The statistics of augmented dataset

No Fake tweets Non-fake tweets

Tweets 1284 1081
Words 30,637 30,075
Unique words 7798 8706
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processed to produce a feature vector for each tweet, where 
each element represents the occurrence or frequency of a 
specific word from the vocabulary. Models based on uni-
grams are simple and computationally efficient, but they 
have limitations as they may not capture the semantic infor-
mation of the text. To overcome this limitation, the devised 
model has been extended using bi-grams.

3.4 � Fine‑tuning baseline machine‑learning models

A set of supervised learning algorithms is introduced, pro-
viding a brief explanation of how each classifier can be 
applied in this context: 

1.	 Logistic Regression (LR): In linear classifiers, logistic 
regression models the relationship between input fea-
tures and binary outcomes (fake or not) (Maulud and 
Abdulazeez 2020). Arabic fake tweet detection can 
be achieved by training logistic regression (LR) on a 
labeled dataset, where features are extracted from tweets 
(e.g., TF-IDF vectors), and labels indicate whether a 
tweet is fake or not. LR learns the coefficients based 
on the feature representations, enabling it to predict the 
class of new, unseen tweets.

2.	 Random Forest (RF): A random forest consists of multi-
ple decision trees combined into an ensemble classifier 
(Probst et al. 2019). The final prediction is determined 
by training each decision tree using a random subset 
of the samples and features, and then accumulating the 
predictions from each tree. With the trees learning to 
recognize patterns in the data based on various combina-
tions of features, the ensemble nature of random forests 
(RF) brings a key benefit of reducing overfitting and 
improving generalization.

3.	 Support Vector Machine (SVM): This classifier aims to 
find an optimal hyperplane that separates the data points 
by a maximum margin that distinguishes different tar-
get classes (Huang et al. 2018). SVM can be trained to 

detect fake Arabic tweets using feature vectors derived 
from the tweets. To distinguish between fake and non-
fake tweets in the feature space, SVM seeks to find the 
most optimal hyperplane. It can capture complex deci-
sion boundaries and effectively classify new tweets as 
fake or authentic by transforming the data into a higher-
dimensional space.

4.	 Naïve Bayes (NB): In probabilistic classification, Naive 
Bayes uses Bayes’ theorem to develop a classifier. The 
model assumes that the features are conditionally inde-
pendent based on the class label (Reddy et al. 2022). 
NB can be trained on labeled data for detecting Arabic 
fake tweets by estimating the conditional probabilities 
of each feature given the class (fake or non-fake). Using 
the observed features of new tweets, NB calculates the 
posterior probabilities for each class and selects the 
most likely class. Naïve Bayes has been demonstrated 
to be computationally efficient and capable of handling 
large feature spaces, making it a suitable method for text 
analysis.

This type of classifier is trained on labeled data, where 
features extracted from Arabic tweets are combined with 
1 and 2 g features using the TF-IDF weighting scheme. 
After training, the models are employed to classify new, 
unseen tweets and determine their authenticity based 
on the learned patterns and decision boundaries. Ulti-
mately, the best-performing classifier is utilized for tweet 
classification.

In addition, hyperparameter tuning is performed for each 
classifier. Hyperparameters, which are not directly learned 
within the estimators but impact the model’s performance, 
are adjusted to address overfitting and underfitting issues. 
The grid search module from the scikit-learn library opti-
mizes the classifiers’ performance. It exhaustively tries all 
combinations of hyperparameters for ML algorithms to 
select the optimal values. The module builds models for each 
combination and selects the best one based on evaluation 

Table 3   Samples of generated new tweets

Original tweet New generated tweet
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metrics. Table 1 presents the tuned optimal parameters for 
the classifiers used, while default values were utilized for the 
other hyperparameters.

3.5 � Integration of data augmentation and transfer 
learning (AraBERT) for fake tweets detection 
enhancement

This section presents the combination of the DA back-
translation technique, natural language processing, and 
transfer learning with the AraBERT model, which has been 
employed to enhance the performance of Arabic fake tweet 
detection.

The steps of the augmentation process are illustrated in 
Fig. 2. The original tweets are divided into two categories: 
fake and non-fake tweets. Subsequently, a back-translation 
task is applied to both sets of tweets to generate the cor-
responding back-translated versions. This task employs two 
pivot languages, English and French. The Arabic tweets are 
translated into English and French and then back-translated 
into Arabic.

After removing duplicated tweets, the cosine similar-
ity is calculated between the original and back-translated 
tweets. If the similarity score falls between the 0.4 and 0.8 
thresholds, the back-translated tweet is added to the new 
augmented dataset. The newly generated tweets are then 
merged with the original tweets to create the augmented 
dataset. Table 2 presents the statistics of the augmented 
dataset, while Table 3 provides three examples of the newly 
generated tweets.

The final step involves classifying tweets as either fake or 
not fake using the pre-trained Arabic-Bert model. Arabic-
Bert is selected for its high performance in detecting Arabic 
fake tweets (Refai et al. 2022). The commonly used Arabic-
BERT pre-trained models include mini-BERT, medium-
BERT, base-BERT, and large-BERT (Devlin et al. 2018). 
Mini-BERT: The mini-BERT model was designed in order 
to have a smaller memory consumption and a smaller size 
than the original BERT model (Almaliki et al. 2023). This 

can be achieved by reducing either the number of layers 
or the hidden size of the transformer model. In addition to 
being more computationally efficient, mini-BERT requires 
fewer computational resources during training and inference 
due to its downsized architecture. Even though it may not 
perform as well as larger BERT models, it can still capture 
contextual information and semantic relationships within a 
text in Arabic.

Medium-BERT: An alternative to Arabic-BERT, medium-
BERT strikes a balance between size and performance. The 
mini-BERT model strives to achieve a reasonable compro-
mise between the computational requirements of the full 
BERT model and the smaller mini-BERT model (Devlin 
et al. 2018; Chouikhi et al. 2021). Medium-BERT models 
contain fewer layers than full BERT models, and thus, they 
are more resource-efficient for retaining high performance 
for NLP tasks. The mini-BERT and medium-BERT models 
are tailored versions of the original BERT model specifically 
designed for processing Arabic texts (Chouikhi et al. 2021). 
Due to their lightweight and efficient nature, they are suit-
able for the main target of this study.

Fig. 3   Accuracy of the combi-
nation of uni-gram and bi-gram

Fig. 4   Feature-based versus N-gram-based F-measure
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4 � Evaluation metrics

This work utilized metrics such as accuracy, precision, 
recall, F-measure, loss, ROC AUC curve, and confusion 
matrix to evaluate the performance of the proposed frame-
work. The ROC AUC score (AUC) specifically measures the 
model’s ability to distinguish between positive and negative 
classes. The performance evaluation metrics for classifiers 
are defined in the following equations:

(1)Accuracy =
TP + TN

TP + FP + TN + FN
.

(2)Precision =
TP

TP + FP

(3)Recall =
TP

TP + FN

Table 4   Feature-related versus the proposed N-gram model

Model Accuracy Precision Recall F-measure

LR for Feature 76.8 77.9 84.9 81
LR for N-gram 86.3 87 86 86
RF for Feature 76 78 82 80
RF for N-gram 83.4 83 83 83

Fig. 5   Accuracy of uni-gram, bi-gram, and tri-gram

Table 5   Results of using (1 + 2 g) for Covid Dataset 1

Accuracy Precision Recall F-Measure

LR 86.4 86.3 80.7 83.0
RF 82.1 81 75 77
SVM 86.4 86 79.7 82
NB 81.5 81 76.7 78.3

Fig. 6   LR results

Fig. 7   SVM results

Fig. 8   NB results
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TP represents true positives. TN represents the true negative 
number. FP represents false positives. FN represents false 
negatives.

(4)F-measure =
2 ⋅ precision ⋅ recall

precision + recall

5 � Experimental results and disscusion

This study encompassed two experiments. The initial experi-
ment, detailed in Sect. 5.1, explored various representations 
of datasets, encompassing N-gram, content, and source 
features. These representations went through assessment 
via machine-learning classifiers to ascertain the optimal 
approach. Subsequently, the second experiment (Sect. 5.2) 
delved into examining the influence of integrating transfer 
learning and data augmentation techniques to augment the 
detection of Arabic fake tweets.

To enhance the precision of the learning process, we 
employed fivefold cross-validation. This method involves 
partitioning the dataset into fivefolds, with the model utiliz-
ing four for training and the remaining one for performance 
evaluation.

5.1 � Results of various dataset representations

In this subsection, two experiments will be discussed. In 
Experiment A, we highlight the findings of the N-gram 
model applied to the news dataset, as mentioned in Sect. 1. 
In Experiment B, the proposed N-gram-based model is eval-
uated using a dataset comprising COVID-19 Arabic tweets, 
as detailed in Sect. 2.

5.1.1 � Experiment A: results using the news dataset

The results of the proposed model for both uni-grams and 
bi-grams representations are displayed in Fig. 3. Overall, the 
LR and SVM algorithms demonstrate the best performance 
with an accuracy of 86.3%, precision of 87%, recall of 86%, 
and F-measure of 86%. On the other hand, the NB algo-
rithm displays the lowest results with an accuracy of 82.3%. 
Figure 3 displays the accuracy of various classifiers (NB, 
LR, RF, SVM), with the LR classifier achieving the highest 
accuracy of 86.3%. This notable performance is attributed 
to the inclusion of bi-grams alongside uni-gram features, 

Table 6   The statistics of original dataset

No Fake tweets Non-fake tweets

Tweets 835 702
Words 20,967 20,224
Unique Words 6246 7216

Table 7   The statistics of augmented dataset

No Fake tweets Non-fake tweets

Tweets 1284 1081
Words 30,637 30,075
Unique Words 7798 8706

Fig. 9   Diversity of original and augmented datasets

Fig. 10   Word cloud for original 
dataset



Social Network Analysis and Mining           (2024) 14:53 	 Page 11 of 15     53 

enabling effective discrimination of words and phrases. By 
incorporating bi-grams, the model gains contextual infor-
mation surrounding each word. Furthermore, the combina-
tion of uni-grams and bi-grams contributes to the overall 
improvement in detection performance. A recent study by 
Jardaneh et al. (2019) introduced a model utilizing content 
and user-related features. However, the model presented 
in Jardaneh et al. (2019) strictly relies on textual features, 
such as word frequency, which neglects the relationships 
between words. To compare our N-gram-based model with 
state-of-the-art content-related and source-related models 

presented in Jardaneh et al. (2019), both models are applied 
to the dataset used in Al Zaatari et al. (2016). The results 
of these two models are shown in Table 4. From the results, 
we can conclude that our proposed N-gram model is more 
effective than the feature-related model. This suggests that 
incorporating N-grams gives our model the ability to capture 
meaningful word relationships and contextual information, 
contributing to its superior performance in detecting fake 
Arabic tweets.

Furthermore, LR and RF algorithms employed by Jar-
daneh et al. (2019) are utilized with a combination of uni-
grams and bi-grams weights. From Fig. 4 and Table 4, it is 
evident that the proposed N-gram model outperforms the 
feature-based model of Jardaneh et al. (2019), particularly 
when using LR and RF classifiers. Specifically, the N-gram-
based LR achieves the highest performance, surpassing the 
feature-based LR by 9.3% in accuracy, 10% in precision, 
1% in recall, and 5% in F-measure. The superiority of the 
N-gram model over the feature-based model of Jardaneh 
et al. (2019) is attributed to the utilization of bi-grams com-
bined with uni-grams, representing the context of words as 
phrases. Additionally, Fig. 4 suggests that hyperparameter 
tuning plays a crucial role in improving classifier perfor-
mance and mitigating the issues of overfitting and underfit-
ting, ultimately leading to higher F-measure scores.

5.1.2 � Experiment B: results using Covid‑19 dataset

The approach outlined in Alsudias and Rayson (2020) serves 
as a baseline, ensuring a fair comparison. We employed the 
same machine-learning (ML) classifiers utilized in Alsudias 
and Rayson (2020), namely SVM, NB, and LR, and applied 
the identical TF-IDF weighting scheme.

Fig. 11   Word cloud for aug-
mented dataset

Table 8   Results of (Original dataset)

Classifier Accuracy Precision Recall F-measure

NB 66.52 66.23 68.50 67.10
LR 75.13 75.32 76.80 75.60
SVM 72.84 72.73 73.20 72.94
RF 76.85 76.62 76.95 77.13
Mini-BERT 81.46 81.85 80.92 81.08
Meduim-BERT 83.53 83.21 83.15 83.00

Table 9   Results of augmented dataset

Classifier Accuracy Precision Recall F-measure

NB 76.15 76.37 76.50 76.40
LR 78.50 78.90 78.80 78.85
SVM 79.90 79.75 80.05 80.10
RF 81.30 81.02 82.25 81.40
Mini-BERT 93.35 93.63 94.12 93.20
Meduim-BERT 95.46 95.52 95.30 94.82
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Furthermore, a word-based N-gram analysis was con-
ducted to determine the optimal value of N for detecting 
misinformation in the target COVID dataset. Exploring the 
effect of N-gram length on the classifier’s performance, N 
was set to one, two, and three. The results, illustrated in 
Fig. 5, reveal promising outcomes for the uni-gram, bi-gram, 
and tri-gram models. Combining uni-grams and bi-grams, 
however, achieved the highest performance, attaining the 
best accuracy of 86.4%, as demonstrated in Fig. 5.

For the SVM, NB, and LR algorithms, the results of the 
N-gram model are summarized in Table 5. Notably, on the 
Covid-19 dataset 1, LR-N-gram consistently demonstrates 
the best performance.

Additionally, the results of the N-gram model are com-
pared with those presented in Alsudias and Rayson (2020), 
where TF-IDF-based frequency features and Word2Vec-
based embedding features were employed. LR, RF, and 
SVM were selected as the classifiers. A detailed compari-
son of the proposed N-gram classifier against TF-IDF and 
Word2Vec is illustrated in Figs. 6, 7, and 8 for the LR, RF, 
and SVM classifiers.

Combining LR with N-grams leads to superior perfor-
mance compared to LR using TF-IDF and Word2Vec alone. 
Figure 6 illustrates that LR N-gram-based achieves an accu-
racy of 86.4%, recall of 80.7%, and an F-measure of 83%. 
The results from Figs. 6, 7, and 8 collectively demonstrate 
that utilizing N-gram features for all three classifiers is more 
effective than using either Word2Vec or TF-IDF features 
alone. Moreover, the process of creating N-gram features is 
simpler compared to generating Word2Vec, which requires 
additional resources and pre-training of word embeddings.

Fig. 12   AraBERT improve-
ments to baselines ML classi-
fiers

Fig. 13   Random Forest ROC curve analysis for Original dataset

Fig. 14   Random Forest ROC curve analysis for the Augmented data-
set
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5.2 � Data augmentation results

The COVID-19 dataset 2 (as described in Sect. 3) consists 
of 835 instances of fake classes and 702 instances of non-
fake classes. Tables 6 and 7 illustrate the statistics of the 
original dataset and the augmented dataset. The data aug-
mentation (DA) process results in an increase in the amount 
of training data for both fake and non-fake classes. Since 
the back-translation DA technique provides diversity and 
novelty to the generated data instances, the unique words 
in the augmented dataset have increased by 1552 for the 
fake class and 1490 for the non-fake class compared to the 
original dataset. Additionally, the number of new instances 
has increased by 449 for the fake class and 379 for the non-
fake class. Figure 9 illustrates that the diversity is highest 
for the non-fake class in the augmented dataset. Moreover, 
Figs. 10 and 11 show the frequencies of words for original 
and augmented datasets. It is clear that some words frequen-
cies have changed and new words appeared after augmenta-
tion process such as ( ) word.

To investigate the effect of the data augmentation task, 
the results of both the original and augmented datasets are 

provided in Tables 8 and 9. It is clear that the RF classi-
fier outperforms NB, LR, and SVM classifiers, achieving an 
F-measure of 76.62%. When using the augmented dataset, 
the F-measure of RF increases by 4.4% compared to the 
original dataset.

According to the results for the AraBERT model dis-
played in Tables 8 and 9, the findings demonstrate that 
transfer learning models are highly accurate at spotting 
auto-generated texts. Additionally, all baseline models were 
significantly outperformed by the AraBERT model. Our pro-
posed AraBERT model outperforms the baselines by +17% 
for LR, +19.3% for NB, +14.2% for RF, and +15.6% for 
SVM. Figure 12 compares the outcomes to better illustrate 
the improvements.

Figures 15 and 16 illustrate the results of mini-BERT and 
medium-BERT for both the original and augmented datasets. 
Classification performance using the augmented dataset is 
better than the original dataset. Moreover, the performance 
of mini-BERT and medium-BERT surpasses ML models. In 
particular, medium-BERT achieves the highest performance 
among all models for both the augmented and original data-
sets. Furthermore, the AUC of all classifiers is increased by 

Fig. 15   Comparison of results 
between the original and aug-
mented datasets

Fig. 16   AraBERT loss for 
original dataset and augmented 
datasets
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around 7 to 15%. Figures 13 and 14 show the ROC curve 
analysis of the random forest classifier for the original and 
augmented datasets. In future work, different values for the 
threshold can be checked, and their effect on the size of the 
augmented dataset and the classification performance can be 
studied. The dataset augmentation stage can be implemented 
using other transformers, such as the GPT2 model, which 
considers label preserving during the augmentation process 
(Figs. 15, 16).

6 � Conclusions and future work

In this study, Arabic fake tweet detection is enhanced 
through the integration of transfer learning and domain 
adaptation techniques. The evaluation of N-grams as model 
features reveals that a combination of two and three grams 
outperforms content and source-based models, demon-
strating improved machine-learning performance. Logistic 
regression (LR) with N-grams achieves notable accuracy 
(86.3%) in fake news detection, surpassing Word2Vec and 
TF-IDF-based models. The study also explores the impact 
of back-translation augmentation, revealing superior perfor-
mance on augmented datasets when employing mini-BERT 
and medium-BERT classifiers. Medium-BERT consist-
ently outperforms traditional ML models, enhancing the 
area under the curve (AUC) by 7 to 15%. The integration of 
back-translation with pre-trained models proves pivotal in 
improving the classification of Arabic tweets, emphasizing 
a contextual approach over manual feature crafting. As a 
forward-looking suggestion, future work is recommended to 
explore diverse domain adaptation approaches and assess the 
potential benefits of incorporating generative methods for 
further advancements in Arabic fake tweet detection.
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