Towards Fresh Re-Keying with Leakage-Resilient
PRFs: Cipher Design Principles and Analysis

Sonia Belaid!, Fabrizio De Santis??, Johann Heyszl*, Stefan Mangard?, Marcel
Medwed®, Jorn-Marc Schmidt®, Francois-Xavier Standaert”, Stefan Tillich®

! Ecole Normale Supérieure and Thales Communications, France.
2 Institute for Security in Information Technologies, Technical University of Munich.
3 Infineon Technologies AG, Neubiberg, Germany.
4 Fraunhofer Research Institution AISEC, Munich, Germany.
5 NXP Semiconductors, Gratkorn, Austria.
6 TAIK, Graz University of Technology, Austria.
" ICTEAM/ELEN/Crypto Group, Université catholique de Louvain, Belgium.
8 Department of Computer Science, University of Bristol, UK.

Abstract. Leakage-resilient cryptography aims at developing new algorithms for
which physical security against side-channel attacks can be formally analyzed. Fol-
lowing the work of Dziembowski and Pietrzak at FOCS 2008, several symmetric
cryptographic primitives have been investigated in this setting. Most of them can
be instantiated with a block cipher as underlying component. Such an approach
naturally raises the question whether certain block ciphers are better suited for
this purpose. In order to answer this question, we consider a leakage-resilient re-
keying function, and evaluate its security at different abstraction levels. That is, we
study possible attacks exploiting specific features of the algorithmic description,
hardware architecture and physical implementation of this construction. These
evaluations lead to two main outcomes. First, we complement previous works on
leakage-resilient cryptography and further specify the conditions under which they
actually provide physical security. Second, we take advantage of our analysis to
extract new design principles for block ciphers to be used in leakage-resilient prim-
itives. While our investigations focus on side-channel attacks in the first place, we
hope these new design principles will trigger the interest of symmetric cryptogra-
phers to design new block ciphers combining good properties for secure implemen-
tations and security against black box (mathematical) cryptanalysis.

1 Introduction

Securing embedded devices against side-channel attacks is an important challenge in mod-
ern cryptography. Because of their technology-dependent nature, protections against these
attacks usually require combining ideas at different abstraction levels, e.g. exploiting noise
in physical processes and randomness in hardware/software designs [22]. In the context of
symmetric cryptography, a recent and concurrent trend has investigated the opportunities
to analyze new primitives, better suited for physically-secure implementations. Dziem-
bowski and Pietrzak’s leakage-resilient cryptography is one of the most investigated mod-
els for this purpose [7], and several proposals of pseudorandom generators (PRGs)/stream
ciphers, pseudorandom functions (PRFs) and pseudorandom permutations (PRPs) have
been considered in this setting [6,9,27,35,39,40]. These new constructions naturally raise
interesting open questions regarding the practical relevance of formal models for physical
security analysis. Yet, they are all based on some kind of re-keying strategies (i.e. rem-
iniscent from Kocher’s early patents [17]). Hence, and somewhat independent of these



modeling issues, it may very well be that (small variations of) ideas proposed in such
theoretical works actually provide significantly enhanced security against large categories
of “practical attacks”. Since another possible drawback of leakage-resilient cryptography
is its significant performance overheads, it naturally suggests an intermediate line of re-
search, where the security of leakage-resilient primitives is analyzed in front of actual
side-channel adversaries, in order to mitigate these overheads. This approach has been
recently followed by Medwed et al. for the case of leakage-resilient PRFs [26].

In this paper, we embrace a similar strategy and further study the possibilities to
design secure and efficient leakage-resilient PRFs. In particular, we focus on their instan-
tiation using block ciphers, which is motivated by the large literature on side-channel
attacks and countermeasures for this type of building blocks. In this context, our main
goal is to investigate new design principles that would be best suited for the secure im-
plementation of such primitives. For this purpose and as a starting point, we analyze the
physical security of a generic block cipher construction, aimed to be used in the re-keying
scheme represented in Figure 1. This re-keying essentially uses a function g to re-key
a block cipher f with a master key k and a public random nonce r. For each block of
message, a fresh key is computed as k* = gi(r), and then used to generate the ciphertext
¢ = fr+(m). One important advantage of this scheme (put forward and analyzed in [25])
is that (informally): () from the mathematical point of view, f has to be cryptograph-
ically strong while g only requires some minimum diffusion properties, (i¢) by contrast,
from the implementation point of view f only needs to be secure against Simple Power
Analysis (SPA)!, while g has to resist both SPA and Differential Power Analysis (DPA)?.
The solution previously proposed in [25] was to use a modular multiplication for g, which
benefits from the feature of being easy to mask [5,11]. Yet, and despite being promising
from a security and performance point of view, this proposal is quite specific to one coun-
termeasure (namely, masking) that has proved to be quite effective in software [32], but
may turn out to be difficult to implement in hardware [23]. As a result, we propose to in-
vestigate alternative candidates for the g function, and focus on hardware implementation
issues, in order to increase the versatility of the design space for fresh re-keying.
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Fig. 1. Fresh re-keying: basic principle.

! i.e. side-channel attacks with data complexity 1, essentially.
2 i.e. side-channel attacks with larger data complexity, essentially.



Our contributions. The CHES 2012 work of Medwed et al. is based on a new assump-
tion that identical components (e.g. S-boxes) in parallel hardware implementations leak
similarly. It also suggests that the AES may not be the best block cipher for integration
in a leakage-resilient PRF and left a number of questions open regarding the security of
this proposal. In this paper, we contribute to these issues in two main directions.

On one hand, we extend the leakage-resilient security analysis of [26], paying attention
to three different abstraction levels. At the algorithm level, we investigate generic side-
channel attacks targeting the first and second rounds of a re-keying function (and check
how much they can help to break the “identical leakage assumption”). We also use our
analysis to provide a discussion of the tradeoff between the time and data complexity of
such attacks. At the architecture level, we exhibit a possible weakness in the (realistic)
case where an implementation would leak according to a distance-based leakage model
(e.g. the Hamming distance one). We then put forward different solutions to mitigate the
issue. Eventually, at the implementation level, we study the impact of localized Electro-
Magnetic Analysis (EMA) [10,30] for distinguishing the leakage of different components
of our constructions. We use an FPGA case study to highlight that the resulting (key-
dependent) algorithmic noise remains difficult to exploit by actual adversaries.

On the other hand, we take advantage of our security evaluations in order to specify
the components of a block cipher that would be better suited to leakage-resilience than
the AES. Starting from a PRESENT-like structure [2] (a natural candidate for hardware
implementations), the results of our algorithmic-level security analysis allows determining
the size of S-boxes in this cipher, while the result of our architecture-level security analysis
leads to new criteria for the permutation layer. The latter example is interesting from a
methodological point of view, as it suggests that low-level issues in physical security
can sometimes be more efficiently solved at higher abstraction levels. We claim that the
resulting cipher integrated in the leakage-resilient PRF construction from CHES 2012 can
lead to secure and efficient implementations of the fresh re-keying scheme in Figure 1.

Organization. We start the paper with the description of a generic block cipher for
use in leakage-resilient schemes, leaving some parameters open (e.g. the previously men-
tioned S-box size and permutation layer). Following, Sections 3, 4 and 5 contain our
security analyzes at different abstraction levels and fix the open parameters progressively.
Eventually, we specify an instance of block cipher based re-keying function in Section 6,
and detail an open source Hardware Description Language (HDL) code for an instance of
hardware architecture. We hope that this open source code will stimulate further research
and practical security evaluations of our proposal. Conclusions are in Section 7.

Cautionary note. Our focus is on the side-channel resistance of the proposed construc-
tion. In this context, the first/last encryption rounds of a block cipher implementation are
usually the most critical. We consequently investigate these rounds as an important step
in validating the interest of leakage-resilient PRFs based on block ciphers. By contrast,
we do not make any specific claim regarding the fact that our proposal is a secure PRF
yet. Our hope and belief naturally is that combining enough of the iterations proposed in
this paper can lead to mathematical security at lower cost than previous proposals, and
our performance evaluations in Section 6 provide good indications that this could indeed
be the case. Meanwhile, we specify our constructions up to the point where its physical
security can be analyzed, and suggest to use it as a possible instance for the function g
in Figure 1, since it has relaxed requirements from the mathematical point of view.



2 Towards efficient leakage-resilient PRF designs

The block diagram of our instance of re-keying function g is given in Figure 2, where
r[0] denotes the Oth word of the public random nonce r in Figure 1, and the word size
is determined by the S-box size of the underlying cipher used in the re-keying steps. In
the CHES 2012 proposal, each step corresponds to the execution of the AES Rijndael
and the words are 8-bit wide. In the rest of this paper, we will consider an alternative
(generic) cipher design represented in the right part of the picture, in which the iterations
combine a bitwise key addition, an S-box layer and a permutation layer (aka wire crossing).
Intuitively, the improved physical security of this re-keying function comes from the careful
selection of this plaintexts that can be enforced in tree-based PRFs. Namely, the block
cipher (i.e. the steps) in Figure 2 can only be queried with inputs of a very specific format,
where each word of r bears the same value (i.e. 7[0]||7[0]]] .. . ||r[0] for the first round). This
implies that any divide-and-conquer DPA trying to exploit the leakage will be affected by
a key-dependent algorithmic noise. Besides, if the leakage functions corresponding to all
the S-boxes are identical, they will only provide information about the master key (e.g.
ko) up to a permutation of its words (see [26] for a detailed analysis of this claim).
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Fig. 2. Our instance of re-keying function g.

As previously mentioned, using this construction for re-keying rather than directly
as a PRF (which would require a secure block cipher) allows relaxing its mathematical
security requirements, leading to the following advantages. First, the number of rounds in
the block cipher can possibly be reduced since this block cipher essentially needs to fulfill
the diffusion criteria detailed in [25]. Second, the output of the re-keying function will be
used as a fresh session key k* that is not public. Hence, the output whitening step of the
CHES 2012 construction is not necessary. For performance reasons, we will also consider
a very minimum key scheduling (inspired by [3,12]), which allows that the recovery of
any ith step key k; does not directly translate into a master key recovery. Given these a
priori choices, the main design questions we will consider in the next sections are:



How to select the S-boxes number Ny and bit size b?
How to choose the permutation layer?

How many block cipher rounds per step are necessary?
How many steps are necessary?

= Lo

The analysis of Section 3 will allow answering the first question. The analysis of Section 4
will allow answering the second question. As for the number of rounds and steps, we will
discuss minimum requirements for fresh re-keying applications in Section 4.3.

3 Physical security analysis at the algorithm level

In this section, we investigate the physical security of our generic block cipher construction
in a simple model where the leakage produced by each S-box is assumed identical. We first
refine the security levels provided in [26], by relaxing the simplifying hypothesis that all
key words are pairwise different. Our results show that efficient design choices still allow
preventing low-complexity attacks targeting the first S-box layer. Next, we focus on the
second block cipher round and highlight possible attacks with practical time complexities.
Finally, we exhibit in Section 3.3 that despite its limited time complexity, DPA taking
advantage of the second-round leakages may remain difficult because of the bounded data
complexity that is guaranteed by our leakage-resilient construction.

3.1 Analysis of the first S-box layer

Our substitution layer is composed of N, b-bit S-boxes operating in parallel, as illustrated
in Figure 3 for Ny = 4 and b = 4. Intuitively, this parallelism combined with a careful
selection of the plaintexts improves security against DPA, since an attacker may succeed
in recovering the set S of the N, key words, but has no information to order them as long
as the leakage functions L;’s are identical. As a result, the security analysis of [26] suggests
that successful attacks should have at least the (super-exponential) time complexity of
an enumeration over Ny S-boxes. Yet, in practice one should additionally consider that
several key words in S may share the same value in [0...2° — 1]. In this case, the optimistic
complexity Ng! has to be divided by the (factorial of the) multiplicities of each value in
S. Details about the computations of these multiplicities are given in Appendix A. The
resulting (improved) attack complexities are given in the left part of Table 1.
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Fig. 3. Attacks against the first S-box layer.



Table 1. Expected time complexities of attacks targeting the first S-box layer (left) and
the second S-box layer (right) estimated with Monte Carlo sampling (in logs scale).

N 16 24 32 N 16 24 32
b=4 39 66 95 b=4 134 148 155
b=8 44 78 116 b=8 288 344 381
b=12 44 79 118 b=12 39.7 50.2 56.5
b=16 44 79 118 b=16 44.3 63.7 734

3.2 Analysis of the second S-box layer

One important argument in the previous subsection is that it can be computationally
difficult to distinguish the different key words in the set S when the leakage functions
L;’s are identical. In this context, a natural question is to know whether the second round
leakage could not be used to discriminate these key words with lower complexities. To
answer it, we use the exemplary design of Figure 4 (given for Ny = 4 and b = 4). For now,
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Fig. 4. Attacks against the second S-box layer.

we use the permutation of Small-Present in our analysis [18]. In this case, the second-
round S-box inputs depend on b key words from the multiset S. So an adversary essentially
has to pick these b key words and determine their order. Assuming no key addition in the
second round, the first step is equivalent to the enumeration of the b combinations of a
multiset of cardinal N;. Its complexity is given by MacMahon’s formula [19]:

N,
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with the m;’s standing for the multiplicities of the values in S. The complexity of second
step is determined as in the previous subsection. The resulting attack complexities are
given in the right part of Table 1. Additionally considering a key addition in the second
round would multiply them by 2°. We conclude that the large time complexities obtained
when only taking advantage of first round leakages vanish if the second round is targeted.



3.3 Time complexity vs. data complexity tradeoff

Since the best attacks exploiting second round leakages do not have a sufficiently high
time complexity for ensuring practical security, we finally investigate the exploitation of
this leakage in the context of practical adversaries with data complexity bounded to 2°, as
guaranteed by design in our leakage-resilient construction. In this case, the main goal is to
solve the estimation issue that is typical from side-channel distinguishers. We will focus on
Brier et al.’s Correlation Power Analysis (CPA) to illustrate our claims [4]. Yet, we note
that in a first-order DPA scenario, this distinguisher is actually equivalent to worst-case
template attacks as long as both distinguishers use the same leakage models [16]. Since
our following analyzes essentially consider perfect leakage models anyway, our conclusions
are in fact reflective of most actual strategies that could be used in practice [20].

In general, a successful CPA requires that an adversary can distinguish a correlation
coefficient estimated for the correct key candidate (denoted as p,) from correlation coeffi-
cients estimated for wrong key candidates (denoted as p,,). In order to simplify analyses,
a usual assumption is to consider p,, = 0 (i.e. that wrong key candidates give rise to
uncorrelated signals) [22]. Further assuming that the adversary obtains noiseless leakages
and that she perfectly knows the leakage model, we can additionally approximate the
maximum correlation obtained for the correct key candidate as p, ~ F In this simple

setting, the number of traces required to distinguish both distributions is given by [21]:

2
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with z1_, the quantile value. When testing Vi key candidates, we typically set the the
confidence a to N— This number of key candidates to test for the attack strategies
described in Sectlon 3.2 is given in the left part of Table 2. It directly leads to the
minimum data complexities required for a CPA to be successful for various parameters
N, and b, given in the right part of the table. For b = 4, b = 8 and the combination
b =12 N, = 32, the data complexity needed is larger than the available 16, 256 and 4096
tolerated by our construction. For b = 12 combined with N, < 24 and b = 16, a sufficient
number of traces is available to mount a successful attack. This naturally suggests that
b = 4 is the preferred solution for security reasons (which comes at the cost of lower
performances, since less bits of r will be operated per step in Figure 2). The next sections
will stick with this design choice and consider N, = 32 to prevent first-round attacks?.

3 Since for b = 4, N; might be not large enough for the formula of Equation 1 to be accurate,
we also performed the following experiment. We uniformly sampled a 16-tuple of 4-bit values
as hypothesis for the correct key (A) and simulated the observed signal by adding 15 more
random 16-tuples to the first one (B). Then, we sampled 216 tuples of 4-bit values for the
incorrect key hypotheseb (C;). Finally, we applied a Hamming weight leakage function and
calculated the 2'¢ correlation coefficients between (A) and (B), and (B) and (C;) respectively.
The resulting coefficients for the wrong hypotheses lied between -0.85 and 0.85. Furthermore,
over 100 experiments we observed that on average 18 000 wrong hypotheses yielded a higher p
than the correct key. The observed minimum of favored wrong keys was 209 and the maximum
64 800. This experiment identically suggests that a b of no more than four should be chosen.



Table 2. Left: number of key hypotheses to test for a known key words set (in log, scale).
Right: Minimum number of traces to mount a successful CPA with sufficient confidence.

N 16 24 32 N 16 24 32
b=4 134 148 15.5 b=14 432 741 1051
b=8 288 344 381 b=8 1060 1966 2954
b=12 39.7 50.2 56.5 b=12 1513 2969 4526
b=16 443 63.7 734 b=16 1705 3831 5977

4 Physical security analysis at the architecture level

The previous analyzes are essentially independent of the architecture used to implement
our re-keying scheme. In this section, we move towards a lower abstraction level and
investigate possible attacks taking advantage of a typical hardware implementation that
would implement the operations of our block cipher round in parallel. In this context, an
important observation is that CMOS devices usually leak proportional to the Hamming
distance of values which appear subsequently in a part of the hardware module, e.g. a data
bus or register. As a result, an attack can take advantage of extra information provided
by the combined leakage of the two values (which would not be available in two separate
attacks on the individual values). We first show that such attacks exist in a reasonable
implementation context, and then discuss how to mitigate them with an appropriate
choice of permutation layer. Finally, we conclude the section with a short discussion of
the minimum number of rounds per step required for secure re-keying.

4.1 The Hamming distance issue

As our leakage-resilient design requires the parallel execution of all the S-boxes, a natural
architecture for implementing a re-keying step would consist of a single-round unit per-
forming key addition, substitution and permutation in a single clock cycle, whose result is
fed back until the required number of rounds is reached. In a device leaking the Hamming
distance, this would mean that there is combined leakage of two values occurring at the
same point in subsequent rounds, e.g. two round inputs or two S-box outputs. Assuming
that the permutation layer used in the rounds is exactly the one of Small-Present as
proposed in Section 3.1, such a Hamming distance leakage would directly lead to im-
proved attacks. The main issue is that such a permutation layer has the property that
the relative position of a bit within a word after the permutation is dependent on the
index of the S-box the bit originated from. For example for Ny, = 4, the first bit of each
word after the permutation originates exclusively from the first S-box. Considering (as
in Section 3.1) that the values of the key words are known and only their order remains
unknown, an attacker could further identify (e.g.) the first key word in the following way.
Derive the S-box output using the value of each key word and calculate the Hamming
distance with a word consisting of the first bit of the input replicated four times. When
attacking the power traces with these hypotheses, only the one for the actual first key
word will succeed. This process can be repeated for all other key word positions using
different bits from the nonce word to calculate the Hamming distance hypothesis.



For Ny > b, the position of the key word cannot be determined uniquely by this
attack. However, their number of possible orderings will be reduced significantly, even in
the optimistic case where these words are all pairwise independent. Before the attack,
each key word could potentially appear in each position of the key, giving N,! possible
candidates (in this optimistic case). After the attack there will be b mutually exclusive
groups of N, /b candidates, each belonging to fixed parts of the key. So only the ordering
within the b groups will remain unknown, leading to ((IN,/b)!)® possible candidates (again
in the optimistic case). A straightforward solution to avoid this issue is to deal with it
at the architecture level, i.e. design an implementation where such Hamming distance
leakages do not appear. For example, one could use multiple registers for this purpose (so
that the output of a round never erases its input). In the next subsection, we show that
a change of the permutation layer allows mitigating the issue at lower cost.

4.2 Mitigating distance-based leakages with the permutation layer

The described Hamming distance attack is enabled by the structure of the permutation
layer. It is therefore interesting to examine alternative permutations which avoid this
particular property but retain the desired diffusion properties. This means that for each
bit of the output of the new permutation, the offset within its word should not depend
on the index of the S-box the bit originated from. Put another way, all S-box output bits
of a specific offset (e.g. all first bits of the S-box outputs) should end up in the same
position of a word after the permutation (e.g. the first bit of a word). The diffusion of the
permutation should still be optimal (as for the permutation of Small-Present). Optimal
diffusion means that full diffusion (i.e. each output bit depends on each input bit) is
reached after at most [logy(IN,)] rounds of the substitution-permutation network?.

We have constructed several such permutations. For example, a fairly general variant
for arbitrary values of Ny and b (with the requirement Ny =0 (mod b)) is given by:

P(i) = ((i mod b) * (Ns + 1) + ([i/b] mod b) * N, + [i/b*] * b) mod (b* Ny).

This permutation connects the first bit of each S-box output to the first bit of a word
after the permutation, the second bit of each S-box output to the second bit of a word
after the permutation, ... Hence, an attack using the Hamming distance as described in
Section 4.1 yields no extra information about the location of the key words.

4.3 Number of rounds per step

In order to keep our construction efficient, it is naturally desirable to minimize the number
of rounds per step. In this respect, let us assume that an adversary can use two consecutive
chunks of r to recover the input and the output of a step up to a permutation over the
S-boxes. If one step does not have full diffusion (e.g. if it has too few rounds), she should
again be able to exclude some positions for the key bytes and thus reduce the complexity of
finding their order. By contrast, a step with full diffusion would then require to guess the
permutation in the first place (so that nothing can be gained by such an attack anymore).
In the following, we will consequently set as minimum criterion that one step should have

4 Under the assumption that the S-box does not contain structural weaknesses.



complete diffusion. By using a permutation with optimal diffusion, [log,(Ns)| rounds are
necessary to reach full diffusion. For 4-bit S-boxes (b = 4), a choice of 4 < Ny < 16 would
require at least two rounds and 16 < Ny < 64 would require at least three rounds per
step. A security margin of one or two rounds could be added depending on the number of
S-boxes. Such parameters are sufficient for ensuring the security of the re-keying scheme
in Figure 1 (since they fulfill the six conditions stated in [25]). Besides, we note that they
also provide a better mathematical security level than the modular multiplication of the
Africacrypt 2010 proposal (e.g. some non-linearity is provided by the use of S-boxes). As
mentioned in introduction, it is an interesting open problem to determine the number of
rounds required for our construction to become a mathematically strong PRF.

5 Physical security analysis at the implementation level

In this section, we further move down to low abstraction levels and investigate the prac-
ticality of the “similar leakage” assumption that is probably the most important one
to validate in practice. For this purpose, we consider a prototype implementation of
our leakage-resilient construction on a FPGA, and evaluate its security against localized
Electro-Magnetic (EM) field analysis [13], which was left as an open problem in [26]. The
architecture of the design is detailed in Appendix B. It implements the first round of our
construction in the first step (as described in Section 2), using 32 parallel PRESENT
S-boxes and the permutation layer presented in Section 4.2. In order to allow worst-case
analysis of our re-keying function, the architecture additionally provides two operational
modes. In a first (open) mode, it is possible to change each single word of both the mas-
ter key k£ and the random nonce r, keeping all the other words constant. While this is
exactly what is prevented by construction (i.e. only carefully selected plaintexts are ob-
servable by the adversary), this mode was investigated in order to allow profiling without
the impediment of the key-dependent algorithmic noise. In the second (fixed) mode, the
master key is fixed and the word r[i] of the nonce in the i*" step is replicated 32 times to
cover the length of the nonce register. This corresponds to the actual circumstances that
an adversary would face when attacking our leakage-resilient construction. In the rest of
the section, we describe the worst-case profiling together with the selection of points of
interests in the EM maps. Next, we present the results of attacks against our implemen-
tation in fixed mode taking advantage of these worst-case profiles. Finally, we discuss the
practical relevance of worst-case evaluations and the interpretation of our results.

5.1 Worst-case profiling in open mode

In open mode, the adversary is able to independently observe the EM leakage charac-
teristic of each subkey at different locations over the chip surface, without the influence
of the key-dependent algorithmic noise (since the untargeted words can be set to ran-
dom values). Hence, she can directly profile a leakage model of each subkey, just as in
any other parallel implementation. In order to identify the univariate leakage of indi-
vidual subkeys, we recorded 2'® measurements and computed the signal-to-noise ratio
(SNR) for each word j, at each location (z,y) and for each time instant ¢. That is,

SNR(z,y,t) = Zgg‘zjzggjgl‘::i;, where fiy s, and 64, are the maximum likeli-

hood estimators of the mean value and standard deviation of the leakages at time instant



t conditioned on the transition from the value u to the value w of the target S-box. The
4-bit inputs to the key and nonce registers were carefully chosen from a 16-bit LFSR, in
order to produce all the possible 256 transitions of a word in the state register exactly 256
times each. As a result, we obtained 32 SNR maps which are provided in Appendix C.
It can be observed that the leakage of individual key words are clearly bounded to some
confined regions on the chip surface. However, if we consider the leakage of each subkey as
occurring simultaneously during an actual attack, then all the SNRs overlap significantly,
as shown in the left part of Figure 5. This result can be easily explained by looking at the
placement of our design on the floorplan, which is shown in the right part of the figure.
In fact, contrary to [14] where constraints on the placement were set, in our case the logic
cells on the floorplan of the FPGA are located only in one large fuzzy region (due to an
unconstrained placement). This region overlaps with the region of high SNR.

Fig. 5. Left: SNR over the 27 x 27 chip surface. Right: Placement on the floorplan

Given these preliminary results, the next question is to determine how to select the
Points Of Interests (POIs) that will be used in our attacks. Quite naturally, the previous
SNRs considered individually are not optimal in this respect, since they are based on
the implicit assumption of independent (algorithmic) noise. Therefore, we considered two
additional criteria in order to better reflect the activity of individual key words considering
the presence of key-dependent algorithmic noise, namely:

SNR; (z,y,t)
Zi;ﬁj SNRz (:Ca Y, t) ’

The intuition behind these criteria is that the best POIs should isolate one target S-box
from either all the other S-boxes (on average) or from the “closest” S-box.

SNR; (z,y,t)
max;.; SNR;(z,y,t)

Cy = max C3 = max (2)

5.2 Attacks exploiting worst-case profiles in fixed mode

For the different selections of POIs in the previous section (including the basic SNR), we
built leakage models and then performed 32 CPA attacks in fixed mode (i.e. for a fixed
key, with the nonces defined in Section 2), using a fresh set of measurements. In this
context, the data complexity for each attack is bounded to 16. Yet, nothing prevents an
adversary to repeatedly measure each of its allowed input queries in order to get rid of



physical noise. Hence, we performed attacks exploiting increasing number of traces (from
28 to 216) and first observed that the results were stable from 2! traces on. Next, we had
a look at the subkey ranks (i.e. the position of the correct subkeys in the 32 vectors of 16
candidates as provided by the attacks). For illustration, we list the ones obtained for the
worst criteria (SNR) and the best one (i.e. Cy or C3 depending on the S-boxes):

Subkey ranks (SNR): [151476831211141417169615611361671482111].
Subkey ranks (best): [111423411211714171666121113362128171].

One can directly observe that for a number of S-boxes (namely 9 for the worst and 13 for
the best cases), the correct subkey is ranked first - hence suggesting that the localized EM
profiling indeed allows improved attacks. Yet, looking at the CPA results more precisely,
we also observed that firstly ranked subkeys were usually slightly better correlated than
other candidates. By contrast for badly ranked subkeys, some of them showed very poor
correlation results. The main consequence of this observation is that enumerating the
master key remains a computationally intensive task, even in the context where worst-
case profiling is possible. To illustrate this claim, first observe that an underestimated
time complexity for the enumeration can be obtained by computing the product of the
subkey ranks. From the two previous lists, we obtain 264 and 249, respectively. Improving
this lower bound can be done by merging the lists, e.g. the 16 subkey ranks for 8-bit bytes
corresponding to the same two attacks (aggregated) are given by:

Subkey ranks (SNR): [9 202 59 9 7 68 78 26 90 159 6 11 142 112 80 78],
Subkey ranks (best): [1 76 19 1 7 27 78 26 50 107 1 11 35 50 43 36],

leading to refined bounds of 286 and 266, respectively. Intuitively, the better bounds derive
from the fact that when merging dimensions (as an optimal key enumeration algorithm
does [37]), the time complexity significantly increases every time both subkeys are not
highly ranked. Using the rank estimation algorithm in [38], we finally obtained tight
bounds for the master key rank as [211% — 28] and [299 — 2102]. Quite naturally, one could
further consider that the knowledge of which subkeys are “easy to recover” is an additional
outcome of the worst-case profiling®. In this conservative scenario, the adversary could
reduce the dimension of her enumeration problem (down to 23 and 19, respectively), but
our experiments still lead to security bounds of [289 — 290] and [269 — 279].

5.3 Interpretation of the results

The previous results are encouraging, as they suggest that the master key of our construc-
tion remains hard to enumerate, even in conditions where worst-case profiling is possible.
Despite being difficult to compare (since based on totally different hardware assumptions),
it is worth to note that under similar conditions, the security of a masked implementa-
tion would most likely be quite weak (since the localized electromagnetic measurements
would allow obtaining low-noise leakages for each of the shares [36]). Nevertheless, it is
also important to consider these results with care, as they only correspond to a single
implementation context. In this respect, we emphasize the large number of factors that
could have impact on our conclusions, such as the manufacturing technology, the distri-
bution of active logic cells on the floorplan, the resolution of the coil, and the distance

5 This is realistic as this information mainly depends on the placement of the S-boxes in the
implementation. By contrast, the information of the correct subkey ranking depends on the
key-dependent algorithmic noise and cannot be considered as constant for all attacks.



and materials between the probe and the leaking circuitry. We now briefly discuss the
interpretation of our experiments with respect to two important axes, namely (i) what
are the possible improvements and (ii) how representative is worst-case profiling.

As far as improvements are concerned, they could certainly go in two directions. On
the one hand, improved attacks could be considered. The most natural proposal would
be to take advantage of multivariate leakages in order to better discriminate the S-boxes.
It raises many interesting open problems. For example, the selection of POIs could not
be based on SNRs anymore in this case. Best exploiting multivariate information would
require to perform the information theoretic evaluations advertised in [34] and to exploit
dimensionality reductions such as, e.g. [1,33]. These evaluations may turn out to become
challenging in view of the huge data sets considered in our experiments (more than one
week of measurements and 400GB of traces). On the other hand, several solutions to
improve the countermeasure could be studied as well. In this respect, a starting observa-
tion is that the discrimination of S-boxes in our leakage-resilient construction inherently
requires some profiling. Therefore, general questions about the portability of templates
(e.g. in front of nanoscale devices with variability [31]) are particularly relevant in this
case. Besides, the investigation of place-and-route constraints that best allow “interleav-
ing” the S-boxes in our design is certainly another interesting scope for further research.
Moving from FPGAs to ASICs could also reveal additional opportunities to improve the
countermeasure. Eventually and if needed, taking advantage of space randomization such
as proposed, e.g. in [28], is yet another possible track for security enhancement.

As far as worst-case profiling is concerned, the main question is whether similar results
could be obtained in the more realistic scenario where the implementation is in fixed mode
for profiling as well. One direct problem is that in this context, the first-round leakages
cannot be exploited as in this section. In fact, the transitions used to compute our SNRs
would all be equivalent up to a permutation in this case, making it impossible to select
POIs for different subkeys. Nevertheless, alternative profiling paths also exist. One so-
lution would be to “group” similar transitions thanks to a non-bijective transformation.
But the choice of a transformation that adequately captures the similarity of different
transitions is not straightforward (and we can anyway only loose information by profiling
in this way). For example, experiments performed under a Hamming distance transfor-
mation exhibited significantly reduced SNRs for our prototype. Another solution is to
profile second-round leakages. But this would require building more templates and could
also be limited by the bounded data complexity issues discussed in Section 3.2. Other
options certainly exist and are an interesting scope for further research. Meanwhile, we
conclude that although fixed-key profiling may be more annoying to perform in practice,
considering worst-case (open) profiling for reference is certainly a relevant choice for the
evaluation of our countermeasure in view of the improved attacks that could be designed.

6 An open source and generic VHDL code

In order to estimate the costs of our method in terms of speed and size in silicon, we
implemented a leakage-resilient re-keying function in VHDL. We decided to keep the
design as flexible as possible to allow realizing and testing different configurations. The
parameters a designer can set before synthesizing the re-keying function comprise the



number of rounds within a step and the number of steps to generate a fresh key. Fur-
thermore, both 4-bit PRESENT S-boxes and 8-bit AES S-boxes can be selected. The
designer can additionally choose the desired bit-size of the data path and hence the size
of the key-material generated. Finally, and as a complement to functional parameters, a
tradeoff between speed and required area can be configured. That is, the implementation
supports unrolling of rounds, where the overall number of rounds must be a multiple of
those performed in a single clock cycle. Thus, the latency to generate a fresh key using
our construction can be computed as (number of steps) * (number of rounds) / (unrolled
rounds) + (one initialization cycle). An overview of this architecture is given in Figure 6.
The dotted lines in the figure depict possible extensions of the design that were not used in
this paper. For example, the design is ready for including a final step like a Davies-Meyer
transformation and/or a key expansion that transforms the key between each round.
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Fig. 6. Overview of our open source hardware architecture for fresh re-keying.

Our synthesis results for implementations with different configuration options are
shown in Table 3. We targeted the UMC 0.18 um FSAOA_C standard-cell library [8]
and did not perform timing optimizations. The first two implementations use our rec-
ommended configuration with two different degrees of round unrolling, while the third
implementation features the absolute minimal options which could still yield a moder-
ate degree of security. All implementations use the PERSENT S-box, the linear layer
proposed in Section 4.2, no key expansion, and no final transformation in the step®.

It is important to note that 562 cycles for 7,300 gate equivalents correspond to the
cost of a first-order masked implementation for the modular multiplication in [25]. So
the performances of our architecture already compare favorably with this one (moving
to higher-order masking naturally makes the comparison even better). Besides and most

5 Our source codes are available under an open source license on the authors’ home pages.



importantly, our implementation is a parallel one while the Africacrypt 2010 one is only 8-
bit wide. This means that reaching acceptable noise levels for the masking countermeasure
to become effective requires additional shuffling, e.g. as proposed in [24] and leading to
significant performance overheads (in the 10th of thousands cycles). These preliminary
investigations suggest with good confidence that in a hardware context, the fresh re-keying
based the construction we describe in this paper had good potential to lead to a better
performance vs. security tradeoff than a masked modular multiplication.

Table 3. Synthesis results using the UMC 0.18 pm FSAOA_C standard-cell library.

Latency Area Clock freq.

S-boxes/steps/rounds/unrolled rounds cycles GE MHz
32/32/5/1 161 7,300 338
32/32/5/5 33 16,828 210
24/20/3/1 61 5,302 354

7 Conclusion

In this paper, we presented an exploratory analysis of the design space for fresh re-keying
opened by the use of leakage-resilient PRFs to prevent side-channel attacks. Our results
provide new guidelines for the choice of block cipher components to consider in this
context and for their implementation. Admittedly, the understanding and security evalu-
ation of this type of constructions is still far from the one of standard protections such as
masking and shuffling. Yet, the preliminary investigations we describe in this paper are
promising and suggest new solutions to build physically secure hardware devices. From
the side-channel security point of view, further optimizing the localized electromagnetic
measurements bu exploiting multivariate attacks is certainly worth further investigations.
Depending on the strength of these advanced attacks, space-randomized implementations
(where the localization of the S-box executions would vary over time) could then be de-
signed as well. From a more theoretical point of view, it would be interesting to investigate
whether a PRF could be directly obtained by extending the number of rounds of our new
construction. It would allow to use it directly as a leakage-resilient primitive rather than
for re-keying the AES, and maybe to obtain additional performance gains.
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A Impact of key words repetitions

Let us denote by S a multiset of N, key words uniformly distributed in [0..2° — 1].
The number of permutations of these key words, or equivalently the complexity to order
them, depends on the multiplicities of these key words in S. We denote by m; (with
1 < j < 2% —1) the multiplicity of value j, i.e. the number of times this value appears in
the multiset S. For instance, with S = {3, 3,5,8,8,8} (N; = 6), we have mg =2, ms = 1,
ms = 3 and m; = 0, Vj € [0,2% — 1]\{3,5,8}. Let us additionally denote by M the
random variable representing the number of multiplicities equal to ¢ when selecting the
ith key word (with 1 <4 < N). We can then write the following recursion formula that,
under relevant boundary conditions, gives us the desired probabilities:

. k41
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From these probabilities, we can deduce those of the time complexities of attacks for
various parameters N; and b. In practice, we used Monte Carlo sampling to evaluate the
mean complexities thanks to the multiplicities distribution. That is, we drew a large (i.e.
sufficient to have accurate estimates) number of independent random variables following
a specific law to estimate its expectation using the law of large numbers.


http://eprint.iacr.org/

B Architecture’s Design on a FPGA

Our analysis was conducted on a Xilinx Spartan 3 FPGA device manufactured in a
90 nm technology. We performed localized magnetic field measurements using a coil with
a resolution of 100 pum very closely positioned to the depackaged circuit’s front side surface.
We performed 27x27 measurements covering the surface area confined by the conjunctions
of the bonding wires. The architecture of the design is shown in Figure 7.
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Fig. 7. Prototype architecture for worst-case EM profiling.
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