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Abstract
Cyber security encompasses a variety of financial, political, and social aspects with significant implications for the safety 
of individuals and organisations. Hospitals are among the least secure and most vulnerable organisations in terms of cyber-
security. Protecting medical records from cyberattacks is critical for protecting personal and financial records of those 
involved in medical institutions. Attack graphs, like in other systems, can be used to protect medical and hospital records 
from cyberattacks. In the current study, a total of 352 real-life cyberattacks on healthcare institutions using common vulner-
ability scoring system (CVSS) data were statistically examined to determine important trends and specifications in regard 
to those attacks. Following that, several machine learning techniques and an artificial neural network model were used to 
model industrial control systems (ICS) vulnerability data of those attacks. The average vulnerability score for attacks on 
healthcare IT systems was found to be very high. Moreover, this score was found to be higher in healthcare institutions 
which have experienced cyberattacks in the past and no mitigation actions were implemented. Using Python programming 
software, the most successful model that can be used in modelling cyberattacks on IT systems of healthcare institutions was 
found to be the K-nearest neighbours (KNN) algorithm. The model was then enhanced further and then it was tried to make 
predictions for future cyberattacks on IT systems of healthcare institutions. Results indicate that the overall score is critical 
indicating that medical records are, in general, at high risk and that there is a high risk of cyberattacks on medical records 
in healthcare institutions. It is recommended, therefore, that those institutions should take urgent precautionary measures to 
mitigate such a high risk of cyberattacks and to make them more secure, reliable, and robust.
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1  Introduction

Although transactions and communications over the inter-
net have been occurring for more than quarter of a century, 
the COVID-19 pandemic has helped in accelerating them 

(Majeed and Lee, 2021; Pollini et al. 2022). This accelera-
tion in digital transformation has been recorded in almost 
all sectors and has resulted in significant changes in work-
ing habits, commercial dealings, and supply chain activities 
(Desruelle et al. 2019; Pollini et al. 2022; Teal 2020).

Cyber security incorporates several financial, political 
and social aspects and has tremendous implications for the 
safety of individuals and organisations (Lallie et al. 2020). 
In cyberattacks, the attacker aims to obtain usually confi-
dential information on one or more target hosts including 
computers, routers, firewalls, databases and other network 
components. Such attacks might incorporate multiple hosts 
and can be used as crossing means for further larger attacks 
with the aim to reach a target host. Graph theory can be used 
to represent cyberspace as the basic graph structure imitates 
the interconnectivity of computer networks (Angel 2022; 
Lallie et al. 2020).
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One of the weakly secured and vulnerable organisations 
in terms of cybersecurity are hospitals. Hospitals have a full 
load of personal information like detailed health records, 
patient and staff addresses, credit card details, identifica-
tion numbers, social security records, death records, etc. The 
COVID-19 pandemic has even accelerated this collection 
of health and private data to combat its spread. Information 
sought and recorded during the pandemic included whom 
we see, where we go, what we eat, whom we work with, 
etc. In parallel, digital developments over the last few years 
[reflected through internet of things (IoT), internet of medi-
cal things (IoMT), cloud computing, mobile phone health-
related apps, etc.] increased people’s reliance on digital stor-
age of private data (Majeed and Lee 2021). In the meantime, 
the ever-increasing connectivity of medical devices to exter-
nal systems over the internet increases the risk of cyberat-
tacks (Islam et al. 2022).

Such private data are highly sought after data by attackers 
and hackers. At the same time, health information is mul-
tidimensional (with a multitude of attributes related to the 
human body) and highly dynamic in nature (keep changing 
over time in most cases). These attributes make defending 
healthcare systems even harder. Unfortunately, most hospi-
tals do not have adequate resources to monitor and defend 
threats to their systems. Many of them lack the manpower 
to maintain a full cybersecurity system, awareness of the 
importance of those systems and cybersecurity programs 
that can detect network activity and point out any intrusion 
attempts (Angel 2022; Coventry and Branley 2018; Majeed 
and Lee 2021; Teal 2020).

Attack graphs represent a popular cyberattack mitiga-
tion modelling technique that is used in defending online 
systems. They are illustrations that are used to determine if 
designated endpoints, like servers, can be reached by attack-
ers trying to infiltrate computer networks. In general, they 
are graphs where the starting node denotes an attacker, and 
nodes and arcs represent actions the attacker tries to take and 
alterations in the network state triggered by these actions. 
Those actions usually incorporate steps that exploit vulner-
abilities in the network. Attack graphs are used to capture 
and illustrate those paths that can be used by attackers in a 
visual way and to minimise the cognitive load on cybersecu-
rity experts trying to develop methods to defend the systems 
(Durkota et al. 2019; Ertem and Bier 2021; Kaynar 2016; 
Lallie et al. 2020; Sheyner et al. 2002).

A complete attack graph shows all possible sequences 
of attacker actions that potentially can lead to obtaining 
secured information on the target side. The literature on 
attack graphs show that some authors use nodes to represent 
network states and arcs to represent attack actions, while 
others use other representations. Some attack graphs have 

one attacker starting location and one target host, while some 
others have multiple starting locations for attackers and/or 
multiple targets (Kaynar 2016; Lallie et al. 2020; Sheyner 
et al. 2002).

Defending hospital records from being leaked is vital 
for protecting personal and financial records of individuals 
involved in those hospitals. Like the case in other systems, 
attack graphs can be incorporated in defending hospital 
records from cyberattacks. This issue has not been fully 
investigated in the peer-reviewed literature, as was also pos-
tulated by Lallie et al. (2020).

This study aims to assess real-life cyberattacks on health 
records using data mining techniques, analyse their attrib-
utes and develop ways on how attack graphs can be used in 
combating those attacks. It is believed that shedding light on 
the use of attack graphs in defending healthcare systems will 
help in developing cyber defence mechanisms or improving 
existing ones in those systems. In the next section, materi-
als and methods are introduced. Following that results and 
discussion are given followed by the conclusions section.

2 � Material and methods

In this study, 352 cyberattacks on components within the 
scope of Industry 4.0 used in the healthcare sector, were 
used. The attacks are in vector form and are based on real-
life observations. The data includes vulnerabilities of indus-
trial control systems (ICS) from common vulnerability scor-
ing system (CVSS) in the United States. The dataset contains 
information from CVSS v3 base score calculations obtained 
from Cybersecurity and Infrastructure Security Agency 
(CISA). The dataset included observations between Janu-
ary 1999 and May 2022.

Descriptive statistical analysis results show clearly that 
companies which have high and critical level scores have 
experienced cyberattacks in the past and no mitigation 
actions were implemented. It was also found that healthcare 
and medical institutions that took action to increase the reli-
ability of their systems after cyberattacks were significantly 
less vulnerable to future cyber penetrations that those who 
did not take any action after previous attacks.

ICS data, that use metrics of the common vulnerability 
scoring system (CVSS), is a unique subset of vulnerability 
data within the CVSS database (National Institute of Stand-
ards and Technology 2022). ICS has been shown to be more 
vulnerable to cyberattacks and constitutes a different group 
than the general CVSS for all computer systems. CVSS con-
sists of three metric groups: baseline, temporal and environ-
mental. Baseline metrics represent the intrinsic properties 
of vulnerability which are “fixed” over time and across user 
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environments. The temporal set of metrics reflects the prop-
erties of vulnerability that may change over time but may 
not change in user environment. Environmental set of metric 
group indicates how the seriousness of vulnerability changes 
by virtue of altering certain aspects of an organisation.

To maintain the desired level of effectiveness, organisa-
tions seek ways to improve their security posture by identi-
fying potential vulnerabilities in their systems to prioritise 
investment in cybersecurity. To achieve this, organisations 
commonly use the common vulnerability scoring system 
(CVSS) to evaluate the importance of potential vulnerabili-
ties. CVSS ensures a standard measurement and catches key 
results of software and hardware vulnerabilities.

Mitigation for IT vulnerabilities commonly includes cod-
ing changes but can also involve feature changes or even 
feature resistance (National Institute of Standards and Tech-
nology 2022). In this context, each Industry 4.0 component 
including critical systems, industrial control systems (ICS), 
cell phones and home-usage devices like smart cleaners are 
vulnerably exposed to these threats.

This study aims to use advanced optimisation techniques 
to model ICS vulnerability data based on CVSS. To achieve 
this goal, some commonly used machine learning (ML) 
algorithms and an artificial neural network model were used. 
The most successful model is determined as the proposed 
model and is then improved by incorporating some addi-
tional coding to improve the model in Python.

CVSS has a pre-determined formula used to evaluate risk 
scores on CVSS data (first.org 2022). Some studies in the 
literature tried to assess CVSS and offer various models. For 
instance, Dondo (2008) recommended a fuzzy system, Ani-
kin (2017) suggested a risk assessment with fuzzy method, 
Lorenzo et al. (2020) developed a risk assessment model 
using CVSS data, Wang et al. (2020) proposed a Bayes-
ian attack graph for CVSS which offered paths to determine 
attacker’s ability to forecast the success probabilities of 

attacks using CVSS data. Moreover, Keramati and Akbari 
(2013) suggested a different graph model for CVSS met-
rics and Zhang et al. (2017) used conditional probability to 
determine effectiveness of vulnerabilities on CVSS. Also, 
Wu et al. (2019) suggested a principal component analysis 
model for improving CVSS and Khazaei et al. (2016) com-
pared support vector machines, random forest algorithms 
and fuzzy methods for CVSS. Finally, Ertem and Bier (2021) 
generated a stochastic model with game theory specialties 
to reach a conclusion about attackers’ paths in cyberattacks. 
They defined some rules in their stochastic model and under 
these assumptions they successfully estimated attackers’ 
behaviours.

In this study, SPSS and Python programs were used to 
develop a model to estimate vulnerability of cyber systems 
in healthcare institutions. Using SPSS, ordered logistic 
regression, and using Python, linear regression, ordered 
logistic regression, decision tree, random forest, K-nearest 
neighbours (KNN) and artificial neural network algorithm 
Keras deep learning were proposed for evaluating and 
assessing such vulnerabilities. In the next subsections, those 
algorithms are explained. Since KNN is found to be the most 
promising model as explained later, it is presented in more 
details.

2.1 � CVSS scoring system

CVSS scoring system consists of five basic components 
(with categorical variables consisting of eight basic com-
ponents) to calculate a score: attack vector (AV), attack 
complexity (AC), privileges required (PR), user interaction 
(UI), scope, confidentiality (C), integrity (I), availability (A) 
(see Table 1).

Attack vector: This variable can take value as, network, 
adjacent, local, and physical. Attack vector shows the 

Table 1   Sample of CVSS scores Observation Category AV AC PR UI Scope C I A Score

1 High Local Low None Required Unchanged High High High 7.8
2 High Network Low None None Unchanged None None High 7.5
3 Critical Network High None None Changed High High High 9
4 High Local Low Low None Changed High High High 8.8
5 High Network Low None None Unchanged High None None 7.5
6 High Network Low Low None Unchanged High High High 8.8
7 Medium Network High None Required Changed None High None 6.1
8 High Local High Low None Changed None High High 7.5
9 Critical Network High None None Changed High High High 9
10 Medium Network Low High Required Unchanged High High High 6.8



	 Network Modeling Analysis in Health Informatics and Bioinformatics (2022) 11:52

1 3

52  Page 4 of 10

information of exploitation about possible vulnerability. 
Network represents remote exploit over internet. Physical 
represents the attacker assault a component via physically 
touch.

Attack complexity: This variable can take value as low or 
high. Attack complexity shows the situations about attack-
er’s control which has to exist to reach vulnerability. It takes 
value as “High” when the attacker invests some measurable 
effort in preparation for vulnerable component before an 
attack. When the attack complexity is low, the score is high, 
because attack can easily be executed.

Privileges required: This variable can take value as none, 
low, high. Privileges required show privilege level which 
the attacker has to possess before a successful attack. If no 
privilege is required, the score is high, because anybody can 
exploit the system.

User interaction: This variable can take value as none or 
required. User interaction shows requirement of any user 
interaction. If user interaction is not required, the score will 
be higher.

Scope: This variable can take value as changed or 
unchanged. Scope shows whether vulnerability is related to 
security scope. Generally, in a regular organisation, each 
component is under a determined security authority, means 
under the same single jurisdiction of a security scope.

Confidentiality: This variable can take value as high, low or 
none. Confidentiality measures the effect of the reliability of 
information sources, led by a software device due to a suc-
cessful attack. It will be high, when there is an unreliability 
(e.g. attacker gains user password).

Integrity: This variable can take value as high, low, none. 
Integrity calculates the effect of integrity in a successful 
attack. Integrity takes value as high once the attacker can 
modify any files protected by the affected device.

Availability: This component can take value as high, low, 
none. It calculates availability of the affected component 
after attack. It will be high once the attacker can deny some 
availability. For instance, if the attacker filled all the memory 
usage area, the system is still available but cannot be used 
(first.org 2022; Gencer and Başçiftçi 2020).

Once the base metrics are assigned values by an analyst in 
CVSS calculation, the base score will range from 0.0 to 10.0 
and this rating is later convert into categories (none, low, 

medium, high, and critical). In this study, 352 observations 
from medical systems of Industry 4.0 component attack vec-
tors of CVSS were used. The main target was to reach a reli-
able model for predicting possible cyber assaults on health-
care systems in the future so that mitigations and precautions 
can be developed and implemented more successfully.

2.2 � Utilised algorithms

KNN algorithm is one of the most popular algorithms in 
data mining. KNN is an easy but robust classification tech-
nique. It does not require training to make prediction, which 
is generally the hardest stage of ML. KNN has been widely 
used to determine similarity and path recognition. In addi-
tion, it has also been used to develop recommendations for 
dimension reductions and pre-steps in virtual vision, espe-
cially for face matching tasks. KNN, which gained more 
popularity after taking part in machine learning algorithms, 
tries to find distances from determined query to examples in 
datasets, choosing the decided number of observations near-
est to this query, in terms of this work, measure frequency 
and determine label metrics in query. Because of this, KNN 
algorithm contains a lazy piece, determining K value and 
finding K nearest neighbours. Thus, KNN classification has 
a different learning process, which does not require training 
dataset (Zhang 2011).

Cover and Hart (1967) proposed the KNN classification 
algorithm. After this, many research studies have utilised 
it and and some improvements on the initial algorithm 
have been suggested (Chen et al. 2020; Zheng et al. 2020). 
When a model is generated with KNN algorithm, K value 
determination and nearest neighbor query are two crucial 
issues. The nearest neighbor can be determined by different 
distance measurement functions, like Manhattan distance, 
Mahalanobis distance, Euclidean distance and angle cosine 
distance. K value determination can be determined through 
cross-validation methods or expert settings. K value deter-
mination does not directly affect the problem solving but it 
affects success rate of determination via changing learning 
methodology. When K value is chosen to be very small, it 
can cause overfitting. Selecting a very large K value can 
increase the error of learning (Durbin et al. 2020). Because 
of this, researchers have offered different techniques to gain 
optimal K value calculation (Li et al. 2003).

To determine nearest neighbour, researchers have offered 
different measurement techniques for the distance measure-
ment function. For example, Abu-Aisheh et al. (2020) sug-
gested a new distance measurement for KNN after which 
this algorithm became even more powerful with shorter 
manipulation durations when the number of variables is 
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large. Gou et al. (2019) suggested a KNN algorithm via cal-
culation with means of local situations. In their algorithm, a 
new function for distance measurement is generated with a 
linear combination between test and train data sets.

In Python, KNN algorithm analysis has some variables 
such as metric variable which can take values such as 
Euclidean, Manhattan, Mahalanobis and cosine. There are 
default euclidean values for this variable which were used 
in the current study to reach sufficiently successfull model 
with KNN (Chomboon et al. 2015).

The Euclidean measurement for distance to reach a value 
between two points is defined as

A simple KNN flowchart for Euclidean measurement 
procedure followed in the current study is given in Fig. 1.

There are three different logistic regression methods: 
binary, ordinal and nominal logistic regression. In linear 
regression, the explained variable is continuous; appropri-
ate model is trying to predict explained variable’s value, and 
explanatory variable must be normally distributed. If errors 
of estimation are normally distributed with a constant vari-
ance, it can be assumed that there will be a significant linear 
regression model (Yilmaz and Unozkan 2015).

ML pioneers defined it as a “field of study that gives 
computers the ability to learn without being explicitly 

(1)d2st =
(

xs − yt
)(

xs − yt
)�

.

programmed.” Thus, this analysis centers on classification 
and estimation and on ground properties which were known 
previously via train dataset (Buczak and Guven 2016). ML 
analysis commonly consists of two phases: training and test 
phases. Generally, steps performed are as follows (Buczak 
and Guven 2016):

1.	 Define classes from train dataset.
2.	 Define a subset of features which are necessary.
3.	 Teach machine using train dataset.
4.	 Try to gain success rate of this trained model with test 

dataset.

Under the criteria of partition or stopping, decision trees 
may be used for both classification and regression. With 
an optimisation definition, variables split to internal nodes 
according to determined criteria. The most wide-spread cri-
teria for classification is entropy which depends on lower 
bound on the length of a random variable’s bit representation 
(Kaun et al. 2021).

Random forest is a high-performing advanced optimisa-
tion method in learning algorithms. Especially for social 
sciences, this algorithm can provide wide usage area with 
extend modelling capability. The random forest algorithm 
performs better in estimation of error rates than decision 

Choose number of K neighbours (7 in our model)

Calculate Euclidian distance from K neighbours 

Select K nearest neighbour using calculated Euclidean distance

Calculate number of observations in each category

Assign the new observation to category for which the number 
of the neighbour is maximum.

Reach model

Fig. 1   KNN flowchart

Table 2   Scores of companies with critical and high-level CVSS

Companies Av. score Observa-
tion no.

Mitigation no. Non-
mitigated 
attacks

Company A 9.8 1 1 Yes
Company B 9.8 1 1 Yes
Company C 9.8 6 6 Yes
Company D 9.6 33 33 Yes
Company E 9.4 8 8 Yes
Company F 9.2 2 2 Yes
Company G 8.9 1 1 No
Company H 8.65 2 2 Yes
Company I 8.63 8 8 Yes
Company J 8.2 14 14 No
Company K 8.0 11 11 No
Company L 7.8 5 5 Yes
Company M 7.6 1 1 No
Company N 7.3 1 1 Yes
Company O 7.3 1 1 No
Company P 7.2 17 17 No
Company R 7.0 8 8 No
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trees. The error of analysis in random forest is calculated via 
the out-of-bag error while the training process is carried out 
(Schonlau and Zou 2020).

3 � Results and discussion

As explained earlier, the current study incorporated statisti-
cally examining CVSS data in the United States and sug-
gested mitigation actions. Then a model was developed in 
the current study with the aim of giving a specific and useful 
tool to decision makers for evaluating previous attacks and 
predicting future cyberattacks on healthcare institutions.

3.1 � Phase 1: descriptive statistics

In Table 2, information on companies which had high and 
critical level score averages is given. According to Table 2, 
it was observed that all companies with critical level average 
score points have at least 1 non-mitigated attack. In addition 
4 out of 11 companies with high average score have had at 
least 1 non-mitigated attack. This shows that non-mitigated 
attacks serve as a strong indictor to higher CVSS score and 
IT vulnerability. When such scores start to increase, reli-
ability of Industry 4.0 systems and CVSS scores decrease 
in general.

These results clearly indicate that mitigation of cyberat-
tacks and CVSS scores are adversely correlated. This means 
that when a company takes precautionary measures after any 
cyberattack on healthcare institutions in the United States, 
cyberattack vulnerability score tends to decrease.

As clearly can be seen in Table 2, all variables which are 
used in CVSS calculation are categorical variables. Thus, 
each variable in the developed model should have its ‘own 

significance.’ In this study, each investigated model involved 
the same type of variables, i.e. categorical random variables. 
Because the structure of these variables is categorical, it is 
believed classification models, cluster analysing models or 
novel optimisation techniques like ML algorithm or artificial 
neural network algorithm with Keras are better options than 
classical statistical models.

3.2 � Phase 2: statistical analysis

While analysing the CVSS dataset, 80% of the dataset was 
used for training and 20% as test data in all models. Model 
success rates are given in Table 3.

Out of the seven models developed for assessing and pre-
dicting attacks on healthcare IT systems in Table 3, it was 
found that the most successful model in predicting cyberat-
tacks was the KNN algorithm with success rate by 87%. 
Therefore, it was decided to focus on this model and try to 
develop it further.

Python codes for each model in Table 3, are given in 
Appendix 1. For developing the KNN algorithm further, 
additional coding for basic categorical cluster needs like 
stratified train and for a SoftMax activation function in the 
last layer and ‘sparse_categorical_cross-entropy’ function 
for loss evaluation was needed.

This high success rate of KNN in modelling CVSS 
datasets was achieved with seven neighbours. The model 
can also help in determining probable effect of any future 
cyberattacks on healthcare systems. Thus, an alternative 
score definition model for CVSS was developed. In Fig. 2, 

Table 3   Model success rates in medical CVSS dataset

Program Model Success (%)

SPSS Ordinal logistic regression 59.2
Anaconda Ordinal logistic regression 59.7
Anaconda Lineer regression 72.6
Anaconda Artificial neural network 84.3
Anaconda Decision tree 85.3
Anaconda Random forest 86.0
Anaconda KNeighbors 87.3

Fig. 2   KNN prediction graph
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a KNN prediction graph for the developed model is given. 
In Fig. 2, blue dots represent successful predictions and red 
dots represent unsuccessful predictions. In this analysis, 71 
observations (attacks) were used as a test dataset. The suc-
cess rate recorded is 87%. Test data and predictions are given 
in Table 4.

Over 71 observations in test dataset, 62 observations 
were predicted correctly. The 9 failure predictions were 
distributed to medium, high and critical level observa-
tions. This shows that the proposed model to predict 
future cyberattacks is reliable and does not exhibit any 
bias in predictions.

Based on predictions done using the developed model, 
the most frequently seen observations in each variable are 
given in Table 5.

When estimating a score value with these most observed 
values, the score category was found to be critical. There-
fore, it was concluded that there is potentially a high risk of 
cyberattacks on healthcare institutions and that those institu-
tions should pay more attention to cyberatack risk mitigation 
processes.

4 � Conclusion

In this study, 352 real-life cyberattacks on healthcare sys-
tems of Industry 4.0 components of CVSS were used. Anal-
ysis of this dataset was done in two phases as postulated 

earlier. In the first phase, it was found that healthcare insti-
tutions that took action to increase the reliability of their 
systems after cyberattacks were significantly less vulnerable 
to future cyber penetrations that those who did not take any 
action after previous attacks. In the second phase, and to 
reach a successful prediction model, several machine learn-
ing techniques and an artificial neural network model were 
utilised to assess industrial control systems vulnerability 
data based on common vulnerability scoring system scores. 
The most successful model was determined and was devel-
oped further by utilising some additional codes for model 
improving using Python.

Out of the several models developed for assessing and 
predicting attacks on healthcare IT systems, it was found 
that the most successful prediction model was the KNN 
algorithm with success rate of 87%. The developed model 
included a stratified training dataset, a SoftMax acti-
vation function in the last layer and a ‘sparse_categori-
cal_cross-entropy’ function for loss evaluation with seven 
neighbours.

Based on the results of the current study, it can be clearly 
concluded that the average score of attacks on healthcare IT 
systems is, in general, very high. This score is even higher 
in institutions which experienced cyberattacks in the past 
and did not implement any mitigation actions. This situa-
tion involves a very high risk on human lives, especially for 
critical healthcare IT systems like oxygen supplying equip-
ment and hospital baby incubators. In general, it can be con-
cluded that there is a high risk of cyberattacks on healthcare 
institutions and those institutions should take precautionary 
measures to minimise the risk of cyberattacks and defend 
their systems.

As a limitation of the current study, it should be noted 
that the open-source cyberattacks dataset used included 
attacks only in the United States. Also, the dataset was 
somehow a small one with 352 attacks. It is recommended 
that future studies try to include bigger datasets and from 
different countries.

Table 4   Test dataset and predictions

Category Test dataset Correct 
prediction

Low 4 4
Medium 34 32
High 18 21
Critical 15 14

Table 5   Most seen observations 
of cyberattacks on healthcare 
institutions

AC PR UI Scope C I A

Low None None Unchanged High High High
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Appendix 1: PYTHON codes

1# first import some dictionaries
import pandas as pd
import matplotlib.pyplot as plt
import numpy as np
from collections import Counter
from sklearn.linear_model import LinearRegression
from sklearn.linear_model import LogisticRegression
from sklearn.metrics import classification_report, confusion_matrix
from sklearn.metrics import f1_score
from sklearn.metrics import accuracy_score
from sklearn.datasets import make_classification
from sklearn.linear_model import LogisticRegression
from sklearn.model_selection import train_test_split
from sklearn.pipeline import make_pipeline
from sklearn.preprocessing import StandardScaler
from sklearn import preprocessing
import tensorflow as tf
from tensorflow import keras
from tensorflow.keras import layers
from keras.models import Sequential
from keras.layers import Dense, Dropout, Activation, Flatten
from keras.layers import Convolution2D, MaxPooling2D
np.random.seed(123)  # for reproducibility
import scipy.stats as stats
from statsmodels.miscmodels.ordinal_model import OrderedModel

#close warnings in python
import warnings
warnings.filterwarnings("ignore")

from numpy import mean
from numpy import std
from sklearn.model_selection import cross_val_score
from sklearn.model_selection import RepeatedStratifiedKFold
from sklearn.ensemble import RandomForestClassifier
from sklearn import tree
from sklearn.tree import DecisionTreeClassifier

2# import dataset
df = pd.read_excel (r'C:\Users\Huseyin\Desktop\article\MAKALE.xlsx', sheet_name='sheet')
df.head()

3# exclude some columns with drop method
veri = df.drop(["CVE (cybersecurity vulnerabilities enumeration)","CVE","Number","Year", "SCORE", "CVSS 
(Common Vulnerability Scoring System)", "CWE", "CWE (Common Weakness Enumeration)", "observation"], 
axis = 1) # axis = 1 sütunları çıkarmak anlamında
veri.head()

4#determine dependent and independent varables
y = veri[["Category"]]
x = veri[["Attack Complexity", "Privileges Required", "User Interaction", "Scope", "Confidentiality", 
"Integrity", "Availability"]]
x.info()
y.info()

5#lineer regression model
regressor = LinearRegression()
regressor.fit(x, y)
r_sq = regressor.score(x, y)
print('coefficient of determination:', r_sq)
print('intercept:', regressor.intercept_)
print('slope:', regressor.coef_)

6#ordered regression model
mod_prob = OrderedModel(veri['Category'],
                        veri[["Attack Complexity", "Privileges Required", "User Interaction", "Scope", "Confidentiality", 
"Integrity", "Availability"]],
                        distr='probit')
res_prob = mod_prob.fit(method='bfgs')
res_prob.summary()

7# Decion Tree Best
reportrandom =[]
reportdecision =[]
reportknn =[]
for i in range (150):
    train_data = veri.sample(frac =.80)
    y_train = train_data[["Category"]]
    x_train = train_data[["Attack Complexity", "Privileges Required", "User Interaction", "Scope", 
"Confidentiality", "Integrity", "Availability"]]
    test_data = veri.sample(frac =.20)
    y_test = test_data[["Category"]]
    x_test = test_data[["Attack Complexity", "Privileges Required", "User Interaction", "Scope", 
"Confidentiality", "Integrity", "Availability"]] 
    model = RandomForestClassifier()
    model.fit(x_train, y_train)
    ypred = model.predict(x_test)
    report = accuracy_score(ypred, y_test)
    reportrandom.append(report)

    model = DecisionTreeClassifier()
    model.fit(x_train, y_train)
    ypred = model.predict(x_test)
    report = accuracy_score(ypred, y_test)
    reportdecision.append(report)
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    model = KNeighborsClassifier(n_neighbors=7)
    model.fit(x_train, y_train)
    ypred = model.predict(x_test)
    report = accuracy_score(ypred, y_test)
    reportknn.append(report)
print("Random Fores accuracy rate:  ", np.mean(reportrandom))
print("DecisionTree accuracy rate:  ", np.mean(reportdecision))
print("KNN accuracy rate:  ", np.mean(reportknn))

8# Best Model-KNN 
reportrandom =[]
reportdecision =[]
reportknn =[]
for i in range (500):
    y = veri[["Category"]]
    x = veri[["Attack Complexity", "Privileges Required", "User Interaction", "Scope", "Confidentiality", 
"Integrity", "Availability"]]
    x_train, x_test, y_train, y_test = train_test_split(x, y, test_size=0.2, random_state=0, stratify=y) 
    model = RandomForestClassifier()
    model.fit(x_train, y_train)
    ypred = model.predict(x_test)
    report = accuracy_score(ypred, y_test)
    reportrandom.append(report)

    model = DecisionTreeClassifier()
    model.fit(x_train, y_train)
    ypred = model.predict(x_test)
    report = accuracy_score(ypred, y_test)
    reportdecision.append(report)

    model = KNeighborsClassifier(n_neighbors=7)
    model.fit(x_train, y_train)
    ypred = model.predict(x_test)
    report = accuracy_score(ypred, y_test)
    reportknn.append(report)
print("Random Fores accuracy rate:  ", np.mean(reportrandom))
print("DecisionTree accuracy rate:  ", np.mean(reportdecision))
print("KNN accuracy rate:  ", np.mean(reportknn))

9# Random Forest 
reportrandom =[]
reportdecision =[]
reportknn =[]
for i in range (500):
    y = veri[["Category"]]
    x = veri[["Attack Complexity", "Privileges Required", "User Interaction", "Scope", "Confidentiality", 
"Integrity", "Availability"]]
    x_train, x_test, y_train, y_test = train_test_split(x, y, test_size=0.1, random_state=0, stratify=y) 
    model = RandomForestClassifier()
    model.fit(x_train, y_train)
    ypred = model.predict(x_test)
    report = accuracy_score(ypred, y_test)
    reportrandom.append(report)

    model = DecisionTreeClassifier()
    model.fit(x_train, y_train)
    ypred = model.predict(x_test)
    report = accuracy_score(ypred, y_test)
    reportdecision.append(report)

    model = KNeighborsClassifier(n_neighbors=7)
    model.fit(x_train, y_train)
    ypred = model.predict(x_test)
    report = accuracy_score(ypred, y_test)
    reportknn.append(report)
print("Random Fores accuracy rate:  ", np.mean(reportrandom))
print("DecisionTree accuracy rate:  ", np.mean(reportdecision))
print("KNN accuracy rate:  ", np.mean(reportknn))

10 # Define model architecture with ML-Keras
result=[]
model = tf.keras.Sequential([
keras.layers.Dense(units=250, input_shape=[7],
                   activation=tf.nn.relu),
keras.layers.Dense(units=100, 
                   activation=tf.nn.relu), # activation='relu'
keras.layers.Dense(units=50, activation=tf.nn.relu), 
keras.layers.Dense(units=10, activation='softmax')
])

for i in range (100):
    y = veri[["Category"]]
    x = veri[["Attack Complexity", "Privileges Required", "User Interaction", "Scope", "Confidentiality", 
"Integrity", "Availability"]]
    x_train, x_test, y_train, y_test = train_test_split(x, y, test_size=0.1, stratify=y)

    model.compile(
    optimizer='adam',
    loss='sparse_categorical_crossentropy',
    metrics=['accuracy']
    )
    model.fit(x_train, y_train, epochs=250, verbose=0)
    result.append(model.evaluate(x_test, y_test, batch_size=10, verbose=0))
df = pd.DataFrame (result)
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