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Abstract

Self-attention-based image captioning model exists visual features??
spatial information loss problem, introducing relative position encoding
can solve the problem to some extent. However, it will bring additional
parameters and greater computational complexity. To solve the above
problem, we propose a novel local-global MLFormer (LG-MLFormer)
with specifically designed encoder module Local-global Multi-Layer
Perceptron (LG-MLP). The LG-MLP can capture the latent correla-
tions between different images and its linear stacking calculation mode
can reduce computational complexity. It consists of two independent
local MLP (LM) modules and a cross-domain global MLP (CDGM)
module. The LM specially designs the mapping dimension between
linear layers to realize the self-compensation of visual features?? spa-
tial information without introducing relative position encoding. The
CDGM module aggregates cross-domain potential correlations between
grid-based features and region-based features to realize the comple-
mentary advantages of these global and local semantic associations.
Experiments on the Karpathy test split and the online test server
reveal that our approach provides superior or comparable performance
to the state-of-the-art (SOTA). Trained models and code for repro-
ducing the experiments are publicly available at: https://github.com/
wxx1921/LGMLFormer-local-and-global-mlp-for-image-captioning.
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1 Introduction

Image captioning is a compound research field combining computer vision and
natural language processing. It aims to learn the relationships between visual
and textual elements and generates sentences to describe the visual content
of an image. Most current methods require an encoder-decoder framework[1–
3] to describe image samples. The encoder extracts the visual features of the
input image, based on which the decoder generates sentences. High-quality
visual features are conductive to capture the semantic relationship. Therefore,
designing a proper encoder is crucial for image captioning.

In optimizing the encoder design, convolutional neural network (CNN)-
based encoders [4–6] have become the leading choices for image captioning,
but their ability to capture long-distance relationship dependencies is poor.
Then, attention-based models [7–10] have been widely proposed, as these meth-
ods can solve the above problem by utilizing self-attention mechanisms[11]
to capture correlations between intra- and inter-modal. However, the above
methods are conducted on region features, which will inevitably result
in spatial information loss. Considering that, recent proposed transformer-
based models introduce spatial location information, as demonstrated by the
relationship-sensitive transformer (RSTNet) [12], dual global enhanced trans-
former (DGET) [13], and dual-level collaborative transformer (DLCT) [15].
Though they achieved significant improvement, they still have the following
limitations: (1) The overall structure is still based on self-attention mech-
anisms, which inevitably ignores the latent correlation between images. (2)
Though introducing spatial information has solved the spatial information loss
problem to some extent, the structural complexity and computational com-
plexity of the corresponding model will increase a lot. (3) Luo at el.[15] proved
that utilizing dual-level self-attention mechanisms to fuse grid-based features
and region-based features will improve the performance of image captioning.
However, it will further increase computational complexity of the model to
O(2× n2).

Considering that, we propose an LG-MLFormer for image captioning,
which consists of Local-Global Multi-Layer Perceptrons (LG-MLP) Encoder
and Cross-Domain Memory Augment Decoder (CDMAD). LG-MLP Encoder
can capture the latent correlations between different images and realize the
self-compensation of visual features?? spatial information global information
in the encoding stage. The CDMAD can use multi-level features at low com-
putational complexity and explore multimodal prior knowledge of vision and
language in the decoding stage. In the encoding stage, due to the parame-
ters of MLP module can be shared by parameter interaction between different
linear layers in back propagation algorithm. Therefore, the latent correlation
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Fig. 1 Our image captioning model encodes global semantic associations exploiting learned
a potential correlation between two sources of visual features. Multi-level encodings of image
are connected to a text decoder through a CDC schema.

between different images can be captured by the MLP modules. As shown in
Figure 1, we first explore the local latent correlation of the two source visual
features separately through two independent Local MLP modules (LM). After
that, the spatial information of visual features can be imitated by designing
mapping dimensions between linear layers. We specifically design the mapping
dimensions of the LG-MLP module to eliminate the loss of spatial information
that grid and region features without introducing relative position encoding.
Finally, we capture global latent semantic correlations between the grid fea-
tures and the region features though a cross-domain global MLP (CDGM)
module. the semantic noise of two sources features can be eliminated by cap-
turing the global latent semantic correlations. Our LG-MLP module realize
the complementary advantages of these global and local semantic associations.
In additional, the LG-MLP’s model structural complexity and computational
complexity are reduced by simple linear stacking. In the decoding stage, we
propose a vision-language memory-augmented attention (VLMA) module to
integrate prior knowledge of vision and language. visual-language memory
mechanism is proposed by two learning parameter matrices with different
dimensions setting. To reduce the computational complexity meanwhile bet-
ter exploit the multi-level features, a novel cross-domain connectivity (CDC)
schema is proposed by the connection settings with increasing depth. Compare
with the quadratic computational complexity of meshed schema, Our CDC
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requires only computational complexity at addition level and achieve superior
performance.

Experimentally, we extensively evaluate different transformer-based models
and some advanced proposals and intensively explore the image captioning
performance of other advanced models. Our LG-MLFormer, when tested on the
COCO benchmark[16], achieves a new state of the art on the ”Karpathy”[17]
test set.

Our contributions are summarized as follow:

• We propose a Local-Global Multi-Layer Perceptrons (LG-MLP) module to
refine the representation of visual features by capturing the potential corre-
lations between different images. At the same time, the mapping dimension
between linear layers was designed to realize the self-compensation of visual
features?? spatial information without introducing the extra parameter.

• We first attempt to propose a novel encoder-decoder framework, named
MLFormer, in which the encoder is based on all-mlp structure, and the
decoder is based on self-attention. The MLFormer provide new feasible
solutions for image captioning.

• We propose an Visual-Language Memory-augmented attention (VLMA)
module to integrate prior knowledge of vision and language for the prediction
of sequence words.

• We provides superior results to those of the state-of-the-art (SOTA) models
on the COCO benchmark dataset by combining the LG-MLP module and
the VLMA module into our LG-MLFormer through the CDC schema.

2 Related works

2.1 All-MLP Models

Convolutional neural network (CNN) have become leading choices, and
attention-based networks have become popular in the past few years. How-
ever, the CNN has poor ability to capture long-distance dependencies, and
self-attention mechanisms ignore the potential correlations between different
images. To address these problems, Ilya et al. [18] propose an MLP-Mixer,
which uses a simple architecture based exclusively on MLPs to achieve
comparable performance to that of the current best CNN and attention
models[19–22]. The MLP-Mixer showed that while convolutions and atten-
tion are sufficient for good performance, neither is necessary. Meng-hao et
al.[23] proposed a novel all-MLP module, named external attention, to replace
self-attention mechanisms for visual tasks and overcome the disadvantages of
ignoring the external associations among multiple images; Additionally, Hanx-
iao et al. [24] proposed an all-MLP structure module with a spatial gating
unit (called the GMLP), which achieved comparable or superior performance
to that of self-attention in natural language understanding and major vision
tasks. All-MLP models[18, 24, 25] provide new feasible solutions for optimising
the image feature extracted.
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Although the all-MLP models have achieved superior performance results
in computer vision, hey have the following limitations: Due to the parameter
dimension between the linear layers being fixed, so the MLP cannot solve the
spatial information loss of visual features. With the aim of filling this gap,we
propose a LG-MLP to realize the self-compensation of visual features?? spatial
information without introducing extra parameters.

2.2 Image captioning

In recent years, methods based on neural network image captioning (NIC)
[5, 6, 26] have been widely proposed. They have achieved better performance
than other approaches for image captioning tasks by using the encoder-decoder
paradigm [1, 4, 27–29], where a CNN is used as the encoder to extract visual
features, and an RNN is utilised as the decoder to generate sentences based
on predicted words. This pattern produces a more accurate and vivid cap-
tion for the input image than earlier template-based methods [30–32]. To
further optimise the extracted visual features, Anderson et al. [3] use an object
detector to extract the region-based visual features. After that, Cornia et
al. [8]employed memory-augmented self-attention to exploit the self-affinities
between the different regional features of a single image and utilise the prior
knowledge.

Although region-based visual features have been widely adopted for image
captioning, regional features suffer from a lack of contextual information and
fine-grained details. After revisiting the visual grid features [33] extracted by
a pretrained detector, new models using these grid features have achieved
SOTA performance in image captioning tasks. For example, Zhang at el.[12]
introduced a genetic algorithm GA module into a fully attentive encoder
to overcome the disadvantages of grid feature flattening by integrating spa-
tial information. Luo at el.[15] proposed a locality-constrained cross-attention
mechanism to eliminate the semantic noise produced when utilizing grid fea-
tures and regional features simultaneously. In this paper, we exploited the
potential semantic associations which grid-based features and region-based
features by all-MLP structure module, and use special parameter designs to
effectively solve the problem of geometric information loss caused by input flat-
tening of visual features without relative position information, and get linear
computational complexity by using simple linear stacks.

3 Method

In this section, we introduce our Local-Global MLFormer architecture for
image captioning, which consists of Local-Global Multi-Layer Perceptrons
(LG-MLP) Encoder and Cross-Domain Memory Augment Decoder. In the
encoding stage, the LG-MLP can realize the self-compensation of visual fea-
tures?? spatial information without introducing extra parameters and its
explore the potential correlations between different images to extract visual
features of richer potential semantic information. In the decoding stage, the
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Fig. 2 Architecture of the LG-MLFormer. Our model is composed of a stack of LG-MLP
encoding layers, which encodes multi-level global semantic associations with a potential
correlation between two sources of visual features, and a stack of multimodal memory-
augment decoder layers, in charge of generating word tokens with a visual-language prior
knowledge.

Visual-Language Memory-augmented attention (VLMA) module integrates
the prior knowledge of vision and language to generate the output caption
word by word. The architecture of LG-MLFormer is shown in Figure 2.

3.1 LG-MLP Encoder

Although the self-attention mechanism eliminates the semantic noise between
grid features and regional features, the self-attention mechanism has the fol-
lowing defects : (1) self-attention ignores the potential correlations between
different images. (2) Self-attention mechanism has quadratic complexity. (3)
To capture the spatial geometric information of the grid-based feature, the
self-attention needs to introduce relative position encoding led to the model
becoming more complex and computationally expensive. To solve the above
problems, we propose a LG-MLP module as a visual encoder. Our LG-MLP
consist of two independent local MLP modules and a cross-domain global MLP
module, which are introduced in 3.11, 3.12.
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Fig. 3 Operating principle of Local MLP module. Spatial information of images can be
simulated by adjusting the shape of feature vectors from one dimension to two dimensions.
Our LM module designs the linear mapping dimensions between linear layers according to
the number of visual regions for realizing the self- compensation of visual features?? spatial
information without introducing extra parameters.

3.1.1 Local MLP

To realize the self-compensation of visual features’ spatial information without
introducing extra parameters and exploit the potential correlations between
different images. As shown in Fig 3, our Local MLP (LM) module specially
designs the mapping dimension between linear layers and leverages two linear
layers to replace self-attention layers. Its operating principle is as follows.

Given a set of region-based features or grid-based features X extracted from
an input image. The LM module captures the potential correlations between
different images to acquire visual feature representations of richer potential
semantic information. Since the parameter weights of the linear layer can
be trained via a backpropagation algorithm for optimization purposes, these
weights can be shared globally during the training process. This significantly
improves the ability of the resulting model to capture the potential correla-
tions between multiple image samples. At the same time, the model got the
linear computational complexity by using simple linear stacks. Therefore, we
first introduce two linear layer parameter weight vectors to replace the key and
value vectors of the classic self-attention mechanism. After that, due to spatial
information of images can be simulated by adjusting the shape of feature vec-
tors from one dimension to two dimensions, so we design the linear mapping
dimensions between linear layers according to the number of visual regions for
realizing the self-compensation of visual features’ spatial information without
introducing extra parameters. Finally, we set a gate mechanism to improve the
effectiveness of the LM module. The above operation can be defined as:

FC(X) = WX + b

mlp(X) = FC(Norm(FC(X)))
(1)

LM(X) = σ(FC([W1mlp(X),W2mlp(X)]))⊗W1mlp(X) (2)

where the [ , ] indicates concatenation, σ() is sigmoid activation function, ⊗
is matrix multiplication.
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3.1.2 Cross-Domain Global MLP

Recently, the attention-based model has modelled the spatial geometric rela-
tionship between the visual region of an image by introducing relative position
encoding. The semantic noise between region feature and grid feature is effec-
tively solved cross-attention mechanism. Although the above method has
achieved success for image captioning, it also increases unnecessary parameters
and computational overhead. Thus, we propose a Cross-Domain Global MLP
(CDGM) module to eliminate the semantic noise though exploring the cross-
domain potential correlations between grid-based features and region-based
features, and it achieves better performance without introducing external
parameters. Its operating principle is as follows.

First, We integrate the output of the LM module through operation of
concatenation. After that, the original features and integrated features are sent
into the same abstract space by linear activation operation. Finally, we use a
gate mechanism to weight local and global semantic contributions. The local
and global semantic correlations can be aligned by the value of the weight to
eliminate semantic noise. The above operation can be defined as:

Ẽr = Norm(FC(Er))

Ẽg = Norm(FC(Eg))

Ẽ = Norm(FC([Er, Eg]))

(3)

CDGM(Ẽ, Ẽr, Ẽg) = σ([FC([Ẽr, Ẽg]), FC(Ẽ)])⊗ FC([Ẽr, Ẽg]) (4)

where the Er and Eg are the two-source features with potential semantic
associations extracted by the LM module, and [ , ] indicates the concatenation,
operation σ() is sigmoid activation function, ⊗ is matrix multiplication.

3.1.3 Encoding layer

We embed the local and global MLP modules into an LG-MLP encoding layer.
The output of the encoder is applied to a feedforward position layer, which
performs a nonlinear affine transformation on each element of the set. The
formula for the feedforward position layer is defined as follows:

F (X)i = V2σ(V1Xi + b1) + b2 (5)

where Xi represents the i-th vector of the input set and F (X)i represents the
output of the i-th vector of the output-input set. In addition, σ() is the rectified
linear unit (ReLU) activation function operation, V1 and V2 are learning weight
matrices, and b1 and b2 are deviation terms.

After that, the LG-MLP and feedforward position layer is encapsulated by
residual connection and hierarchical standardization operations to form the
overall architecture of the coding layer. The operation formula of the encoder
layer is defined as follows:
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Fig. 4 Connection pattern comparison diagram. Compare with the quadratic computa-
tional complexity of meshed schema, Our CDC requires only computational complexity of
addition level and achieve superior performance.

LGMLP (Xr, Xg) = CDGM(LM(Xr), LM(Xg)) (6)

Ẽ = AddNorm(LGMLP (Xr, Xg)) (7)

where AddNorm represents the joint residual connection and hierarchical
standardization operation.

Finally, multiple encoder layers are linear stacked so that the input of the
i-th encoder layer is the output set calculated by encoder layer i-1. The high-
level layer can learn and fine the feature representation of the previous layer.
Therefore, the stack of N encoder layers produces multilevel outputs from the
outputs of each encoder layer.

3.2 Cross-Domain Memory Augment Decoder

In this paper, the decoder exploits the multilevel visual feature extracted by the
encoder to generate a sentence in a word-by-word manner. The decoder adopts
a multilayer structure to utilize the high-level and low-level visual features bet-
ter. In the deep neural network model, the influence of high-level sub-modules
on the performance of the model is higher than that of the low-level sub-
modules. The information of low-level features is diluted through multi-level
feature processing. Therefore, information redundancy be produced by the
meshed schema. As shown in Fig 4, to reduce the computational complexity
meanwhile better exploit the multi-level features, a novel cross-domain con-
nectivity (CDC) schema is proposed by the connection settings with increasing
step by step. Compare with the quadratic computational complexity of meshed
schema, Our CDC requires only computational complexity of addition level
and achieve superior performance. and its computational complexity formula
is as follows:

L(N) =
N(N + 1)

2
(8)

where N is the number of decoder layers.
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3.2.1 Visual-Language Memory Augmented Attention

The defined learning parameter matrix is used as the memory mechanism
in the training of the self-attention mechanism. By integrating the memory
mechanism into the key and value of the self-attention mechanism, the self-
attention operation is used to make it fully learn the visual information in
the training set, and the learned prior knowledge is fed back to the query
through the dot product operation. the trained memory mechanism can effec-
tively provide prior knowledge for the model. However, previous work often
uses a single visual memory mechanism to provide visual prior knowledge for
the model, ignoring the use of prior knowledge of text features. In view of the
fact that the vector dimension of the text feature is often smaller than that
of the visual feature in image captioning task. To better adapt to the input of
two different modes of text and image, this paper designs two learning param-
eter matrices with different dimensions, in which the parameter matrices with
small dimension is used for textual memory mechanism, and the parameter
matrices with large dimension is used for visual memory mechanism. In the
decoding stage, the textual memory mechanism provides prior knowledge for
self-attention computations for the model corpus samples, and the visual mem-
ory provides prior knowledge to better use visual semantic correlations. Its
operating principle is as follows.

First, the textual memory-augmented attention mechanism captures the
long-distance relationships between the words in the input text sequence, gen-
erates a word vector feature sequence Y, and integrates the prior knowledge
derived from the corpus sample. After that, the visual memory-augmented
attention mechanism connects the outputs of all encoder layers E and word
vector feature sequence Y through the CDC. Unlike the transformer, which
uses only the output of the last coding layer, the decoding layer of our method
performs cross-attention operations on different encoder layers in a deep incre-
mental mode to exploit multilevel features. The VLMA based on CDC can be
defined as:

CDC(Ẽ, Y ) =

N
∑

i=1

N
∑

j=N+1−i

αj ⊗ V LMA(Ẽj , Y ) (9)

where VLMA represents the VLMA module, which is computed by using
queries obtained from the output of the visual-language memory-augmented
attention module and keys and values from the encoder:

V LMA(Ẽj , Y ) = softmax

(

WqY · K̃j√
d

)

· Ṽj

K̃j = [WkẼj , M̃
j
k ]

Ṽj = [WvẼj , M̃
j
v ]

(10)

where Mk and Mv are learnable weight matrices with n rows, and [ , ] indicates
the concatenation operation. Keys and values can be learned by adding two
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learning memory units, thereby providing prior knowledge for the attention
operation. α is a weight matrix. This weight realizes the contribution to each
coding layer and the modulation of priorities. These functions are calculated
by measuring the correlation between the cross-attention results and input
queries. The formula is defined as follows:

αj = gelu(Wj [Y, V LMA(Ẽj , Y )] + bj) (11)

where GELU is the Gaussian error linear unit activation function, [ , ] denotes
the concatenation operation, Wj is a weight matrix with dimensions of 2d ??
d, and bj is a learning bias vector.

3.2.2 Decoding layer

Regarding the decoder, during the image captioning generation stage, since
the prediction of the t-th word depends entirely on the t-1th predicted word,
the self-attention process in the decoder layer requires a mask operation, where
Y=t. In addition, the decoding layer encapsulates the memory-augmented
attention mechanism and the feedforward position layer via the AddNorm
operation (as shown in formulas 6 and 7 above). The operation formula of the
decoder layer is defined as follows:

Ỹ = AddNorm(CDC(Ẽ, AddNorm(V LMAmask))) (12)

where Y is the word vector sequence and V LMAmask is the visual-language
memory augmented attention operation with a mask.

3.3 Training Details

According to the standard image captioning process, we use the two-stage
training mode to train our model, in which the first stage pretrains our model
by using the cross-entropy loss function (XE), and the second stage fine-tunes
the text generation ability of our model by using a reinforcement learning
algorithm.

During the first stage of training, according to the previously provided
ground truth words, the model’s ability is optimized; the model predicts the
next token by utilizing the cross-entropy loss:

LXE(θ) = −
T
∑

t=1

log(p(y∗t ∥y∗1:t−1)) (13)

Therefore, the decoder can realize the sequential parallel operation for the
input sequence so that the calculation of the whole output sequence can be
completed simultaneously. During the second stage of training, we optimize our
model so that it can obtain a consensus-based Image Description Evaluation
(CIDEr-D) score via self-critical sequence training (SCST)[34]:
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b =
1

k
(

k
∑

j

r(yj
1:T )), (14)

∇θLR(θ) = −1

k

k
∑

j=1

(r(yj
1:T )− b)∇θ log p(y

j
1:T ), (15)

where y
j
1:T is the j-th sampled caption, k is the beam size of the beam search

process[3] and r defines the baseline score (the reward is calculated by using
the mean of all rewards).

4 Experiment setup

4.1 Dataset

We use the MS-COCO dataset[16] to evaluate our LG-MLFormer model. The
dataset contains 123,287 images, which are divided into 82,783 training images,
40,504 validation images, and 40,775 test images in a dense manner. Each
image possesses 5 different captions. We employ the split provided by Karpa-
thy et al.[17] , where 5,000 images are used for validation, 5000 images are
utilized for testing, and the remaining images are employed for training. We
also evaluate the model on the COCO online test server, for which annotations
are not made publicly available.

Following the standard evaluation protocol, we use the full set of caption-
ing metrics, including BLEU [35], METEOR [36], ROUGE [37], CIDEr [38],
and SPICE [39], to evaluate the achieved image captioning quality. Extensive
experiments on the Karpathy test split and on an online test server reveal
that our approach provides comparable or superior results to those of the
state-of-the-art (SOTA) models.

4.2 Image Features

We used two sets of image features in the experiments.
(a) Grid features extracted from Faster-RCNN with ResNext101, which

the grid features are leveraged by average pooling them to a 7 × 7 grid size,
the same as the representation used in RSTNet[12].

(b) Region features use Faster-RCNN with ResNext101 to extract 2048-
dimensional features after the first fully connected (FC) layer of the detection
head, the same as the representation used in M2 Transformer[8]. We used these
features as the input of LM module and the concat of the two features as the
feature of the whole image.

(c) Cross-modal features, Kuo et al[48]. use the CLIP[49] to retrieve a con-
textual description, which represents a visual relationship, as a supplemental
input for representing missing information, due to all necessary information
in the image can not be fully represented by the methods based on the visual
region features.
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4.3 Implementation Details

To eliminate the semantic noise of two sources of visual features and improve
the semantic associations between different features, we propose a novel all-
MLP structure consisting of a LM module and a CDGM module as an image
feature encoder. Specifically, an input image I is represented as grid and
regional features by the Faster-RCNN with ResNext101, in which the grid
features are leveraged by average pooling them to a 7 × 7 grid size, and the
region features use the same model to extract 2048-dimensional features after
the first fully connected (FC) layer of the detection head. In our approach, we
set the dmodel of each layer to 512, the number of heads to 8, and the numbers
of visual and textual memory vectors to 40 and 20, respectively. Then, during
CIDEr-D optimization, we use a baseline lambda reinforcement learning rate
is 5×10−6, and the lambda reinforcement learning policy is defined as follows:

lam rl lr =

{

base lr, e <= 28

base lr ∗ 0.1, 28 < e <= 40
(16)

where the initial base lr is baseline lambda reinforcement learning rate, e is
the current epoch number (starting from 19).

5 Result

5.1 Comparison of Performance-Parameters Ratio

To intuitively show the high efficiency of our LG-MLFormer in improving
model performance, we fully verify the performance-parameter ratio of the
LG-MLFormer and state-of-the-art models. As shown in Figure 5, Our LG-
MLFormer achieve a excellent performance with fewer parameters. Based on
the above experimental results, the following conclusions can be drawn: 1) Our
LG-MLFormer can utilize the external correlations between grid and region
features to improve the performance of the model. 2) The ingenious structure
design of LG-MLFormer enables it to achieve comparable performance with
the large-scale model at a low parameter overhead.

5.2 Ablation Study

To fully validate the impacts of our proposed LG-MLP, CDC, and VLMA on
model performance and explore their relationship, we perform ablation exper-
iments to compare the different deformations of LG-MLFormer. Firstly, to
demonstrate the advantages of the all-MLP structure over the self-attention
architecture, we use the transformer as the baseline model. Secondly, we
replace the encoder of the self-attention mechanism with the all-MLP encoder
built by the LG-MLP module. After that, encoding and decoding layers are
connected in the CDC schema. Finally, we combine the VLMA module and
LG-MLP module into our LG-MLFormer through the CDC schema. The above
experiment is conducted on grid-based features, region-based features and
cross-modal features, and the results are shown in Table1, Table2 and Table3.
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LG-MLFormer(Our)

M2 Transformer X-LAN

AoANet

SGAE

DPA RSTNet

ORT

X-Transformer

Up-Down CPTR

Fig. 5 Comparison of our LG-MLFormer and existing approaches in terms of number of
parameters and caption quality.

Table 1 Ablation study on the MSCOCO karpathy test set features extracted from
ResNext101 features

LG-MLP CDC VLMA B@1 B@4 M R C S

% % % 80.9 38.9 29.0 58.5 131.2 22.7

! % % 81.0 39.1 28.9 58.8 132.6 22.8

! ! % 81.1 39.3 28.8 58.9 132.8 22.8

! ! ! 81.7 39.7 29.4 59.1 133.9 23.0

Note: B@1, B@4, M, R, C, and S are short for BLEU-1, BLEU-4, METEOR, ROUGE,
CIDEr, SPICE scores

In the ResNext101 experiments, the reason for the observed elevation
in model performance obtained when utilizing the LG-MLP module is that
this module can capture the potential correlations between different images,
making it possible to acquire visual features of rich potential semantic asso-
ciations. Additionally, the LG-MLP module can eliminate the semantic noise
by exploring the potential global correlations between grid-based features and
region-based features. Finally, we achieve a larger improvement (from 131.2
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Table 2 Ablation study on the MSCOCO karpathy test set region-based features
extracted from ResNext101 features.

LG-MLP CDC VLMA B@1 B@4 M R C S

% % % 79.1 36.2 27.7 56.9 121.8 20.9

! % % 80.9 38.9 28.6 58.6 131.0 22.8

! ! % 80.9 38.9 28.8 58.8 131.4 22.8

! ! ! 81.0 39.1 29.1 58.8 132.1 22.9

Note: B@1, B@4, M, R, C, and S are short for BLEU-1, BLEU-4, METEOR, ROUGE,
CIDEr, SPICE scores

Table 3 Ablation study on the MSCOCO karpathy test set cross-modal features
extracted from CLIP.

LG-MLP CDC VLMA B@1 B@4 M R C S

% % % 82.2 40.0 29.9 59.4 137.7 23.3

! % % 82.8 40.9 29.9 59.8 139.9 23.7

! ! % 83.0 40.6 30.1 60.2 140.3 24.0

! ! ! 83.2 41.5 30.4 60.7 140.6 24.2

Note: B@1, B@4, M, R, C, and S are short for BLEU-1, BLEU-4, METEOR, ROUGE,
CIDEr, SPICE scores

to 133.9) when incorporating the LG-MLP and the VLMA modules into our
model through the CDC schema.

5.3 Offline Evaluation Analysis

We compare the image captioning performance of our LG-MLFormer with
that of the SOTA models on the offline COCO Karpathy test split in Table
4. The comparison models include SCST [34], which uses attention over the
input grid of features and advances the self-critical training policy. Addition-
ally, we compare the Up-Down method [3] and the region-aware fusion network
(RFNet) [40], which both use attention over the observed regional features to
optimize the image captioning abilities of the resulting models. A graph convo-
lutional network with long short-term memory (GCN-LSTM) [41], which uses
a GCN to utilize the pairwise relationships between image regions for refining
the semantic representation of the input image, is also compared. The scene-
graph autoencoder (SGAE) [42], which acquires features with rich sematic
information by using auto-encoding scene graphs, is tested. ORT [7], which
was the first attempt to introduce the transformer architecture into image
captioning tasks, exploits the spatial relationships between detections with a
region encoder. Furthermore, we compare our approach with the attention-on-
attention network (AoANet) [43] and M2 Transformer [8] approaches, which
respectively use attention to optimize visual encodings and memory vectors
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Table 4 Performance comparison with the state of the art on the MSCOCO Karpathy
test split

Model B@1 B@4 M R C S

UP-Down[3] 75.0 37.3 28.1 57.9 123.8 21.6
RFNet[40] 79.1 36.5 27.7 57.3 121.9 21.2
GCN-LSTM[41] 80.5 38.2 28.5 58.3 127.6 22.0
SGAE[42] 80.8 38.4 28.4 58.6 127.8 22.1
ORT[7] 80.5 38.6 28.7 58.4 128.3 22.6
Transformer[8] 80.9 38.9 29.0 58.5 131.2 22.7
AoA Transformer[43] 80.8 39.1 29.1 59.1 130.3 22.7
M

2 Transformer[8] 80.8 38.9 29.1 58.5 131.8 22.7
X-Transformer[10] 81.0 39.5 29.1 59.0 130.2 22.8
CoSA-Net[14] - 39.0 29.0 58.7 129.5 22.5
RSTNet[12] 81.1 39.3 29.3 58.8 133.3 23.0
GET[9] 81.5 39.5 29.3 58.9 131.6 22.8
CTX+M2[48] 81.5 39.7 30.0 59.5 135.9 23.7
BLIP[46] - 39.7 - - 133.3 -
LEMON[47] - 41.5 30.8 - 139.1 24.1
CaMEL[45] 82.7 40.9 30.3 60.1 138.9 24.5

LG-MLFormer(Ours) 83.2 41.5 30.4 60.7 140.6 24.2

Note: B@1, B@4, M, R, C, and S are short for BLEU-1, BLEU-4, METEOR, ROUGE,
CIDEr, SPICE scores

to provide prior knowledge for visual encoding. X-Transformer[10] introduces
bilinear pooling into the attention module of a base transformer. we compare
our network with the RSTNet [12], which use attention over the grid features
with absolute and relative position encodings to overcome the disadvantage
regarding the loss of spatial information. Finally, we compare our network
with the GET[9], CTX+M2[48], BLIP[46], LEMON[47] and CaMEL[45]. Our
approach provides superior results to those of the SOTA models in terms of
most evaluation metrics.

5.4 Comparison with advanced baseline

Table 5 Comparing with SOTAs on ResNext101 grid-based and region-based features

Model B@1 B@4 M R C S

UP-Down[3] 75.0 37.3 28.1 57.9 123.8 21.6
Transformer[8] 80.9 38.9 29.0 58.5 131.2 22.7
AoA Transformer[43] 80.8 39.0 29.1 59.0 130.3 22.7
M

2 Transformer[8] 80.8 38.9 29.1 58.5 131.8 22.7
X-Transformer[10] 81.0 39.6 29.1 59.0 130.2 22.8
RSTNet[12] 81.1 39.3 29.4 58.8 133.3 23.0

LG-MLFormer(Ours) 81.7 39.7 29.4 59.1 133.9 23.0

Note: B@1, B@4, M, R, C, and S are short for BLEU-1, BLEU-4, METEOR, ROUGE,
CIDEr, SPICE scores
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LG-MLFormer：an open pair of scissors sitting on top of a 

wooden table.
Transformer：a scissors sitting on top of a box.

GT1：a pair of scissors sitting on top of a wooden box.

GT2：an open pair of scissors sitting on a wooden box.

GT3：a pair of scissors sitting on a wooden box on a table.

LG-MLFormer：a white fire hydrant in the middle of a parking 

lot.

Transformer：a fire hydrant in a parking lot.

GT1：a fire hydrant is standing in the middle of a parking lot.

GT2：a fire hydrant is standing alone in a parking lot.

GT3：a fire hydrant is in the middle of a parking lot.

LG-MLFormer：a black and white cat sitting on the floor next to a 

chair
Transformer：a cat sitting on a wooden table.

GT1：a cat sitting on the floor in a room.

GT2：a cat sitting on the floor next to a chair.

GT3：a black and white cat sitting on a room.

LG-MLFormer：a small dog sitting in the passenger seat of a car.

Transformer：a dog sitting in a car.

GT1：a dog sitting in the passenger seat of a car.

GT2：a small dog sits in the passenger 's seat of the car.

GT3：a dog sitting in a passenger seat.

LG-MLFormer：a group of people playing tennis on a tennis 

court.

Transformer：a few people Standing on a court.

GT1：a group of people that are standing on a tennis court.

GT2：a group of people who are on a tennis court.

GT3：a few people that are playing tennis on a court.

LG-MLFormer：a group of men kicking a soccer ball on a field.

Transformer：a man playing soccer on a field.

GT1：a man kicking a soccer ball whle standing on a field.

GT2：a man kicking a soccerball at a group of people on a field.

GT3：a group of men are playing soccer on a field.

LG-MLFormer：a brown dog Sleeps at the edge of a swimming 

pool.
Transformer：a dog laying next to a pool.

GT1：a golden retriever laying down on the side of a pool.

GT2：a large brown dog laying next to a blue pool.

GT3：a golden retriever sleeps at the edge of the pool.

LG-MLFormer：a gray tiger cat sitting in a chair next to a wooden 

table.
Transformer：a cat sitting on a table.

GT1：a gray tiger cat sitting at a wooden table on a chair.

GT2：a grey cat sitting in chair next to a table.

GT3：a cat sitting in a chair pulled up to a table.

Fig. 6 Examples of image captioning results by original Transformer and our LG-
MLFormer with ground truth sentences. Original Transformer and our LG-MLFormer use
the same features when generate the captions.

Table 6 Comparing with SOTAs on ResNext101 grid-based and region-based features

Model B@1 B@4 M R C S

UP-Down[3] 79.8 36.3 27.7 56.9 120.1 21.4
Transformer[8] 79.1 36.2 27.7 56.9 121.8 20.9
ORT[7] 80.5 38.6 28.7 58.4 128.3 22.6
AoA Transformer[43] 80.2 38.9 29.1 58.8 129.8 22.4
M

2 Transformer[8] 80.8 39.1 29.1 58.6 131.2 22.6

LG-MLFormer(Ours) 81.0 39.1 29.1 58.8 132.1 22.9

Note: B@1, B@4, M, R, C, and S are short for BLEU-1, BLEU-4, METEOR, ROUGE,
CIDEr, SPICE scores

To prove that the excellent performance of our model does not depend
entirely on the visual features extracted by ResNext101, we also conduct exper-
iments to compare our proposed LG-MLFormer with the SOTAs on the two
sources features extracted by ResNext101 in Table 5 and 6. In the experi-
mental stage, we set the dmodel parameter to 512 in all models, and choose
the 50 epoch results of self-critical training for displaying. the above experi-
ments result demonstrate that our LG-MLFormer can acquire a superior result
when comparing with other SOTA methods under the same visual features
and architecture configuration.
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two 4.63% double 7.05% parked 12.14% in 8.93% the 1.61% parking 4.78% lot 1.64% blue 2.73% docker 4.29% eos 5.49% 

two 3.09% blue 11.40% double 17.35% docker 11.94% parked 4.20% in 4.33% the 1.31% parking 12.47% lot 10.80% eos 4.16% 

two 9.57% docker 21.63% parked 9.74% in 4.93% the 2.74% parking 43.28% lot 34.14% double 13.24% are 11.59% eos 25.59% 

(a) Standard  Transformer

(b) Our proposed LG-MLFormer

Fig. 7 visualization of attention states for region-based Transformer (a) and our DLCT
(b).For each generated word, we show top-3 attended regions (red, blue, green respectively)
and the attention heatmap on grids (only available in LG-MLFormer) with the highest
attention weight in the title.

5.5 Online Evaluation Analysis

Finally, we also report the performance of our method on the online COCO test
server. The model we use is an ensemble of 4 LG-MLFormer models trained on
the Karpathy training split. Table 7 report the results of our LG-MLFormer in
comparison with those of other high-performance models on the leaderboard.
The official testing images are divided into c5 and c40, among which c5 is an
image with 5 reference captions and c40 is an image with 40 reference captions.
Extensive experiments on the online test server reveal that our MLFormer
architecture provides superior results to those of the state-of-the-art (SOTA)
models.

5.6 Qualitative results and visualization

Fig 6 displays some results generated by our LG-MLFormer and the original
transformer. In general, compared with those output by the original trans-
former, the captions generated by our LG-MLFormer are more accurate and
comprehensive.

To fully and qualitatively evaluate the visual representation of encoding,
we visualize the contribution of each visual feature to the model output, as
shown in Fig 7. The principle is that we averaged self-attention weights of
8 heads in the last Encoder-Decoder multi-head attention layer. In addition,
compared with the standard Transformer model, our LG-MLFormer can focus
on the corresponding grid when generating the word ”blue”. When generating
the word ”parking”, the attention heatmap on grids provides a more fine-
grained semantic segmentation of parking, which shows the advantages of our
LG-MLFormer.
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Table 7 Leaderboard of various methods on the online MS-COCO test server.where B@N are short for BLEU@N scores

B@1 B@2 B@3 B@4 METEOR ROUGE-L CIDEr-D
c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40

SCST [34] 78.1 93.7 61.9 86.0 47.9 75.9 35.2 64.5 27.0 35.5 56.3 70.7 114.7 116.7
Up-Down [3] 80.2 95.2 64.1 88.8 49.1 79.4 36.9 68.5 27.6 36.7 57.1 72.4 117.9 120.5
RFNet [40] 80.4 95.0 64.9 89.3 50.1 80.1 38.0 69.2 28.2 37.2 58.2 37.1 122.9 125.1
GCN-LSTM [41] 80.8 95.9 65.5 89.3 50.8 80.3 38.7 69.7 28.5 37.6 58.5 73.4 125.3 126.5
SGAE [42] 81.0 95.3 65.6 89.5 50.7 80.4 38.5 69.7 28.2 37.2 58.6 73.6 123.8 126.5
ETA [44] 81.2 95.0 65.5 89.0 50.9 80.4 38.9 70.2 28.6 38.0 58.6 73.9 122.1 124.4
AoANet [43] 81.0 95.0 65.8 89.6 51.4 81.3 39.4 71.2 29.1 38.5 58.9 74.5 126.9 129.6
CoSA-Net[14] 81.0 95.4 65.7 89.9 51.0 81.2 39.0 70.9 28.8 38.3 58.8 74.1 126.2 128.5
DGET [13] 80.8 95.1 65.6 89.5 51.2 80.8 39.2 70.4 28.9 38.2 58.8 74.4 126.3 129.2

LG-MLFormer(Ours) 81.6 95.9 66.0 90.5 51.4 82.2 39.4 72.1 29.1 38.6 58.8 74.2 128.3 131.1

Note: B@1, B@4, M, R, C, and S are short for BLEU-1, BLEU-4, METEOR, ROUGE, CIDEr, SPICE scores
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6 Conclusion

In this paper, we present LG-MLFormer, the first attempt to build an all-MLP
model to construct an MLFormer architecture model for image captioning. We
propose an LG-MLP module consisting of two independent local MLP (LM)
modules and a cross-domain global MLP (CDGM) to improve the ability to
capture the potential correlations between different images and realize the com-
plementary advantages of the global and local semantic associations between
grid-based features and region-based features. On the one hand, our LG-
MLFormer specially designs the mapping dimension between linear layers to
realize the self-compensation of visual features?? spatial information without
introducing relative position encoding. On the other hand, our LG-MLFormer
eliminates the semantic noise between two source features by capturing the
potential semantic correlations between grid-based features and region-based
features. In addition, our LG-MLFormer introduces two types of memory vec-
tors with visual and language modes to utilize multimodal prior knowledge to
generate sentence outputs. Its linear stacking calculation mode can reduce com-
putational complexity. Extensive experiments on the MS-COCO dataset and
the online test server reveal that our approach provides superior or comparable
results to the SOTA models.
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