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Abstract. In this article, we propose a hybrid procedure based on bounded dy-
namic programming (BDP) assisted by linear programming (LP) to solve the 
mixed-model sequencing problem with workload minimization (MMSP-W) 
with serial workstations, free interruption of the operations and with production 
mix restrictions. We performed a computational experiment with 23 instances 
related to a case study of the Nissan powertrain plant located in Barcelona. The 
results of our proposal are compared with those obtained by Mixed Integer Lin-
ear Programming (MILP). 
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1 Preliminaries 

Product-oriented manufacturing systems are very common in production environ-
ments related to the automotive sector. In such systems, the manufacturing process of 
a product (engines, stamp forging, body welding, body painting and trim and chassis 
lines, for example) is conceived as a set of consecutive stages or manufacturing pro-
cesses (due to the product orientation) that add value from raw materials to the final 
product (automobile).  

This production type, which is product-oriented, culminates in flexible manufactur-
ing systems composed by cells and modules or workstations arranged in series in 
assembly lines. In this last type of system, in addition to the line balancing problems, 
we can encounter the batch or product-unit sequencing problems, where the units are 
not completely identical, and their manufacture may require different consumption of 
components and different resource use at each manufacturing stage. 

When the processing times of mixed products differ slightly at each stage, we are 
faced with problems similar to those that are known in the literature under the name 
of mixed product sequencing (homogeneous units). In these problems, the objective is 
to establish a production order of the products. Frequently, this order must be main-
tained from process to process whenever possible at all stages the manufacturing and 
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supply chain of the production systems governed by the Just in Time (JIT, Toyota) 
and Douki Seisan (DS, Nissan) philosophies. 

Focusing on assembly lines, the order is conditioned by the line characteristics, the 
manufactured products and the most important elements of the production systems to 
establish optimization criteria. Among these elements we state the following: (1) 
component and product stocks, (2) human resources, and (3) special options within 
the products (e.g., sunroof, long body, or reinforced frame) that can generate bottle-
necks in the assembly line. 

Considering the stock as a relevant element of the system, a reasonable objective is 
to establish a product sequence that minimizes the stocks levels of products and com-
ponents. To do this, we can either limit or minimize the variation of the production 
rates, as is the case in the Product Rate Variation Problem (PRVP), which was intro-
duced by [1], or limit or minimize the variation of the product components rates, as is 
done in the problem proposed by [2], which is called the Output Rate Variation Prob-
lem (ORVP). In both cases, the objective is to keep these rates constants over time.  

In contrast, if we consider human resources (HR) as the relevant element of the 
manufacturing system, then a reasonable objective is to minimize the work overloads 
that can appear when the mixed-product units treated by the line require different 
processing times at each stage or, more concretely, at each workstation. To achieve 
this, we can minimize the total work overload or maximize the total work completed, 
as in the Mixed-model Sequencing Problem with Work-overload minimization 
(MMSP-W), which was proposed by [3]. A recent work regarding this problem is [4]. 

Finally, if the bottlenecks generated by special options of some products are the 
relevant element of the manufacturing system, the reasonable objective is to minimize 
the number of sub-sequences of products with special options (units segments), which 
can be detrimental to  the production line because more work or space (compared 
with the standard) is required  consecutively at each workstation. One of these types 
of problems is the Car Sequencing Problem (CSP), which was originally proposed by 
[5], in which the constraint consists of sequencing a set of units with special options 
while respecting the number of allowed options within sub-sequences. Some works 
regarding the CSP include [6] and [7]. Among the variants of the CSP, we can find 
the following: (1) a version that considers the problem as an optimization problem 
rather than a constraint satisfaction problem [8] and (2) an extended version (named 
xCSP: extended CSP) that incorporates restrictions to allow a minimum number of 
products with special options in a sub-sequence of products [9].  

Sometimes, as in real environments, the problems are treated as multi-objective 
problems. Several authors have used this perspective. For example [10] incorporated 
into the CSP conditions from the level scheduling and [11] incorporated conditions 
such as the minimization of the total utility work and idle costs into the mixed model 
assembly line (MMAL). Focusing on mixed model sequencing [12] incorporated the 
minimization of the utility work into the mixed model sequencing problem (MMSP). 
There also exist more recent works: for example [13] and [14] proposed incorporating 
conditions from the PRV into the MMSP-W. This objective can be achieved through 
regularizing the work or the work overload using pmr (product mix restrictions), as in 
the case of the MMSP-W-pmr, for example.  
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A survey of some of these sequencing problems can be found in [15].  
This paper examines a variant of the MMSP-W, the MMSP-W-pmr. The original 

problem, MMSP-W, is an NP-hard problem [3] for which several alternative proce-
dures have been proposed. These solutions include exact procedures based on branch-
and-bound ([16]), dynamic programming ([3], [17], [18]), heuristic procedures based 
on local search ([19]), greedy algorithms with priority rules ([19], [20]), meta-
heuristics ([21]) and beam search ([22]). Several studies have also considered the 
multi-criteria option (([23], [24], [25], [26]).   

Given the complexity of the problem and the size of the case study related to Nis-
san Barcelona powertrain plant presented in [17], our objective is to find a computa-
tionally competitive procedure to solve the problem.  

For this paper, we use a hybrid meta-heuristic based on bounded dynamic pro-
gramming (BDP) assisted by linear programming. This procedure combines features 
of dynamic programming with features of branch-and-bound algorithms [27]. A re-
view of hybrid meta-heuristics in combinatorial optimization can be found in [28].  

Our proposal contains the following: (1) a model for the problem; (2) to solve this 
problem, procedures based on dynamic programming, which are referred to in this 
article as BDP-2/1 and BDP-2/2 (two versions), that use linear programming to obtain 
bounds for the problem; (3) a mathematical model to obtain the work overload of a 
given subsequence for use as part of the lower bound of the problem; (4) reduction of 
the search space of the procedure through pseudo-dominances; and (5) a computa-
tional experiment with real instances from a case study of Nissan such that we can 
compare the results yielded by BDP-2 procedures with those offered by Mixed Inte-
ger Linear Programming (MILP).  

This paper is organized as follows: Section 2 presents a model for the MMSP-W 
with serial workstations, unrestricted interruption of the operations and production 
mix restrictions. Section 3 presents an illustrative example. Section 4 describes the 
basic elements and the application of the proposed BDP procedure. Section 5 de-
scribes the computational experiment with a case study related to the Nissan power-
train plant. Finally, Section 6 presents the conclusions of the study. 

2 Model for the problem  

The MMSP-W The MMSP-W consists of sequencing T products, of which id  are of 
type i  ( ni ,,1 ). A unit of product type i  requires from each processor (e.g., 
operator or robot) of workstation k  ( mk ,,1 ) a processing time, kip , , assuming 
the processor works at its normal work pace or activity level. The standard time as-
signed to each processor to work on any product unit is the cycle time c . When a 
cycle ends at workstation Kk (where K  is the set of workstations), the processor 
can work on the product in progress for an additional positive time clk  , where kl  
is the time window. 

When it is not possible to complete all of the work required by the demand plan, 
work overload is generated. The objective of the problem is to maximize the total 



POSTPRINT: J. Bautista, A. Cano, R. Alfaro (2016) A Hybrid Dynamic Programming for solving a 
Mixed-Model Sequencing Problem with Production Mix Restriction and free interruptions. Progress in 
Artificial Intelligence, DOI 10.1007/s13748-016-0101-5 

 4

work performed, which is equivalent to minimizing the total work overload generated 
(see Theorem 1 [17]). 

For the MMSP-W with serial workstations, unrestricted interruption of the opera-
tions, production mix restrictions (pmr) and work overload minimization, we take as 
reference the M_4U3_pmr model proposed by [13], whose parameters and variables 
are presented below. 

Parameters 

K  Set of workstations ( Kk ,,1 ; mK  ) 

kb  Number of homogeneous processors at station k  

I  Set of product types ( Ii ,,1 ; nI  ) 

id  Programmed demand for product type i   

kip ,  Processing time required for a unit of type i  at station k for each homogene-
ous processor (at its normal activity level) 

 T  Total demand; obviously, Tdii   

 t  Position index in the sequence ( Tt ,,1 )  

 c  Cycle time, the standard time assigned to workstations to process any product 
unit 

kl  Time window: Maximum time that each processor at workstation k  is al-
lowed to work on any product unit, where 0 clk  is the maximum time 
that the work in process is held at workstation k  

id  Ideal rate of production for product type i : Tdd ii   ( Ii ,,1 ). 

 
Variables 

tix ,  Binary variable equal to 1 if a product unit i ( Ii ,,1 ) is assigned to the 
position t  ( Tt ,,1 ) of the sequence and to 0 otherwise 

tks ,  Starting instant for the tht unit of the sequence of products at workstation 
k ( Kk ,,1 ) 

tks ,ˆ  Positive difference between the start instant and the minimum start instant of 
the tth operation at workstation Kk  ,  cktss tktk )2(,0maxˆ ,,   

tkv ,  Processing time applied to the tht  unit of the product sequence at station k 
for each homogeneous processor (at its normal activity level) 

tkw ,  Work overload generated for the tht  unit of the product sequence at station 
k for each homogeneous processor (at its normal activity level); measured in 
units of time 

tk ,  Processing time required for the tht  unit of the sequence of products at 
workstation k for each homogeneous processor (at its normal activity level) 

 
Under these conditions, we can define the following mathematical model. 
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Model M_4U3_pmr: 

        


K

k

T

t tkk

K

k

T

t tkk vbVwbW
1 1 ,1 1 ,  max min  (1) 

subject to:  

i

T

t ti dx  1 ,  Ii ,,1  (2) 

 


I

i tix
1 , 1  Tt ,,1  (3) 

ti

I

i kitktk xpwv ,1 ,,, 
  Kk ,,1 ; Tt ,,1  (4) 

cvss tktktk   1,1,, ˆˆ  Kk ,,1 ; Tt ,,2   (5) 

cvss tktktk   ,1,1, ˆˆ  Kk ,,2  ; Tt ,,1  (6) 

ktktk lvs  ,,ˆ  Kk ,,1 ; Tt ,,1  (7) 

0ˆ , tks  Kk ,,1 ; Tt ,,1  (8) 

0, tkv  Kk ,,1 ; Tt ,,1  (9) 

0, tkw  Kk ,,1 ; Tt ,,1  (10)

 1,0, tix  Ii ,,1 ; Tt ,,1  (11)

0ˆ 1,1 s   (12)

  


t

ii dtx
1 , 

  Ii ,,1 ; Tt ,,1  (13)

 i

t

i dtx  1 ,   Ii ,,1 ; Tt ,,1    (14)

 

Where   )int(xx   and   )int( xx  , x .  

In the model, the equivalent objective functions (1) are represented by the total 
overload (W ) and total work performed (V ). Constraint (2) requires that the pro-
grammed demand to be satisfied. Constraint (3) indicates that only one product unit 
can be assigned to each position of the sequence. Constraint (4) establishes the rela-
tion between the processing times applied to each unit at each workstation and the 
work overload generated by each unit at each workstation. Constraints (5)-(8) consti-
tute the set of relative starting instants of the operations at each station and the pro-
cessing times applied to the products for each processor. Constraints (9) and (10) 
indicate that the processing times applied to the products and the generated work 
overload, respectively, are nonnegative. Constraint (11) requires the assignment vari-
ables to be binary. Constraint (12) fixes the start of operations. Constraints (13) and 
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(14) are those that incorporate the preservation property of the production mix desired 
in the JIT (Toyota) and Douki Seisan (Nissan) philosophies. 

Similar to [29], in this work, we measure the non-regularity of a sequence using the 
following quadratic function (15): 

 

   


T

t

n

i itiQ dtXX
1 1

2

,)(    (15) 

Where  


t

iti xX
1 ,,    ( Ii ,,1 ; Tt ,,1 ) is the cumulative production. 

3 An illustrative example 

To illustrate the model formulated above, we present the following example: There 
are six units of product ( 6T ), of which three are type A, one is type B and two are 
type C, with a total work required 1040 V . The units are processed at three work-
stations ( 3m ) with different numbers of processors ( kb ); the processing times for 
each processor (at its normal activity level) for each type of unit i  (A,B,C) at each 
workstation k  ( 1m , 2m , and 3m ) are listed in Table 1. Furthermore, 4c  (cycle time) 
and 6kl  k  (length of workstation or time window). 

Table 1. Construction phase Number of homogeneous processors ( kb ) at each station and 
processing times ( kip , ) for each processor (at its normal activity level) required for each type of 

unit at each work station.  

  A ( Ad =3) B ( Bd =1) C ( Cd =2) bk 

1m  5 4 3 1 

2m  5 4 4 2 

3m  4 3 5 1 

Total 19 ( 57)(0 AV ) 15 ( 15)(0 BV ) 16 ( 32)(0 CV ) 1040 V  

 
On the other hand, Fig 1 shows a Gantt chart of the optimal solutions offered by 

models M_4U3 (top) and M_4U3_pmr (bottom). The sequence of products that yield 
the minimum total work overload for M_4U3 is C-C-B-A-A-A. The total work per-
formed is V=101, and the work overload, which is concentrated between workstations 

1m  and 2m , is 3W  (the grey area in Fig.1). The non-regularity for M_4U3 is 9.05. 
The sequence of products that yields the minimum total work overload for 
M_4U3_pmr is C-A-B-A-C-A (the sequence is affected by the production mix re-
strictions). The total work performed is 101V , and the work overload, which is 
concentrated between workstations 1m  and 2m , is also 3W , whereas the non-
regularity for M_4U3_pmr is 2.05. 
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Fig 1. Gantt chart for the optimum solutions for the example provided by M_4U3 (top) and 
M_4U3_pmr (bottom). 

 

4 BDP Procedure to solve the problem 

4.1 Introduction 

Bounded Dynamic Programming (BDP) combines features of dynamic programming 
(determination of minimal-maximal paths in graphs) with features of branch and 
bound algorithms. The principles of BDP have been described by [27] to solve the 
Output Rate Variation Problem.  

Moreover, they are easy to see the similarities between BDP and Beam Search 
(BS) approach ([22], [30]) before exploring a multistage graph in combinatorial prob-
lems. In fact BDP and BS combined elements of breadth-first and best-first searches 
and therefore its implementation is similar. The basic difference between the two 
procedures is that BDP accurate lower/upper bounds (in case of minimization / max-
imization) to solve the problem and can thereby ensure optimal solutions, while BS 
only requires heuristic rules to explore the graph. Obviously, the scheme BS can also 
incorporate the use of lower bounds (if minimization) or upper bounds (if maximiza-
tion). 

This section presents the basic elements of the BDP procedure applied to the 
MMSP-W with serial workstations, unrestricted interruption of the operations and 
production mix restrictions (here, we name this meta-heuristic procedures BDP-2). 
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4.2 Graph associated with the problem 

Similar to ([18],[27]) can build a linked graph without loops or direct cycles of 1T  
stages. The set of vertices at level t ),,0( Tt   is denoted as )(tJ  and a vertex of 
level t  is denoted as ),( jtJ ))(,,1( tJj  , which is defined by the tuple: 

                  jtXjtRLBjtWjtjtqjtjtJ Q ,,,_,,,,,,,,,  


 

where: 

 )),(),.,,((),( 1 jtqjtqjtq n


 is the vector production associated with ),( jtJ  

 )),(),.,,((),( 1 jtjtjt t   is the sequence associated with ),( jtJ  

 )),(( jtW   is the work overload generated by the sequence ),( jt  

 ),(_ jtRLB  is a lower bound of the work overload associated with ),( jtR  

 ),( jtR corresponds to complementary segment of units not sequenced associated 
with  jt, :  jtqd ii ,  ni ,.,1 . 

 ))),((( jtXQ   is the non-regularity of production generated by ),( jt  

Obviously, to obtain a global bound ( ),(_ jtWLB ) of the work overload associ-

ated with  jtJ , , we can set: ),(_)),((),(_ jtRLBjtWjtWLB   . There-

fore, the overall bound on W  can be determined according to the schema presented 

in Fig 2. 

Fig 2. Bound scheme for a partial sequence  (t, j )  at vertex J(t, j ) . 

 

Moreover, the vertex ),( jtJ  has the following properties: 

  tjtq
n

i i  1
,   (16) 

   iii dtjtqdt   ),(   Ii  (17) 

At level 0 of the graph, there is only one )0(J  vertex. Initially, we may consider 
that at level t , )(tJ  contains the vertices associated with all of the sub-sequences 
that can be built with t  products that satisfy properties (16) and (17). However, it is 
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easy to a priori reduce the cardinality of )(tJ  by establishing the following defini-
tions of pseudo-dominance (PSD):  

Definition 1. PSD_1: Given the sequences ),( 1jt  and ),( 2jt  associated with 

the vertices ),( 1jtJ  and ),( 2jtJ , then ),( 1jt  pseudo-dominates ),( 2jt if: 

 

 
 

        



















21

21

21

21

,,

 ),(_),(_

 ),(),(

),(),(

jtXjtX

jtWLBjtWLB

jtqjtq

jtjt

QQ 




  (18)  

 

Definition 2. PSD_2: Given the sequences ),( 1jt  and ),( 2jt  associated with 

the vertices ),( 1jtJ  and ),( 2jtJ , then ),( 1jt  pseudo-dominates ),( 2jt  if: 

 
 
 

 
 

        




































 







21

22

11

21

21

21

,,

 
),(_),,(

),(_),,(

),(_),(_

 ),(),(

),(),(

jtXjtX
jtWLBjtq

jtWLBjtq

jtWLBjtWLB

jtqjtq

jtjt

QQ 








  (19)  

 
The reduction of )(tJ  through the pseudo-dominances defined in (18) or (19) 

cannot guarantee the optimality of the solutions. 

4.3 Lower Bounds for the problem 

Given the ),( jtJ vertex, reached through the sequence ),( jt , and a partial bound 
on the complementary segment ),( jtR  associated with ),( jt , the overall bound 
on W can be determined according: ),(_)),((),(_ jtRLBjtWjtWLB   . 

To obtain the work overload associated with ),( jt , in each stage of the proce-
dure, we use linear programming.  

Indeed, given a sequence ),( jt , the processing times for each workstation k  of 
the th  ( t,.,1 ) unit of ),( jt  are foreknown: kjtk p ),,(,   . Then we can 
define a linear program ( )),((_ jtWLP  ) in which the assignment variables have 
been removed. Here it is: 

   


m

k

t

kk wbjtWjtWLP
1 1 ,)),(( min:)),((_

   (20) 

subject  to: 

kjtk p ),,(,    mk ,..,1 ; t,...,1  (21) 
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0,,   kk w  mk ,..,1 ; t,...,1  (22) 

cwss kkkk   1,1,1,, ˆˆ    mk ,..,1 ; t,...,2  (23) 

cwss kkkk     ,1,1,1, ˆˆ  mk ,..,2 ; t,...,1  (24) 

kkkk lws    ,,,ˆ  mk ,..,1 ; t,...,1  (25) 

0ˆ , ks  mk ,..,1 ; t,...,1  (26) 

0, kw  mk ,..,1 ; t,...,1  (27) 

0ˆ 1,1 s   (28) 

The result of the proposed linear program corresponds to )),(( jtW  . 
To obtain a bound on the work overload associated with the complement ),( jtR , 

we use the combination of three lower bounds. 
Given a workstation k  and a vertex  jtJ , , the available time to complete the 

pending operations, for each homogeneous processor at its normal activity level, is: 

kk lctTjtTD  )1(),(  mk ,..,1  (29)  

whereas the required time to complete these operations is: 

   


n

i iikik jtqdpjtTP
1 , ,),(  mk ,..,1  (30)  

Using (29) and (30), we can define a lower bound on the work overload of 
),( jtR : 

  


m

k kkk jtTDjtTPbjtLB
1

),(),(,0max),(1  (31) 

However, if we consider the minimum work overload that a product of type i  can 
generate, we have: 

   


m

k KKkik clbcpbiLB
1 , )(,0max)(2 ni ,..,1  (32) 

Thus, a bound on the work overload of ),( jtR  is the following: 

   


n

i ii iLBjtqdjtLB
1

)(2,),(2  (33) 

A more refined bound on the minimum work overload that a unit of product type i  
can generate can be obtained using the following mathematical model: 

 


m

k ikk wbiLBiLB
1 ,)(3 min :)(3LP_  (34) 

subject to: 

cwpss ikikikik   ,1,1,1, ˆˆ  Kk ,...,2  (35) 
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kikikik lwps  ,,,ˆ  Kk ,...,1  (36) 

0,,  ikik wp  Kk ,...,1  (37) 

0ˆ , iks  Kk ,...,1  (38) 

0, ikw  Kk ,...,1  (39) 

0ˆ ,1 is   (40) 

Using the optimal solutions, )(3* iLB , of the previous mathematical model, we 
can determine the following bound on the work overload of ),( jtR : 

   


n

i ii iLBjtqdjtLB
1

* )(3,),(3   (41) 

To determine ),(_ jtRLB , we use: 

)},(3),,(2),,(1max{),(_ jtLBjtLBjtLBjtRLB  (42) 

Finally, we can obtain a lower bound on the total work overload associated with 
vertex  jtJ , : 

),(_)),((),(_ jtRLBjtWjtWLB     (43) 

4.4 Properties from the production mix restrictions (pmr) 

In this section, we will study the properties of the product sequences that are derived 
from the incorporation of the restrictions to preserve the production mix (pmr) in the 
MMSP-W. 

First, we must define how to measure the non-regularity of the production 
( )(XQ ) at each vertex of the graph associated with the problem. In effect, given a 
vertex ),( jtJ , associated with sequence ),( jt , let )),((, jtX i   ( ni ,..,1 ), 

t,...,1 ) be the number of units of product type i sequenced at the first   posi-
tions of the sequence ),( jt , that is: 

                hijtjtjtjtX hhi 1,:,,,, (44)

Using the previous definition, let us define the non-regularity of the production as-
sociated with the sequence ),( jt  of vertex ),( jtJ  as: 

         


t n

i iiQ djtXjtX
1 1

2

, ,,
      (45) 

The restrictions to preserve the production mix can be expressed as follows: 

   itii dtXdt   ,
 ni ,..,1 ; Tt ,,1  (46) 

where tiX ,  is a variable that represents the total number of units of product type i  
sequenced during the first t  production cycles. 
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The imposition of these restrictions on the sequences leads to a set of properties 
which are defined in [29]. These properties are the following: 

Theorem 2: If    itii dtXdt   ,  ),( ti , then:    jitjti dtdtXX   ,,
 

  tIji  ,, . 

Corollary 2: If ji dd  , then 1,,  tjti XX   tIji  ,, . 

Theorem 3: If    itii dtXdt   ,
 ),( ti , then:    jitjti dtdtXX   ,,

 

  tIji  ,, . 

Corollary 3: If ji dd  , then 1,,  titj XX    tIji  ,, .  

Corollary 4: If ji dd  , then 1,,  tjti XX    tIji  ,, .  

In addition, the fulfilment of the pmr restrictions combined with the demand varie-
ty, results in the following property: 

Theorem 4: If    itii dtXdt   ,
 ),( ti , given the sequence ),.,( 1 T  , 

where  jt   with Tt 2 , the following is satisfied:  

If     tjtijiti XXddXIi ,,, 0:   Tt ,.,2 . 

Proof: If we suppose that    jiti ddXIi  0: ,  such that tjti XX ,,  , then 

1,,  tjti XX . In contrast, if  jt   then 11,,  tjtj XX  and 1,,  titi XX .  

Thus, we can write 211 1,1,1,1,,,   tjtitjtitjti XXXXXX .  

Furthermore, given that: 
        jjjitjti dtdtdtdtXX    )1()1()1()1(1,1,

, we have 

    2)1()1( 1,1,   tjtijj XXdtdt  , which is absurd.  

Thus, the hypothesis tjti XX ,,   is false and consequently, the following must be 

fulfilled: tjti XX ,,   Tt ,.,2  and 0: ,  tiXIi , when  jt  . 

Corollary 5: If    itii dtXdt   ,
 ),( ti , given the sequence ),.,( 1 T  , 

where  jt   with Tt 2 , and if jitjti ddXXIi  ,,: .  

Evidently, from Theorem 3, tjtiji XXdd ,,  , which negates the hypothesis 

( tjti XX ,,  ); therefore, it must be that 
ji dd  . 
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4.5 Rules to discard vertices from Graph associated with the problem 

At stage t , let )),1(( htX i   be the satisfied demand for product type Ii  asso-
ciated with the sequence ),1( ht   of the vertex ),1( htJ  . 

Assuming that an extension of the vertex ),1( htJ   is built by adding at stage t  
a product type j  to the sequence, let  ', htJ  be the resulting vertex for the partial 
sequence      jhtht  ,1',  . The satisfied demands must fulfil: 

     
         jhthtXhtX

jihtXhtX

tjj

ii




',with1,1',

,1',




 

Under these conditions, the vertex  ', htJ  can be discarded from the exploring 
process if any one the following rules is satisfied: 

Block 1 (pmr constraints): 

           
 ', Discard

',',:  ,

htJ

dthtXdthtXjifIj jjjj



    

Block 2 (Theorems 2 and 3): 

          
            ', Discard',',

',',:  ,

htJdtdthtXhtX

dtdthtXhtXiifIji

jiji

jiji











 

Block 3 (Corollaries 2, 3 and 4): 

         
         
           ',Discard1',', 

1',', 

1',',  ,

htJhtXhtXddif

htXhtXddif

htXhtXddifIji

ijji

jiji

jiji












 

Block 4 (Theorem 4): 
Given the partial sequence  ',ht  associated with vertex  ',htJ , with 

   jhtt ',  

            
 ', Discard

',',   ;1',:

htJ

htXhtXddifhtXIi ijiji



 
 

4.6 Use of BDP to solve the problem 

To solve the Mixed-Model Sequencing Problem with work overload minimization, 
production mix preservation and free interruption of the operations, we propose the 
following meta-heuristic: 

BDP-2 – MMSP-W 

Input: T , I , K , )( idi  , )( klk  , )( kbk  , )(, kip ki  , c , 0Z , H  

Output: list of sequences obtained by BDP 
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0 Initialization: 0t  , minLBZ  

1 Generate_model(); 
2 While  Tt   do 

3 1 tt  
4 Add_constraints )(t  

5 While (list of consolidated vertices in stage ( 1t ) not empty) do 
6  Select_vertex )(t  

7  Develop_vertex )(t  

8  Filter_vertices ( 0Z , H , minLBZ ) 

9 end while 
10 End_stage () 
11 end while 
end BDP - MMSPW 

In the procedure, the following functions appear: 

 Generate_model (): this function generates the initial model )),((_ jtWLP    to 

obtain the optimal solution )),((* jtW    for 0t . 

 Add_constraints )(t : this function adds the new constraints associated with the 
new stage )(t  to the existing model. 

 Select_vertex )(t : this function selects one of the vertices consolidated in stage 
1t  following a non decreasing ordering of the ),(_ jtWLB  values. 

 Develop_vertex )(t : this function develops the vertex selected in the previous 
function by adding a new product unit with pending demand. Vertices that do not 
satisfy properties (16) and (17) are not generated. This is performed by incorporat-
ing the rules contained in the blocks to discard vertices Block 1 and Block 3 into 
this phase. 

 Filter_vertices ( 0Z , H , minLBZ ): this function chooses, from all the vertices devel-
oped in the previous function, a maximum number H  of the most promising verti-
ces (according to the lowest values of the lower bound ),(_ jtWLB ) and removes 
those vertices for which the lower bound is greater than 0Z   (known initial solu-
tion) and those that are pseudo-dominated, as defined in (18) or (19). 

 End_stage (): this function consolidates the most promising vertices in stage t  
( H vertices are the maximum number of vertices selected). 

4.7 Example of the Graph reduction 

Figure 3 represents the vertex exploration of the graph associated with the problem to 
solve the illustrative example through the BDP procedure described in this paper; 
here, we do not perform the elimination of vertices allowed by the incorporation of 
the pmr restrictions into the MMSP-W. In the example, an initial solution 40 Z  and 
a window width 6H  have been used. 
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Figure 4 represents the same exploration when the rules, to discard vertices associ-
ated with Block-1 and Block-3 to assure the fulfilment of the pmr restrictions, are 
incorporated to the BDP procedure. For this graph, 40 Z and 6H  have also been 
used (although 3H  is sufficient). 

Fig 3. Original graph for the example using 40 Z , pseudo-dominance-1 and 6H . Note 
the similarity between BDP and Beam Search when exploring the multistage graph 

 

In the figures, we can see the vertices’ elimination states: 

 Dominated vertex )(d . For the example in Figure 3, the representative vertex of 

the partial sequence (B,C), with 6.2)(  XQ , is dominated by vertex (C,B), with 

3.2)(  XQ . Additionally, in the same figure, we can see that vertex (B,A) is 

dominated by (A,B). 

 Removed vertex )(r . The limitation of the window width to 6H  contributes to 
selecting the most promising vertices (best value for WLB _ ) to be developed at 
each stage t . For example, at stage 3t  of figure 3, the vertices that correspond 
to the partial sequences (A,A,A), (A,C,C), (C,B,C) and (C,C,B) are removed and 
only six vertices are developed to reach stage 4t . 

 Discarded vertex ( 0Z ). The discarded vertices are those for which their develop-

ment cannot finish at solution that is better than the best known solution 0Z . For 

example, the sequence (A,C,B,A,A,C) in figure 4 does not improve the best known 
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solution 40 Z . 

 Breaker vertex (pmr). This is a vertex for which the sequence does not satisfy the 
restrictions, in our case, the pmr restrictions. For example, in figure 4, the partial 
sequences (A,A), (B,C), (C,B) and (C,C) do not satisfy the pmr restrictions. 

Fig 4. Graph using the pmr restrictions, 40 Z , pseudo-dominance-1 and 6H . 

 

5 Computational experience. Case study 

The computational experience is aimed to assess the BDP-2's performances (BDP-2/1 
and BDP-2/2) against MILP procedure (Mixed Integer Linear Programming) in re-
gard with the quality of solutions and CPU times. For the test, we use a case study 
from the Nissan’s plant in Barcelona, which consists of an assembly line of nine types 
of engines that are grouped into three families (SUVs, vans and trucks). In the said 
line there are 42 operators when the cycle time is around three minutes. 

Similar to [31] the features of the study case are: 

 Number of workstations: 21m  . 
 Number of products types: 9n . 
 Cycle time: sc 175 , and time window: Kkslk 195  
 Number of homogeneous processors (with 2 operators): Kkbk 1  
 Processing times KkIip ki  , ,  by product and workstation. They are be-

tween 89 and 185 seconds at normal activity (see [17]: Table 5). 
 Number of demand plans (set  ): 23 )23,.,1(  . All of them with the same 

daily demand (see [17]: Table 6, Block I, NISSAN-9ENG). 
 Daily demand: 23,.,1  units 270  DT .  
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On the other hand, the features of the procedures are: 

 MILP-pmr: Mixed Integer Linear Program M_4U3_pmr proposed by [13]: Imple-
mentation of the model on Gurobi solver, v4.5.0, and running on an iMac (Intel 
Core i7 2.93 GHz, 8 GB de RAM). Maximum CPU time for each demand plan 
(  ) equal to 7200 s. (23 solver’s executions). The model incorporates produc-
tion mix preservation and free interruption of operations. Average CPU time for 
each demand plan (  ) equal to 6605 s. 

 BDP-2/1: Bounded Dynamic Programming Algorithm (BDP) assisted by Linear 
Programming (LP): The code is compiled and run on iMac computer (Intel Core 2 
Duo 2.33 GHz, 3 GB de RAM). Maximum number of transitions from each vertex, 
equal to the number of products types 9n . Four windows widths, H


 = 

(1,36,81,126), for the 23 demand plans (92 algorithm’s executions). Initial solu-
tion, 0Z , for zH  )4,3,2( z  equal to the best solution obtained with 1zH , except 
for 11 H , where 0Z . Algorithm with pseudo-dominance rules PSD_1 
(formula 18). Algorithm with production mix preservation and with free interrup-
tion of operations assisted by Linear Programming. Average CPU time for each 
demand plan (  ) equal to 2946.1 s. 

 BDP-2/2: Bounded Dynamic Programming Algorithm (BDP) assisted by Linear 
Programming (LP): The code is compiled and run on iMac computer (Intel Core 2 
Duo 2.33 GHz, 3 GB de RAM). Maximum number of transitions from each vertex, 
equal to the number of products types 9n  . Four windows widths, H


 = 

(1,36,81,126), for the 23 demand plans (92 algorithm’s executions). Initial solu-
tion, 0Z  , for zH   )4,3,2,1( z  equal to the best solution obtained with 1zH , ex-
cept for 11 H , where 0Z . Algorithm with pseudo-dominance rules 
PSD_2 (formula 19). Algorithm with production mix preservation and with free in-
terruption of operations assisted by Linear Programming. Average CPU time for 
each demand plan (  ) equal to 2080.5 s. 

Table 2 shows results about CPU times for MILP-pmr procedures and BDP-2/1 
and BDP-2/2 algorithm’s executions. 

Table 2. CPU times for the case study of the Block I · NISSAN-9ENG (powertrain plant).  

CPU (seconds) MILP-pmr 
BDP-2/1 (PSD_1) 

H=1 H=36 H=81 H=126 
CPU min 149.4 0.1 427.6 717.9 883.0 
CPU max 7200.0 35.0 526.2 1119.9 1701.1 
Average 6605.1 3.2 484.5 992.9 1465.5 

CPU (seconds) MILP-pmr 
BDP-2/2 (PSD_2) 

H=1 H=36 H=81 H=126 
CPU min 149.4 0.1 369.0 524.1 535.0 
CPU max 7200.0 35.9 509.8 972.2 1134.2 
Average 6605.1 3.2 450.1 772.4 854.8 

Regarding CPU times (see Table 2), BDP-2/1 and BDP-2/2 using a window width 
of H =126 (the largest used in this experiment) improved the CPU times required 
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compared with that required by MILP-pmr (Gurobi solver) by 4.5 and 7.7 times, on 
average. 

Table 3 presents the best values for W and )(XQ  of the 23 instances for the 
problem reached by MILP-pmr and the BDP-2/1 and BDP-2/2 procedures for the four 
window widths ( H =1,36,81,126). Moreover a relative deviation is used to calculate 
the relative gain of BDP-2 over MILP-pmr, that is the (·)rg : 

       
  


MILP

BDPMILP

Sf

SfSf
frg

ˆ

ˆˆ
, 2

   XWf Q , ;   (47)

Where )(ˆ MILPS  is the best solution found for the instance   using MILP-pmr 
and )(ˆ

2 BDPS  is the best solution found for the instance   using the BDP-2 pro-
cedure, for each of its two variants (BDP-2/1 and 2/2). 

Table 3. For each demand plan  : work overload ( MILPW , 2BDPW ) and  non-regularity of 

production ( MILPQ , , 2,BDPQ ) according procedure MILP-pmr or BDP-2, relative gain 

),( frg  of BDP-2 over MILP-pmr, and winner procedure. 

  MILPW  2BDPW  ),( Wrg  Winner  MILPQ ,  2,BDPQ  ),( Qrg   

1 186 166 0.11 BDP-2 400.0 400.0 0.00  
2 383 318 0.17 BDP-2 423.5 327.9 0.23  
3 423 444 -0.05 MILP 408.5 340.7 0.17  
4 307 305 0.01 BDP-2 421.3 333.6 0.21  
5 661 633 0.04  BDP-2 394.7 352.1 0.11  
6 478 428 0.10  BDP-2 420.0 324.3 0.23  
7 731 740 -0.01 MILP 396.0 388.1 0.02  
8 160 112 0.30  BDP-2 448.1 347.6 0.22  
9 751 739 0.02  BDP-2 411.2 360.7 0.12  
10 1208 1209 0.00 MILP 381.1 330.8 0.13  
11 122 92 0.25  BDP-2 447.3 384.1 0.14  
12 287 293 -0.02 MILP 410.2 385.5 0.06  
13 336 277 0.18  BDP-2 436.4 334.5 0.23  
14 423 381 0.10  BDP-2 414.9 353.9 0.15  
15 442 422 0.05  BDP-2 445.2 378.1 0.15  
16 251 216 0.14  BDP-2 404.9 340.0 0.16  
17 488 466 0.05  BDP-2 415.3 370.2 0.11  
18 619 610 0.01  BDP-2 419.6 336.3 0.20  
19 945 949 0.00 MILP 412.3 336.7 0.18  
20 150 129 0.14  BDP-2 393.6 342.6 0.13  
21 561 565 -0.01 MILP 404.2 354.8 0.12  
22 984 991 -0.01 MILP 395.8 317.7 0.20  
23 121 111 0.08  BDP-2 385.6 309.2 0.20  

Aver.    0.07    0.15 
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The highlighted results are the following: 

 MILP-pmr confirmed as optimal solutions corresponding to demand plans #10 and 
#19, while BDP-2 has not been able to guarantee optimal solutions. 

 BDP-2 is the winner procedure for W with 16 best solutions of 23 instances 

 BDP-2 is the winner procedure for )(XQ  with 22 best solutions of 23 instances 
(the procedures are tied for demand plan #1). 

 On average, BDP-2 enhances the best solutions for W  and )(XQ , which were 
obtained with MILP-pmr. The values for the improvements for W and )(XQ , ob-
tained using BDP-2 were 7.1% and 15.1%, respectively. 

 On average, BDP-2 and MILP-pmr used 5026.6 and 6605.1s., respectively, to vali-
date the best solutions for each demand plan  . 

 Observing the results of this computational experiment, we can conclude that BDP-
2 is more competitive, on average, than MILP-pmr procedure. 

6 Conclusions 

We have proposed a hybrid procedure based on the BDP, the BDP-2 (two versions), 
for the MMSP-W problem that minimizes the total work overload or maximizes the 
total completed work and considers serial workstations, parallel processors, free inter-
ruption of the operations and restrictions to preserve the production mix in the manu-
facturing sequence. 

The proposed procedure use global bounds based on Linear Programming (LP). A 
Linear Program that minimizes the work overload given a subsequence of operations 
at any instant has been formulated. In addition, the proposed procedure incorporates 
pseudo-dominances between partial solutions to limit the search space. These pseudo-
dominances consider the preservation of the production mix in the partial solutions. 
From both versions of these pseudo-dominances, PSD_1 and PSD_2, we proposed 
two versions of the BDP-2 procedure (BDP-2/1 and BDP-2/2). 

We performed a computational experiment corresponded to a case study of a Nis-
san powertrain plant in Barcelona. 23 instances corresponding to different demand 
plans, one production day and two shifts were considered. Both BDP-2 procedures 
were competitive in terms of CPU times and in terms of the results for and compared 
with MILP-pmr [13], because we always found an improvement, on average, for all 
indicators; however, MILP-pmr confirmed as optimal solutions for two demand plans, 
while BDP-2 has not been able to guarantee optimal solutions. 

BDP-2 procedure is the winner in number of best solutions for both work overload 
values as preservation of the production mix. BDP-2 enhances the best solutions for 
work overload and production mix preservation, which were obtained with MILP-
pmr; the values of these improvements are 7.1% a and 15.1%, respectively. Besides, 
BDP-2 reduced by 23.9% the average CPU time used by MILP-pmr. 
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At the present time, BDP-2 is the state of art procedure to solve the Mixed-Model 
Sequencing Problem with work overload minimization, production mix preservation 
and free interruption of the operations. 
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