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Hongxing Wang, Chong Cui, Xiaoji Liu∗

School of Mathematics and Physics, Guangxi Minzu University, Nanning 530006, China

Abstract

In this paper, we introduce the dual r-rank decomposition of dual matrix, get its existence

conditions and equivalent forms of the decomposition. Then we derive some characteriza-

tions of dual Moore-Penrose generalized inverse(DMPGI). Based on DMPGI, we introduce

one special dual matrix(dual EP matrix). By applying the dual r-rank decomposition, we

derive several characterizations of dual EP matrix, dual idempotent matrix, dual gener-

alized inverses, and relationships among dual Penrose equations.
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1. Introduction

Clifford firstly proposed the dual number [4] in 1873, then Study [12] gave its specific

form. Subsequently, the dual algebra has developed rapidly and been widely applied

to dynamic analysis of spatial mechanisms, sensor calibration, robotics and other fields

(see [6, 9, 13, 17]). In recent years, some researches of dual matrix, dual generalized5

inverse, dual equation and their applications have further promoted the development of

dual algebra theory and its applications (see [1, 3, 5, 6, 7, 10]).

In this paper, we adopt the following notations: Rm×n stands for the set of all m× n

real matrices; rk(A) for the rank of A; QS
A,B for ATB +BTA. Let the dual number be â

and have the following form:

â = a+ ǫa◦
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in which a and a◦ are real numbers, and ǫ is the dual unit subjected to the rules

ǫ 6= 0, 0ǫ = ǫ0 = 0, 1ǫ = ǫ1 = ǫ and ǫ2 = 0.

If a matrix has the form of A0 + ǫA1 and Ai ∈ Rm×n(i = 0, 1), it can be called the dual

matrix and denoted as Â. Furthermore, denote the set of all m×n dual matrices as Dm×n.

The dual Moore-Penrose generalized inverse(DMPGI for short) of Â is the unique dual

matrix X̂, which satisfies the following four dual Penrose equations [10]:
(
1̂
)

ÂX̂Â = Â,
(
2̂
)

X̂ÂX̂ = Â,
(
3̂
) (

ÂX̂
)T

= ÂX̂,
(
4̂
) (

X̂Â
)T

= X̂Â, (1.1)

and the unique dual matrix X̂ is denoted by X̂ = Â†. Especially, the DMPGI has

expanded the application range of the generalized inverse theory. It is worth noting that,

unlike real matrix, dual matrix may not have DMPGI. When A1 = 0, Â = A0 is a

real matrix, then the Moore-Penrose generalized inverse of A0 is the unique matrix X

satisfying the following four Penrose equations:

(1) A0XA0 = A0, (2) XA0X = X, (3) (A0X)T = A0X, (4) (XA0)
T = XA0

and the unique matrix X is denoted by X = A
†
0. Let A0{i, ..., k} denote the set of10

solutions which satisfy equations (i), ..., (k) from the above four Penrose equations (1)-

(4). Therefore X can be called {i, ..., k}-inverse of A0, and denoted by A
(i,...,k)
0 (see [2]). It

is well known that a variety of generalized inverses, such as Drazin inverse, group inverse,

core inverse and core-EP inverse, have been established successively. The achievements of

generalized inverse theory have been greatly enriched, and the scope of their applications15

has been expanded to physics, statistics, etc. For more information about generalized

inverse theory and its applications, please refer to [2, 11, 16].

Full-rank decomposition is one of the basic decompositions in matrix theory. It has the

following definitions [2, 18]: Let A ∈ Rm×n and rk(A) = r, then there exist full column

rank matrix F ∈ Rm×r and full row rank matrix G ∈ Rr×n such that A = FG. Not only

does full rank decomposition play an important role in solving generalized inverse matrix,

but also has a wide range of applications in many fields such as mathematical statistics,

systems theory, optimization and cybernetics. For example, the full rank decomposition

can be used to represent the {i, ..., k}-inverse of matrix A [2]: Let A ∈ Rm×n, rk(A) = r,

and its full rank decomposition is A = FG, in which rk(F ) = rk(G) = r, then

A† = G†F †, G† = GT
(
GGT

)−1
, F † =

(
FTF

)−1
FT , (1.2)

G(i)F (1) ∈ A{i}, i = 1, 2, 4 and G(1)F (j) ∈ A{j}, j = 1, 2, 3. (1.3)
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For more details, please refer to literatures [2, 11].

In this paper, we extend the full rank decomposition from real matrix to dual matrix,

introduce the dual r-rank decomposition, get some equivalent characterizations of the20

existence of dual r-rank decomposition, and give a method of calculating dual r-rank

decomposition. By applying the decomposition, we get characterizations of DMPGI and

relationships among dual Penrose equations. Furthermore, we give a method of calculating

DMPGI and some examples. In addition, we consider two special dual matrices: dual EP

matrix and dual idempotent matrix. We give the definition of dual EP matrix, and25

get characterizations and dual r-rank decompositions of both dual EP matrix and dual

idempotent matrix. At last, by applying the dual r-rank decomposition and definitions

of these special dual matrix, we get characterizations of both DMPGIs of dual EP matrix

and dual idempotent matrix.

2. Preliminaries30

This section provides several results that will be used in the following sections.

LEMMA 2.1 ([15]). Let Â ∈ Dm×n and Â = A0 + ǫA1. Then the DMPGI of Â exists if

and only if
(
Im −A0A

†
0

)
A1

(
In −A

†
0A0

)
= 0. (2.1)

Furthermore,

Â† = A
†
0 − ε

(
A

†
0A1A

†
0 −

(
AT

0 A0

)†
AT

1

(
Im −A0A

†
0

)

−
(
In −A

†
0A0

)
AT

1

(
A0A

T
0

)†)
. (2.2)

LEMMA 2.2 ([14]). Let Â1 ∈ Dm×r, Â2 ∈ Dr×n, Â1 = A2 + ǫA3, Â2 = A4 + ǫA5,

rk(A2) = r and rk(A4) = r. Then

Â1

†
=
(
Â1

T
Â1

)−1

Â1

T
(2.3)

=
(
AT

2 A2

)−1
AT

2 + ǫ
((

AT
2 A2

)−1
AT

3 −
(
AT

2 A2

)−1
QS

A2,A3

(
AT

2 A2

)−1
AT

2

)
(2.4)

and

Â2

†
= Â2

T
(
Â2Â2

T
)−1

(2.5)

= AT
4

(
A4A

T
4

)−1
+ ǫ
(
AT

5

(
A4A

T
4

)−1
−AT

4

(
A4A

T
4

)−1
QS

AT

4
,AT

5

(
A4A

T
4

)−1
)
, (2.6)

where QS
A2,A3

= AT
2 A3 +AT

3 A2 and QS
AT

4
,AT

5

= A4A
T
5 +A5A

T
4 .
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LEMMA 2.3 ([8]). Let A ∈ Rm×p, B ∈ Rq×n and C ∈ Rm×n. Then the matrix equation

AX + Y B = C (2.7)

is consistent if and only if

(
Im −AA†

)
C
(
In −B†B

)
= 0. (2.8)

then the solution of this equation is

{
X = A†C + UB +

(
Ip −A†A

)
V, (2.9a)

Y =
(
Im −AA†

)
CB† −AU +W

(
Iq −BB†

)
, (2.9b)

where U ∈ Rp×q, V ∈ Rp×n and W ∈ Rm×q are arbitrary.

3. Dual r-rank Decomposition

In this section we extend the full rank decomposition of real matrix to dual matrix.35

We also give the definitions of r-row full rank dual matrix, r-column full rank dual matrix,

and dual r-rank decomposition. Furthermore, we give characterizations of the existence

of the dual r-rank decomposition, a method of calculating the decomposition, and two

examples.

DEFINITION 3.1. Let Â1 ∈ Dm×r, Â2 ∈ Dr×n, Â1 = A2 + ǫA3 and Â2 = A4 + ǫA5. If40

the real part matrix A2 of Â1 is a column full rank matrix, then we call Â1 r-column full

rank dual matrix; if the real part matrix A4 of Â2 is a row full rank matrix, then we call

Â2 r-row full rank dual matrix.

DEFINITION 3.2. (Dual r-rank Decomposition) Let Â ∈ Dm×n, Â = A0 + ǫA1,

rk(A0) = r, and A0 = A2A4 be a full rank decomposition of A0. If there exist an r-column

full rank dual matrix Â1 = A2 + ǫA3 and an r-row full rank dual matrix Â2 = A4 + ǫA5,

such that

Â = Â1Â2,

which we call a dual r-rank decomposition of Â.

From Definition 3.2, the following results can be inferred.45
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THEOREM 3.1. Let Â ∈ Dm×n, Â = A0 + ǫA1, rk(A0) = r, and A0 = A2A4 be a full

rank decomposition of A0. Then the dual r-rank decomposition of Â exists if and only if

(
Im −A2A

†
2

)
A1

(
In −A

†
4A4

)
= 0. (3.1)

Furthermore, if Â has a dual r-rank decomposition Â = Â1Â2, in which Â1 = A2 + ǫA3

and Â2 = A4 + ǫA5, then




A3 =

(
Im −A2A

†
2

)
A1A

†
4 −A2P,

A5 = A
†
2A1 + PA4,

(3.2)

for arbitrary P ∈ Rr×r.

Proof. ” ⇒ ”: Suppose the dual r-rank decomposition of the dual matrix Â exists. Let

Â = Â1Â2 be a dual r-rank decomposition of Â, where

Â1 = A2 + ǫY and Â2 = A4 + ǫX.

Then A0 + ǫA1 = (A2 + ǫY )(A4 + ǫX). By expanding this equation, we have

A2X + Y A4 = A1. (3.3)

By applying Lemma 2.3 to the equation(3.3), we get (3.1).

” ⇐ ”: Let A0 = A2A4 be a full rank decomposition of A0. Because (3.1) holds, by

applying Lemma 2.3, we get that the equation A2X + Y A4 = A1 is consistent, and the

solution to this equation is




X = A

†
2A1 + PA4,

Y =
(
Im −A2A

†
2

)
A1A

†
4 −A2P,

(3.4)

for arbitrary P ∈ Rr×r. Let Â1 = A2 + ǫY and Â2 = A4 + ǫX . Then Â1 = A2 + ǫY is an

r-column full rank dual matrix; Â2 = A4 + ǫX is an r-row full rank dual matrix;

Â1Â2 = (A2 + ǫY )(A4 + ǫX) = A2A4 + ǫ(A2X + Y A4) = A0 + ǫA1 = Â.

Therefore, the dual r-rank decomposition of Â exists.

In summary, the dual r-rank decomposition of Â exists if and only if the equation (3.1)

is consistent. Furthermore, by applying (3.4), we get (3.2).50
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Based on Theorem 3.1, the detailed calculation process of dual r-rank decomposition

is given as follows, and corresponding examples are also given to verify this process.

(1). Input matrix A0 and A1, and the form of dual matrix Â is Â = A0 + ǫA1, Ai ∈

Rm×n, rk(A0) = r;

(2). Perform full rank decomposition on A0: A0 = A2A4, in which A2 is a column55

full rank matrix and A4 is a row full rank matrix;

(3). Calculate the Moore-Penrose inverses of A2 and A4: A
†
2 and A

†
4;

(4). Check whether the matrix equation A2X + Y A4 = A1 is consistent:
(
Im −A2A

†
2

)
A1

(
In −A

†
4A4

)
= 0.

If the matrix equation holds, then proceed to step (5);

(5). Calculate the solution to matrix equation A2X + Y A4 = A1:



X = A

†
2A1 + PA4,

Y =
(
Im −A2A

†
2

)
A1A

†
4 −A2P,

where P is arbitrary;

(6). Get one dual r-rank decomposition of the dual matrix Â: Â = Â1Â2 = (A2 +60

ǫA3)(A4 + ǫA5).

EXAMPLE 3.1. Let

Â = A0 + ǫA1 =

[
1 0

0 0

]
+ ǫ

[
1 1

1 1

]
.

By performing full rank decomposition of A0 = A2A4 where

A2 =

[
1

0

]
and A4 =

[
1 0

]
,

we have

A
†
2 =

[
1 0

]
and A

†
4 =

[
1

0

]
,

and by calculating
(
I2 −A2A

†
2

)
A1

(
I2 −A

†
4A4

)
, we can get

(
I2 −A2A

†
2

)
A1

(
I2 − A

†
4A4

)
=

([
1 0

0 1

]
−

[
1

0

] [
1 0

])[1 1

1 1

]([
1 0

0 1

]
−

[
1

0

] [
1 0

])

=

[
0 0

0 1

]
6= 0.
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By applying Theorem 3.1, we know that Â does not have the dual r-rank decomposition.

EXAMPLE 3.2. Calculate the dual r-rank decomposition of

Â = A0 + ǫA1 =




1 2 1

2 1 1

3 3 2


+ ǫ




1 4 7

2 5 8

3 6 14


 .

The rank of matrix A0 is rk(A0) = 2. By performing full rank decomposition of

A0 = A2A4 where

A2 =




1 2

2 1

3 3


 and A4 =

[
1 0 1

3

0 1 1
3

]
,

we have

A
†
2 =

[
− 4

9
5
9

1
9

5
9 − 4

9
1
9

]
and A

†
4 =




10
11 − 1

11

− 1
11

10
11

3
11

3
11


 .

It is easy to check that
(
I3 −A2A

†
2

)
A1

(
I3 − A

†
4A4

)
= 0. Therefore, the matrix equation

(3.3) is consistent. Let

P =

[
1
2

1
2

−1 1
2

]
.

Then the solution to (3.3) is




X = A
†
2A1 + PA4 =

[
3
2

13
6

29
9

−1 7
6

31
18

]
,

Y =
(
I3 −A2A

†
2

)
A1A

†
4 −A2P =




1
2 − 1

2

0 − 1
2

3
2 −4


 ,

Let X = A5 and Y = A3, then we can get




Â1 = A2 + ǫA3 =




1 2

2 1

3 3


+ ǫ




1
2 − 1

2

0 − 1
2

3
2 −4


 ,

Â2 = A4 + ǫA5 =

[
1 0 1

3

0 1 1
3

]
+ ǫ

[
3
2

13
6

29
9

−1 7
6

31
18

]
.
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Next we verify that Â = Â1Â2 is a dual r-rank decomposition of Â. Multiplying Â1 by Â2

gives

Â1Â2 = (A2 + ǫA3)(A4 + ǫA5) = A2A4 + ǫA2A5 + ǫA3A4 = A0 + ǫA1

=




1 2 1

2 1 1

3 3 2


+ ǫ




1 4 7

2 5 8

3 6 14


 .

Hence, Â = Â1Â2 is a dual r-rank decomposition of Â.

REMARK 3.1. Since the full rank decomposition of the real part matrix A0 of Â is not

unique, the solutions X and Y to the matrix equation(3.3) are not unique. Let P is a

zero matrix. By applying Theorem 3.1, it is obvious that A2 + ǫ
(
Im −A2A

†
2

)
A1A

†
4 is an

r-column full rank dual matrix; A4 + ǫA
†
2A1 is an r-row full rank dual matrix;

Â =
(
A2 + ǫ

(
Im −A2A

†
2

)
A1A

†
4

)(
A4 + ǫA

†
2A1

)
. (3.5)

Therefore, (3.5) is one dual r-rank decomposition of Â.

4. Applications of Dual r-rank Decomposition65

In this section, we apply dual r-rank decomposition to studying several related prob-

lems, including characterization and calculation of DMPGI, special dual matrices and

their properties, and dual Penrose equations.

4.1. Dual Moore-Penrose Generalized Inverse

Let A0 ∈ Rm×n, rk(A0) = r, and A0 = A2A4 be a full rank decomposition of A0. It

is well known that

A0A
†
0 = A2A

†
2 and A

†
0A0 = A

†
4A4. (4.1)

By using (4.1), we can get the following Theorems.70

THEOREM 4.1. Let Â ∈ Dm×n, Â = A0 + ǫA1 and rk(A0) = r. Then the following

conditions are equivalent:

(a). the dual r-rank decomposition of Â exists;

(b).
(
Im −A0A

†
0

)
A1

(
In −A

†
0A0

)
= 0;

(c). the DMPGI of Â exists.75
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Proof. (a)⇒(b): If the dual r-rank decomposition of Â exists, according to Theorem 3.1,

we can get (3.1). It follows from (4.1) that
(
Im −A0A

†
0

)
A1

(
In −A

†
0A0

)
= 0 holds.

(b)⇐(a): When
(
Im −A0A

†
0

)
A1

(
In −A

†
0A0

)
= 0 holds, by applying (4.1) we get

(
Im −A2A

†
2

)
A1

(
In −A

†
4A4

)
= 0. It follows from Theorem 3.1, that the dual r-rank

decomposition of Â exists.80

Since DMPGI of Â exists if and only if
(
Im −A0A

†
0

)
A1

(
In −A

†
0A0

)
= 0, then

(b)⇔(c).

THEOREM 4.2. Let Â ∈ Dm×n, Â = A0+ǫA1, rk(A0) = r, the dual r-rank decomposition

of Â exist, and the dual r-rank decomposition of Â be Â = Â1Â2. Then

Â† = Â2

†
Â1

†
(4.2)

= Â2

T
(
Â2Â2

T
)−1 (

Â1

T
Â1

)−1

Â1

T
. (4.3)

Proof. Since the dual r-rank decomposition of Â exists, from Theorem 4.1, we see that

the DMPGI of Â exists. Let Â = Â1Â2 be a dual r-rank decomposition of Â, and denote

X̂ = Â2

T
(
Â2Â2

T
)−1 (

Â1

T
Â1

)−1

Â1

T
.

We verify that X̂ satisfies the four dual Penrose equations(1.1):

(1) ÂX̂Â = Â1Â2Â2

T
(
Â2Â2

T
)−1 (

Â1

T
Â1

)−1

Â1

T
Â1Â2 = Â;

(2) X̂ÂX̂ = Â2

T
(
Â2Â2

T
)−1 (

Â1

T
Â1

)−1

Â1

T
Â1Â2Â2

T
(
Â2Â2

T
)−1 (

Â1

T
Â1

)−1

Â1

T
= X̂;

(3)
(
ÂX̂

)T
=

(
Â1Â2Â2

T
(
Â2Â2

T
)−1 (

Â1

T
Â1

)−1

Â1

T
)T

= Â1

(
Â1

T
Â1

)−1

Â1

T
= ÂX̂;

(4)
(
X̂Â

)T
=

(
Â2

T
(
Â2Â2

T
)−1 (

Â1

T
Â1

)−1

Â1

T
Â1Â2

)T

= Â2

T
(
Â2Â2

T
)−1

Â2 = X̂Â.

Since Â† satisfying the four equations is unique, then X̂ = Â†.

Furthermore, according to Lemma 2.2, we see Â1

†
=
(
Â1

T
Â1

)−1

Â1

T
and Â2

†
=

Â2

T
(
Â2Â2

T
)−1

. So, Â† can be further expressed as Â† = Â2

†
Â1

†
, that is, (4.2).85

THEOREM 4.3. Let Â ∈ Dm×n, Â = A0 + ǫA1 and rk(A0) = r. Let A0 = A2A4 be a

full rank decomposition of A0. Let Â = Â1Â2 be a dual r-rank decomposition of Â where

9



Â1 = A2 + ǫA3 and Â2 = A4 + ǫA5. Then the DMPGI of Â exists, and

Â† = A
†
4A

†
2 + ǫ

(
A

†
4

(
AT

2 A2

)−1
(
AT

3 −QS
A2,A3

A
†
2

)

+
(
AT

5 −A
†
4Q

S
AT

4
,AT

5

) (
A4A

T
4

)−1
A

†
2

)
, (4.4)

where QS
AT

4
,AT

5

= A4A
T
5 +A5A

T
4 and QS

A2,A3
= AT

2 A3 +AT
3 A2.

Proof. According to Lemma 2.2, by substituting (2.4) and (2.6) into (4.2), we can get

Â† =
(
AT

4

(
A4A

T
4

)−1
+ ǫ
(
AT

5

(
A4A

T
4

)−1
−AT

4

(
A4A

T
4

)−1
QS

AT

4
,AT

5

(
A4A

T
4

)−1
))

((
AT

2 A2

)−1
AT

2 + ǫ
((

AT
2 A2

)−1
AT

3 −
(
AT

2 A2

)−1
QS

A2,A3

(
AT

2 A2

)−1
AT

2

))
.

Furthermore, from A
†
4 = AT

4

(
A4A

T
4

)−1
and A

†
2 =

(
AT

2 A2

)−1
AT

2 , we can get the formula

for DMPGI Â† as shown in (4.4).

Based on Theorem 4.3, the detailed calculation process of DMPGI is given below, and

one corresponding example is also given to verify.90

(1). Input matrix A0, A1, and the form of the dual matrix Â is Â = A0 + ǫA1, Ai ∈

Rm×n, rk(A0) = r;

(2). According to the method of calculating dual r-rank decomposition, we get Â =

Â1Â2 where Â1 = A2 + ǫA3 is an r-column full rank dual matrix and Â2 = A4 + ǫA5 is

an r-row full rank dual matrix;95

(3). Calculate A
†
4, A

†
2 and A

†
4A

†
2;

(4). Calculate A
†
4

(
AT

2 A2

)−1
(
AT

3 −QS
A2,A3

A
†
2

)
+
(
AT

5 −A
†
4Q

S
AT

4
,AT

5

) (
A4A

T
4

)−1
A

†
2;

(5). Get the DMPGI Â† of Â.

EXAMPLE 4.1. Let Â, A2, A3, A4 and A5 be as given in Example 3.2. By applying (4.4),

we can get the following result:100

X̂ = A
†
4A

†
2 + ǫ

(
A

†
4

(
AT

2 A2

)−1
(
AT

3 −QS
A2,A3

A
†
2

)
+
(
AT

5 −A
†
4Q

S
AT

4
,AT

5

) (
A4A

T
4

)−1
A

†
2

)

=

[
1 0 1

3

0 1 1

3

]T



[
1 0 1

3

0 1 1

3

][
1 0 1

3

0 1 1

3

]T



−1









1 2

2 1

3 3





T 



1 2

2 1

3 3









−1 



1 2

2 1

3 3





T

+ ǫ






[
1 0 1

3

0 1 1

3

]T



[
1 0 1

3

0 1 1

3

][
1 0 1

3

0 1 1

3

]T



−1









1 2

2 1

3 3





T 



1 2

2 1

3 3









−1 



1

2
−

1

2

0 −
1

2

3

2
−4





T

−

[
1 0 1

3

0 1 1

3

]T



[
1 0 1

3

0 1 1

3

][
1 0 1

3

0 1 1

3

]T



−1









1 2

2 1

3 3





T 



1

2
−

1

2

0 −
1

2

3

2
−4



+





1

2
−

1

2

0 −
1

2

3

2
−4





T 



1 2

2 1

3 3
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×









1 2

2 1

3 3





T 



1 2

2 1

3 3









−1 



1 2

2 1

3 3





T

+

[
3

2

13

6

29

9

−1 7

6

31

18

]T



[
1 0 1

3

0 1 1

3

][
1 0 1

3

0 1 1

3

]T



−1

105

×









1 2

2 1

3 3





T 



1 2

2 1

3 3









−1 



1 2

2 1

3 3





T

+

[
1 0 1

3

0 1 1

3

]T



[
1 0 1

3

0 1 1

3

][
1 0 1

3

0 1 1

3

]T



−1

×




[
1 0 1

3

0 1 1

3

][
3

2

13

6

29

9

−1 7

6

31

18

]T

+

[
3

2

13

6

29

9

−1 7

6

31

18

][
1 0 1

3

0 1 1

3

]T




×




[
1 0 1

3

0 1 1

3

][
1 0 1

3

0 1 1

3

]T



−1









1 2

2 1

3 3





T 



1 2

2 1

3 3









−1 



1 2

2 1

3 3





T





=





−
5

11

6

11

1

11

6

11
−

5

11

1

11

1

33

1

33

2

33



+ ǫ





−
31

33
−

16

33

1

33

2

11

7

11
−

8

11

−
25

99

38

99

10

99



 .

Furthermore, we prove that X̂ satisfies the following four Penrose equations::110

(1). ÂX̂Â =





1 2 1

2 1 1

3 3 2



+ ǫ





1 4 7

2 5 8

3 6 14



 = Â;

(2). X̂ÂX̂ =





−
5

11

6

11

1

11

6

11
−

5

11

1

11

1

33

1

33

2

33



+ ǫ





−
31

33
−

16

33

1

33

2

11

7

11
−

8

11

−
25

99

38

99

10

99



 = X̂;

(3).
(
ÂX̂

)
T

=









2

3
−

1

3

1

3

−
1

3

2

3

1

3

1

3

1

3

2

3



+ ǫ





10

9

1

9
−

4

9

1

9
−

8

9

5

9

−
4

9

5

9
−

2

9









T

= ÂX̂;

(4).
(
X̂Â

)
T

=









10

11
−

1

11

3

11

−
1

11

10

11

3

11

3

11

3

11

2

11



+ ǫ





−
10

11
−

9

11

12

11

−
9

11
−

8

11

9

11

12

11

9

11

18

11









T

= X̂Â.

Therefore, Â† = X̂ =




− 5
11

6
11

1
11

6
11 − 5

11
1
11

1
33

1
33

2
33


+ ǫ




− 31
33 − 16

33
1
33

2
11

7
11 − 8

11

− 25
99

38
99

10
99


.115

4.2. Dual Idempotent Matrix

In [14], Udwadia discussed several types of special dual idempotent matrices, such as

ÂÂ†, Â†Â, Im − ÂÂ† and In − Â†Â. In this subsection, we give some characterizations

of dual idempotent matrix and its DMPGI by applying the dual r-rank decomposition.

DEFINITION 4.1 ([14]). Let Â ∈ Dn×n, Â = A0 + ǫA1 and rk(A0) = r. If Â satisfies120

Â2 = Â, then Â is called dual idempotent matrix.
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THEOREM 4.4. Let Â ∈ Dn×n, Â = A0 + ǫA1 and rk(A0) = r. Then Â is a dual

idempotent matrix if and only if

A0 = A2
0 and A1 = A0A1 + A1A0. (4.5)

Proof. ” ⇒ ”: If Â = A0 + ǫA1 is a dual idempotent matrix, then we have Â2 = Â and

A2
0 + ǫ (A0A1 +A1A0) = A0 + ǫA1. Therefore (4.5) is established.

” ⇐ ”: Since Â = A0 + ǫA1, it is obvious that Â
2 = A2

0 + ǫ (A0A1 +A1A0). It follows

from (4.5) that Â2 = A0 + ǫA1 = Â. Therefore, according to Definition 4.1, we see that125

Â is a dual idempotent matrix.

COROLLARY 4.5. Let Â ∈ Dn×n, Â = A0+ǫA1 and rk(A0) = r. If Â is a dual idempotent

matrix, and the real part matrix A0 is invertible, then Â = In.

Proof. According to the Theorem 4.4, if Â is a dual idempotent matrix, then the equation

(4.5) holds. If the real matrix A0 is invertible, we can get A0 = In. Since A0 = In and130

A1 = A0A1 +A1A0, it is easy to check that A1 = 0. Hence, Â = In.

THEOREM 4.6. Let Â ∈ Dn×n, Â = A0 + ǫA1 and rk(A0) = r. Let A0 = A2A4 be a full

rank decomposition of A0. Then the dual r-rank decomposition of Â exists, and

Â = (A2 + ǫA1A2) (A4 + ǫA4A1) (4.6)

which is a dual r-rank decomposition of Â.

Proof. Let Â be a dual idempotent matrix, then the equation (4.5) holds. Let A0 = A2A4

be a full rank decomposition of A0, where A2 is a column full rank matrix, and A4 is a

row full rank matrix. Write X̂ = A2 + ǫA1A2 and Ŷ = A4 + ǫA4A1. It is obvious that X̂

is an r-column full rank dual matrix and Ŷ is an r-row full rank dual matrix. It follows

from (4.5) that

X̂Ŷ = (A2 + ǫA1A2) (A4 + ǫA4A1) = A2A4 + ǫ (A2A4A1 + ǫA1A2A4)

= A0 + ǫ (A0A1 +A1A0) = A0 + ǫA1.

Therefore, the dual r-rank decomposition of Â exists and Â = (A2 + ǫA1A2) (A4 + ǫA4A1)

is a dual r-rank decomposition of Â.

THEOREM 4.7. Let Â = A0 + ǫA1 ∈ Dn×n be a dual idempotent matrix. Then

Â† = A
†
0 + ǫ

(
A

†
0A

T
1 +AT

1 A
†
0 −A

†
0

(
A1 +AT

1

)
A0A

†
0 −A

†
0A0

(
AT

1 +A1

)
A

†
0

)
. (4.7)
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Proof. If Â is a dual idempotent matrix, according to Theorem 4.6, the dual r-rank

decomposition of Â exists. Let A0 = A2A4 be a full rank decomposition of A0 and Â =

Â1Â2 be a dual r-rank decomposition of Â where Â1 = A2+ǫA1A2 and Â2 = A4+ǫA4A1.

Because Â1 is an r-column full rank dual matrix and Â2 is an r-row full rank dual matrix,

then




(
Â1

T
Â1

)−1

= (AT
2 A2)

−1 − ǫ

(
A

†
2(A

T
1 +A1)

(
A

†
2

)T)

(
Â2Â2

T
)−1

= (A4A
T
4 )

−1 − ǫ

((
A

†
4

)T
(AT

1 +A1)A
†
4

) .

By applying (2.3), (2.5), (4.1) and the above equations to (4.3)

Â† = A
†
0 + ǫ

(
A

†
0A

T
1 −A

†
0

(
A1A2 +AT

1 A2

)
A

†
2 +AT

1 A
†
0 −A

†
4

(
A4A

T
1 +A4A1

)
A

†
0

)

= A
†
0 + ǫ

(
A

†
0A

T
1 −A

†
0

(
A1 +AT

1

)
A2A

†
2 +AT

1 A
†
0 −A

†
4A4

(
AT

1 +A1

)
A

†
0

)

= A
†
0 + ǫ

(
A

†
0A

T
1 +AT

1 A
†
0 −A

†
0

(
A1 +AT

1

)
A0A

†
0 −A

†
0A0

(
AT

1 +A1

)
A

†
0

)
.

Therefore, we get (4.7).135

THEOREM 4.8. Let Â ∈ Dn×n, Â = A0 + ǫA1 and rk(A0) = r. Let Â = Â1Â2 be a dual

r-rank decomposition of Â. Then Â is a dual idempotent matrix if and only if Â2Â1 = Ir.

Proof. ” ⇒ ”: Let Â be a dual idempotent matrix, then the dual r-rank decomposition

of Â exists. Let A0 = A2A4 be a full rank decomposition of A0, and Â = Â1Â2 =

(A2 + ǫY )(A4 + ǫX) be a dual r-rank decomposition of Â. Since Â is a dual idempotent

matrix, by the first equation in (4.5), we see that A0 is an idempotent matrix, and

A4A2 = Ir. Therefore,

Â2Â1 = Ir + ǫZ. (4.8)

Because Â is a dual idempotent matrix, we have Â1Â2Â1Â2 = Â1Â2,

Â1Â2 = (A2 + ǫY )(A4 + ǫX) = A2A4 + ǫ(A2X + Y A4)

and

Â1Â2Â1Â2 = (A2 + ǫY )(Ir + ǫZ)(A4 + ǫX) = A2A4 + ǫ(A2X +A2ZA4 + Y A4).

Therefore, A2ZA4 = 0. Since A2 is a column full rank matrix and A4 is a row full rank

matrix, Z = 0. It follows from (4.8) that Â2Â1 = Ir.

” ⇐ ”: Let Â2Â1 = Ir. Then Â2 = Â1Â2Â1Â2 = Â1IrÂ2 = Â1Â2 = Â, that is, Â is a140

dual idempotent matrix.
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4.3. Dual EP Matrix

This subsection introduces one special dual matrix: dual EP matrix, and considers

characterizations, dual r-rank decomposition and DMPGI of the special matrix.

DEFINITION 4.2. Let Â ∈ Dn×n, and Â† exist. If

ÂÂ† = Â†Â, (4.9)

then Â is called a dual EP matrix.145

THEOREM 4.9. Let Â ∈ Dn×n, Â = A0 + ǫA1 and rk(A0) = r. Let Â = Â1Â2 be a dual

r-rank decomposition of Â. Then Â is a dual EP matrix if and only if

Â1Â1

†
= Â2

†
Â2. (4.10)

Proof. ” ⇒ ”: Since the dual r-rank decomposition of Â exists, the DMPGI of Â exists.

Let Â = Â1Â2 be the dual r-rank decomposition of Â, and Â be a dual EP matrix.

According to Definition 4.2, we can get the equation (4.9). Then by applying (4.3) to

(4.9), we get

Â1Â2Â2

T
(
Â2Â2

T
)−1 (

Â1

T
Â1

)−1

Â1

T
= Â2

T
(
Â2Â2

T
)−1 (

Â1

T
Â1

)−1

Â1

T
Â1Â2,

that is, Â1

(
Â1

T
Â1

)−1

Â1

T
= Â2

T
(
Â2Â2

T
)−1

Â2. It follows from (2.3) and (2.5) that

we obtain (4.10).

” ⇐ ”: Conversely, with the precondition that Â1 is an r-column full rank dual matrix

and Â2 is an r-row full rank dual matrix, if the equation (4.10) holds, according to Lemma

2.2, we have Â1

†
=
(
Â1

T
Â1

)−1

Â1

T
and Â2

†
= Â2

T
(
Â2Â2

T
)−1

. Then applying these

two equations to the equation (4.10), we get Â1

(
Â1

T
Â1

)−1

Â1

T
= Â2

T
(
Â2Â2

T
)−1

Â2.

Therefore,

Â1Â2Â2

T
(
Â2Â2

T
)−1 (

Â1

T
Â1

)−1

Â1

T
= Â2

T
(
Â2Â2

T
)−1 (

Â1

T
Â1

)−1

Â1

T
Â1Â2.

Hence, the equation (4.9) holds, that is, Â is a dual EP matrix.

THEOREM 4.10. Let Â ∈ Dn×n, Â = A0 + ǫA1, and the DMPGI of Â exist. Then Â is

a dual EP matrix if and only if




A0A
†
0 = A

†
0A0, (4.11a)

(
In −A

†
0A0

)
A1A

†
0 =

(
A

†
0A1

(
In −A

†
0A0

))T
. (4.11b)
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Proof. By applying (2.2) and Definition 4.2, we can get that Â is a dual EP matrix if and

only if

(A0 + ǫA1)
(
A

†
0 − ǫR

)
=
(
A

†
0 − ǫR

)
(A0 + ǫA1) , (4.12)

in which R = A
†
0A1A

†
0 −

(
AT

0 A0

)†
AT

1

(
In −A0A

†
0

)
−
(
In −A

†
0A0

)
AT

1

(
A0A

T
0

)†
.

” ⇒ ”: Let Â be a dual EP matrix. By applying (4.12), we see that

A0A
†
0 + ǫ

(
A1A

†
0 −A0R

)
= A

†
0A0 + ǫ

(
A

†
0A1 −RA0

)
. (4.13)

Therefore, we get (4.11a) and

A1A
†
0 −A0R = A

†
0A1 −RA0. (4.14)

Since A0A
†
0 = A

†
0A0, A0 is EP. Then there exists an orthogonal matrix U such that

A0 = U

[
T 0

0 0

]
UT , (4.15)

where T ∈ Rr×r is a nonsingular matrix. It is easy to check that

(
A0A

T
0

)†
A0 =

(
AT

0

)†
. (4.16)

By applying (4.16) and A0A
†
0 = A

†
0A0, we see that

A1A
†
0 −A0R = A1A

†
0 −A0A

†
0A1A

†
0 +A0

(
AT

0 A0

)†
AT

1

(
In −A0A

†
0

)
,

=
(
In −A0A

†
0

)
A1A

†
0 +

(
AT

0

)†
AT

1

(
In −A0A

†
0

)
, (4.17)

and

A
†
0A1 −RA0 = A

†
0A1 −A

†
0A1A

†
0A0 +

(
In −A

†
0A0

)
AT

1

(
A0A

T
0

)†
A0

= A
†
0A1

(
In −A0A

†
0

)
+
(
In −A0A

†
0

)
AT

1

(
AT

0

)†
. (4.18)

By substituting (4.17) and (4.18) into (4.14) we get

(
In −A0A

†
0

)(
A1A

†
0 −AT

1

(
AT

0

)†)
=
(
A

†
0A1 −

(
AT

0

)†
AT

1

)(
In −A0A

†
0

)
. (4.19)

It is obvious that
(
In −A0A

†
0

)(
A1A

†
0 −AT

1

(
AT

0

)†)
is an antisymmetric matrix.150

Furthermore, write

A1 = U

[
A11 A12

A21 A22

]
UT , (4.20)
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where A11 ∈ Rr×r. By applying (4.15) and (4.20), we get

(
In −A0A

†
0

)(
A1A

†
0 −AT

1

(
AT

0

)†)

= U

[
0 0

0 In−r

]
UT

(
A1U

[
T−1 0

0 0

]
UT −AT

1 U

[(
T T
)−1

0

0 0

]
UT

)

= U

[
0 0

A21T
−1 −AT

21

(
T T
)−1

0

]
UT .

Since it is an antisymmetric matrix and A0A
†
0 = A

†
0A0, it is obvious that

(
In −A0A

†
0

)(
A1A

†
0 −AT

1

(
AT

0

)†)
= 0. (4.21)

Therefore, we get (4.11b).

” ⇐ ”: Conversely, from (4.11a), we get that
(
A0A

T
0

)†
A0 =

(
AT

0

)†
, A0 is EP and A0

has the decomposition (4.15). From (4.11b), we have (4.21). Therefore, we get (4.19).

By applying (4.11a), (4.19) and
(
A0A

T
0

)†
A0 =

(
AT

0

)†
, we have (4.13) and (4.14).

Therefore, we get (4.12), that is, Â is a dual EP matrix.155

THEOREM 4.11. Let Â ∈ Dn×n, Â = A0 + ǫA1 and rk(A0) = r. Let A0 = A2A4 be a full

rank decomposition of A0. If the dual r-rank decomposition of Â exists, let Â = Â1Â2 be a

dual r-rank decomposition of Â where Â1 = A2+ ǫA3 ∈ Dn×r and Â2 = A4+ ǫA5 ∈ Dr×n.

then Â is a dual EP matrix if and only if





A2

(
AT

2 A2

)−1
AT

2 = AT
4

(
A4A

T
4

)−1
A4 (4.22a)

(
In −AT

4

(
A4A

T
4

)−1
A4

)
A3A

†
2 =

(
A

†
4A5

(
In −AT

4

(
A4A

T
4

)−1
A4

))T
. (4.22b)

Proof. Let the dual r-rank decomposition of Â exist, then the DMPGI of Â exists. Let

Â = Â1Â2 be a dual r-rank decomposition of Â where Â1 = A2+ǫA3, Ai(i = 2, 3) ∈ Rn×r,

Â2 = A4 + ǫA5 and Ai(i = 4, 5) ∈ Rr×n.

” ⇒ ”: By applying (1.2) and the full rank decomposition of A0 to (4.11a), we have

(4.22a).160

By applying (1.2) and A1 = A2A5 +A3A4, we get

(
In −AT

4

(
A4A

T
4

)−1
A4

)
A2A5A

†
0 =

(
In −A2

(
AT

2 A2

)−1
AT

2

)
A2A5A

†
0 = 0, (4.23)

(
In −AT

4

(
A4A

T
4

)−1
A4

)
A3A4A

†
0 =

(
In −AT

4

(
A4A

T
4

)−1
A4

)
A3A4A

†
4A

†
2

=
(
In −AT

4

(
A4A

T
4

)−1
A4

)
A3A

†
2, (4.24)
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and

(
In −A

†
0A0

)
A1A

†
0 =

(
In −AT

4

(
A4A

T
4

)−1
A4

)
A1A

†
0

=
(
In −AT

4

(
A4A

T
4

)−1
A4

)
(A2A5 +A3A4)A

†
0

=
(
In −AT

4

(
A4A

T
4

)−1
A4

)
A3A

†
2. (4.25)

In the same way, we have

A
†
0A1

(
In −A

†
0A0

)
= A

†
4A5

(
In −AT

4

(
A4A

T
4

)−1
A4

)
. (4.26)

From (4.25), (4.26) and (4.11b), it follows that we get (4.22b).

” ⇐ ”: Conversely, if the equation (4.22a) holds, by applying the full rank decomposi-

tion of A0, it is easy to check that A0A
†
0 = A

†
0A0, that is (4.11a). Furthermore, let (4.22a)

and (4.22b) hold simultaneously. Because A0 is EP,
(
In −AT

4

(
A4A

T
4

)−1
A4

)
A2A5A

†
0 = 0

and
(
In −AT

4

(
A4A

T
4

)−1
A4

)
A3A4A

†
0 =

(
In −AT

4

(
A4A

T
4

)−1
A4

)
A3A

†
2. Therefore, we

get that (
In −AT

4

(
A4A

T
4

)−1
A4

)
A3A

†
2 =

(
In −A

†
0A0

)
A1A

†
0.

In the same way, we have A†
4A5

(
In −AT

4

(
A4A

T
4

)−1
A4

)
= A

†
0A1

(
In −A

†
0A0

)
. It follows

from applying both (4.22b) and Theorem 4.10 that Â is a dual EP matrix.

4.4. Dual Penrose Equations

This subsection considers dual Penrose equations by applying dual r-rank decomposi-165

tion.

THEOREM 4.12. Let Â ∈ Dm×n, Â = A0 + ǫA1 and rk(A0) = r. If the dual r-rank

decomposition of Â exists and Â1Â2 is a dual r-rank decomposition of Â, then

(a) Â2

(i)
Â1

(1)
∈ Â{i}(i = 1, 2, 4), (b) Â2

{1}
Â1

(j)
∈ Â{j}(i = 1, 2, 3).

Proof. (a). When i = 1, both Â1Â1

(1)
and Â2

(1)
Â2 are dual idempotent matrices, then

Â1

(1)
Â1 = Ir, and Â2Â2

(1)
= Ir , we get

Â1Â2Â2

(1)
Â1

(1)
Â1Â2 = Â1Â2,

that is, Â2

(1)
Â1

(1)
∈ Â{1}.
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When i = 2, Â1Â1

(1)
is a dual idempotent matrix, then Â1

(1)
Â1 = Ir . Since

Â2

(2)
Â2Â2

(2)
= Â2

(2)
, we get

Â2

(2)
Â1

(1)
Â1Â2Â2

(2)
Â1

(1)
= Â2

(2)
Â1

(1)
,

that is, Â2

(2)
Â1

(1)
∈ Â{2}.

When i = 4, Â1Â1

(1)
is a dual idempotent matrix, then Â1

(1)
Â1 = Ir, we get

Â2

(4)
Â1

(1)
Â1Â2 = Â2

(4)
Â2 =

(
Â2

(4)
Â2

)T

=

(
Â2

(4)
Â1

(1)
Â1Â2

)T

,

that is, Â2

(4)
Â1

(1)
∈ Â{4}.

(b) When i = 1, both Â1Â1

(1)
and Â2

(1)
Â2 are dual idempotent matrices, then

Â1

(1)
Â1 = Ir, Â2Â2

(1)
= Ir, we get

Â1Â2Â2

(1)
Â1

(1)
Â1Â2 = Â1Â2,

that is, Â2

(1)
Â1

(1)
∈ Â{1}.170

When i = 2, Â2

(1)
Â2 is a dual idempotent matrix, then Â2Â2

(1)
= Ir, and since

Â1

(2)
Â1Â1

(2)
= Â1

(2)
, we get

Â2

(1)
Â1

(2)
Â1Â2Â2

(1)
Â1

(2)
= Â2

(1)
Â1

(2)
,

that is, Â2

{1}
Â1

{2}
∈ Â{2}.

When i = 3, Â2

(1)
Â2 is a dual idempotent matrix, then Â2Â2

(1)
= Ir, we get

Â1Â2Â2

(1)
Â1

(3)
= Â1Â1

(3)
=

(
Â1Â1

(3)
)T

=

(
Â1Â2Â2

(1)
Â1

(3)
)T

,

that is, Â2

{1}
Â1

{3}
∈ Â{3}.
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