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Abstract

Intelligent tutoring systems (ITS) have been shown to be highly effective at pro-
moting learning as compared to other computer-based instructional approaches.
However, many ITS rely heavily on expert design and hand-crafted rules. This makes
them difficult to build and transfer across domains and limits their potential efficacy.
In this paper, we investigate how feedback in a large-scale ITS can be automati-
cally generated in a data-driven way, and more specifically how personalization of
feedback can lead to improvements in student performance outcomes. First, in this
paper we propose a machine learning approach to generate personalized feedback
in an automated way, which takes individual needs of students into account, while
alleviating the need of expert intervention and design of hand-crafted rules. We lever-
age state-of-the-art machine learning and natural language processing techniques
to provide students with personalized feedback using hints and Wikipedia-based
explanations. Second, we demonstrate that personalized feedback leads to improved
success rates at solving exercises in practice: our personalized feedback model is used
in Korbit, a large-scale dialogue-based ITS with around 20,000 students launched
in 2019. We present the results of experiments with students and show that the auto-
mated, data-driven, personalized feedback leads to a significant overall improvement
of 22.95% in student performance outcomes and substantial improvements in the
subjective evaluation of the feedback.
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Introduction

Personalized tutoring helps students achieve their learning goals effectively (Anania,
1983; Bloom, 1984; Burke, 1983; Hrastinski et al., 2019; Hume et al., 1996). Tradi-
tionally, such personalized tutoring has been provided by human tutors. The benefits
of having a human tutor include a tutor’s ability to understand the effective state of
the student, and thus provide personalized feedback by adapting instructions accord-
ingly. Conventional settings, such as teaching in larger groups of students, necessarily
lead to challenges in addressing each student’s personal needs, however one-on-one
tutoring is generally seen as too costly to be conducted on a large scale in most
societies, and is thus not readily available.

Intelligent Tutoring Systems (ITS), “computer-based instructional systems with
models of instructional content that specify what to teach, and teaching strategies
that specify how to teach” (Wenger, 1987), attempt to mimic personalized human
tutoring in a computer-based environment and are a low-cost alternative to human
tutors (Anderson et al., 1985; Nye et al., 2014). ITS are capable of providing step-
by-step guidance during problem solving, tracking students’ skills and knowledge
development, and selecting problems on an individual basis. When compared to
other computer-based learning environments (e.g., Massive Open Online Courses),
ITS have been shown to be more effective in promoting learning, with the particu-
lar strength of ITS lying in their ability to deal with the interactive and personalized
aspects of individual learning effectively (Hone & El Said, 2016; Kulik & Fletcher,
2016; VanLehn, 2011).

However, one major bottleneck to a wider-spread use of ITS is the expensive and
laborious process of creating content and pedagogical interventions. Many ITS rely
heavily on expert design and hand-crafted rules to generate system interventions,
which makes them difficult to build and transfer across domains, and limits their
potential efficacy and scalability (Folsom-Kovarik et al., 2010; Olney & Cade, 2015).
In this paper, we address this major bottleneck in ITS development, and make two
significant contributions.

First, we describe how state-of-the-art machine learning (ML) and natural lan-
guage processing (NLP) techniques can be used to automatically generate data-driven
personalized hints and Wikipedia-based explanations. Feedback generated this way
takes the individual needs of students into account, does not require expert inter-
vention or hand-crafted rules, and is expected to be easily scalable and transferable
across domains. Second, we demonstrate that the personalized feedback leads to sub-
stantially improved student performance outcomes and improved subjective feedback
evaluation in practice.

To support our claims, we utilize the personalized feedback models in Korbit,
a large-scale dialogue-based ITS, which was launched in 2019 and today has around
20,000 students enrolled in courses on machine learning and data science. We
present the results of the experiments run on the Korbit learning platform remotely
between January and February, 2020, involving 796 annotated student—system inter-
actions collected from 183 students enrolled for free. We measure student success
rate as the proportion of instances where a student provides a correct solution after
receiving a hint or explanation from our ITS. The results show that personalized
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feedback provided on our platform significantly increases performance outcomes, as
it leads to an average success rate of 60.47% at solving exercises on the platform.
Moreover, we observe a substantial improvement in subjective feedback evaluation
provided by the students.

Related Work

In this section, we first overview previous work related to the development of ITS
in various domains, and then we discuss applications of NLP techniques in ITS for
adaptivity, personalization and automated feedback generation.

Intelligent Tutoring Systems

Over the past two decades, many ITS have been successfully deployed to enhance
teaching and improve students’ learning experience in a number of domains and
application areas. In particular, ITS have been actively used to teach technical sub-
jects: from helping students acquire knowledge about mathematics (Biidenbender
et al., 2002; Dietrich & Buckley, 2008; Goguadze et al., 2005; Hrastinski et al.,
2019; Koedinger & Anderson, 1993; Melis & Siekmann, 2004; Passier & Jeuring,
2006; Sommer & Nuckols, 2004), logic (Abel et al., 2001; Andrews et al., 2004;
Burstall, 1998; D’ Agostino & Endriss, 1998; Hendriks et al., 2010; Scheines & Sieg,
1994; Stamper et al., 2013; Sufrin & Bornat, 1996), and algorithms (Leelawong &
Biswas, 2008); to assisting students in knowledge and skill acquisition in natural sci-
ences (Hume et al., 1996; Makatchev et al., 2011; Zhang & VanLehn, 2016; 2017);
to teaching real-world applications. Apart from providing students with general assis-
tance and feedback on their performance, ITS are able to address individual student
characteristics (Graesser et al., 2017) and cognitive processes (Wu & Looi, 2010).

Since students differ in terms of their aptitudes and knowledge, personalized
instruction in education is critical for effective learning. Personalization and adapt-
ability of ITS to individual student needs have been shown to not only help students
in independent learning, but also help teachers personalize feedback and instruction,
in particular in blended and flipped-classroom environments (Baker, 2016; Holstein
et al., 2017, 2019).

Many ITS incorporate explicit student models and consider the development of a
personalized curriculum and personalized feedback (Albacete et al., 2019; Chi et al.,
2011; Lin et al., 2013; Munshi & Biswas, 2019; Rus et al., 2014a, b). In this respect,
dialogue-based 1TS have been shown to be some of the most promising tools for
learning (Ahn et al., 2018; Graesser et al. 2001, 2005, Nye et al., 2014; Ventura et al.,
2018), as they simulate the familiar learning environment of student—tutor interaction,
which helps improve student confidence and motivation and leads to a better learning
experience. In particular, dialogue-based ITS mimic the familiar student—tutor inter-
action setting by asking students questions and presenting them with problem-solving
exercises, while also providing students with the opportunity to pose their own ques-
tions, request hints and explanations, and engage in other types of communication
with the tutor.
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The tradition to structure tutoring around active dialogue and, in particular, in the
manner of asking questions and eliciting answers related to the subject material, dates
as far back as the Socratic method and Plato’s academy (Mills et al., 1980). Previous
research shows that when students attempt to provide answers, they get involved in
such constructive activities as reflecting on the taught material, explaining material
to themselves as well as to others, self-assessing and understanding the level of their
knowledge, and connecting different areas of the subject, among others (Graesser
& Person, 1994, 1995; Hrastinski et al., 2019; Hume et al., 1996). Such activities
are central to reasoning and understanding (Ram, 1991; Webb, 1989). In addition,
the selection of questions to present students with and the analysis of their perfor-
mance in answering these questions is critical for curriculum structuring itself, both
for human tutors and in ITS (Boaler & Brodie, 2004; Jiang, 2014). Here, ITS can
structure their curriculum appropriately by selecting the questions according to each
student’s individual development.

At the same time, the main bottleneck in providing students with personalized
feedback in ITS is the ability of such systems to address the multitude of possible
scenarios in student-system interactions, and this is where methods of automated,
data-driven feedback generation are of critical importance. Much of the work inves-
tigating personalized feedback incorporates or takes inspiration from research on
student—teacher instructional scaffolding (Van de Pol et al., 2010; Wood, 2003).

In this paper, we focus on delivering personalized feedback in a dialogue-based
ITS during problem-solving exercises. Such feedback includes hints, explanations,
elaborations, and prompts, among other pedagogical interventions. Following up on
the promising results from past research, we investigate how we can leverage large
amounts of open-access data in creating educational content. Of particular relevance
here is the line of related work, where researchers have investigated how machine
learning and large-scale, open-access resources such as Wikipedia can be utilized
to generate various types of educational content and interactions with the aim of
scaling up computer-based learning systems and addressing the needs of their stu-
dents (Brunskill et al., 2018; Dinan et al., 2018; Guo et al., 2016; Liu et al., 2012;
Willis et al., 2019). In particular, it has been shown that the use of NLP techniques in
application to Wikipedia may be helpful in generating pedagogically motivated con-
cept maps to be used within an ITS (Lahti, 2009); identifying pre-requisite relations
and sequencing among learning concepts to better model the learning path of the stu-
dent and assess gaps in student’s understanding of the subject (De Medio et al., 2016;
Ramirez-Noriega et al., 2018; Talukdar & Cohen, 2012); and generating a variety of
pedagogical interventions ranging from open questions (Liu et al., 2012; Shah et al.,
2017) to multiple-choice quizzes (Guo et al., 2016; Tamura et al., 2015) across a
number of subject domains.

Natural Language-based Interactions in ITS
A number of previous approaches designed dialogue-based ITS using natural
language interface and allowing students to provide unrestricted input to the sys-

tem (Benzmiiller et al., 2007; Makatchev et al., 2011; Person et al. 2000; Stamper
et al., 2013). Previous research shows that such unrestricted interaction helps support
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meta-cognitive processes in students, while also helping the system identify mis-
conceptions in students’ reasoning (Makatchev et al., 2011). Since such systems are
working towards providing students with an opportunity to interact with the tutor in
an unrestricted manner, this leads to further challenges related to natural language
understanding on the one hand, and to natural language-based generation of interac-
tive and personalized feedback and interventions on the other hand. In this paper, we
primarily focus on selection and generation of personalized feedback from existing
natural language text.

In a tutorial dialogue, where one participant represents a teacher, an expert on the
subject, or a more knowledgeable partner (in particular, such a partner may be rep-
resented by a human or an Al tutor) and another participant is a less knowledgeable
partner (i.e., a student), hinting is a widely-used tactic (Hume et al., 1996). Hume
et al. (1993) define a hint as “a rhetorical device that is intended to either: (1) pro-
vide the student with a piece of information that the tutor hopes will stimulate the
student’s recall of the facts needed to answer a question, or (2) provide a piece of
information that can facilitate the student’s making an inference that is needed to
arrive at an answer to a question or the prediction of system behavior”. Hints are
aimed at encouraging students to engage in active cognitive processes that are thought
to promote deeper understanding and long-term retention. It is important to note that
while hints are widely used by teachers to prompt students to correct their errors,
they normally do not provide the full information the students need to solve a par-
ticular problem (Hume et al., 1996). Hume et al. (1996) identify hints that convey
information needed to arrive at an answer and those that point students to the relevant
information that they already possess as the two main types of hints used in practice.
They further distinguish between hints in the form of explanations, summaries, ques-
tions, and negative acknowledgements. In this work, we focus on generating hints in
the form of explanations, pointing students at the relevant information and conveying
related facts without revealing the actual answer.

Previous work investigated the impact of data-driven hints on educational out-
comes in terms of learning and persistence. In particular, Stamper et al. (2013)
augment their Deep Thought logic tutor with a Hint Factory that generates data-
driven, context-specific hints for an existing computer aided instructional tool.
Specifically, hints are generated for logic proof solving indicating a goal expression
to derive, the rule to apply next, the premises where the rule can be used, or the com-
bination of all the above. The results show that students, who receive hints, attempt
and complete significantly more problems compared to the control, no-hint group.
Moreover, students who receive hints early in the learning process outperform all
other students in the post-test. These results suggest that data-driven hints are effec-
tive in promoting learning, however, the data-driven component in the Hint Factory
is primarily concerned with automated detection of the best hint sequence depending
on the level of complexity and the amount of the full proof revealed. In contrast, our
work addresses NLP-based generation of hints in a natural language and is potentially
applicable to multiple domains.

There is a growing body of research on automated hint generation for program-
ming exercises (McBroom et al., 2019; Price et al., 2019). Most work in this area
is concerned with detection or generation of a suitable sequence of hints to provide
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to students at specific points during their learning, and hints are mainly generated
using templates combining mixed-language input (Rivers, 2017). This line of work
is related to ours, however we note that hints related to programming exercises are
mostly concerned with procedural knowledge, whereas our platform addresses both
procedural and declarative knowledge. In addition, interactions on our platform are
more open-ended and involve more unrestricted language.

NLP techniques have also been widely used to model natural language understand-
ing (NLU) components within ITS. For instance, Benzmidiller et al. (2007) introduce a
dialogue system into a mathematical assistance tool, where a student builds a proof by
producing natural language utterances, and the system provides them with domain-
specific hints produced when the student is stuck or shows non-understanding of
domain concepts. The NLU module in Benzmiiller et al. (2007) uses a specialized
syntactic parser and relies on an in-domain semantic interpretation. Similar to this
work, Aleven et al. (2001) are mostly concerned with the challenges in NLU and the
interpretation of a mixed language input from the student, rather than with the natural
language-based generation of pedagogical interventions.

Finally, Zhang and VanLehn (2016) and Zhang and VanLehn (2017) consider the
use of NLP techniques in automated generation and adaptation of questions on biol-
ogy to learner profiles using semantic network, and thus alleviating the need for
domain expert intervention. They show that students provided with adaptive question
selection have larger learning gains than those with mal-adaptive question selection.

To summarize, in contrast to the previous work, we apply NLP techniques to
generate hints expressed in a natural language. Since we do not rely on the use of
hand-crafted rules or templates, our methodology can be applied to any input domain
and potentially address both declarative and procedural knowledge.

Korbit Learning Platform

The Korbit learning platform is an e-learning platform, which hosts the Korbit
ITS.! Korbit is a large-scale, open-domain, dialogue-based ITS, which uses
machine learning, NLP and reinforcement learning to provide interactive, personal-
ized learning online. Currently, the platform has around 20,000 students enrolled and
is capable of teaching topics related to data science, machine learning, and artifi-
cial intelligence. The platform is highly modular and scalable, and is currently being
expanded with more subjects and facilitated by the use of data-driven approaches
presented in this paper.

Students enroll based on courses or skills they would like to study, which provides
them with the first step in personalizing their learning experience. For instance, upon
enrolling a student may choose which skills they would like to focus on (e.g., clas-
sification analysis, regression analysis, applying neural networks) and select among
application domains (e.g., object detection in images, sentiment analysis in reviews,
etc.). Once a student has enrolled, Korbit tutors them by alternating between short

Thttps://www.korbit.ai
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lecture videos and interactive comprehension and problem-solving exercises. During
the interactive sessions, Korbit shows the student an exercise problem statement
(e.g., a question). The student may then attempt to solve the exercise, ask for help,
or even skip the exercise. If the student attempts to solve the exercise, their solu-
tion attempt is compared by an NLP-driven solution verification module against the
expectation stored internally in our database (i.e. reference solution, which typically
consists of one or two sentences containing all relevant information that should be
included in the correct answer to the question posed). If their solution is classified
as incorrect, then the inner-1oop system will activate and respond with one of a
dozen different pedagogical interventions, as Fig. 1 demonstrates. The pedagogical
interventions include hints, explanations, elaborations, mathematical hints, concept
tree diagrams, and multiple choice quiz answers. Each pedagogical intervention is
chosen by an ensemble of machine learning models based on the student’s learning
profile and last solution attempt, which helps ensure high level of personalization in
tutoring. At the moment, questions, reference solutions, and certain types of pedagog-
ical interventions on our platform are not automatically generated but rather created
manually by our course designers. We consider development of data-driven methods
aimed at facilitating content creation our future work.

In this paper, we present experiments on the Korbit platform with actual stu-
dents, who are enrolled in the courses on machine learning and data science on the
free basis. These experiments involve automatically generated feedback varied based
on how the pedagogical interventions were generated and how they were adapted
to each unique student, as during the interactive sessions, questions and hints are
selected for the student by our models. The highly scalable nature of pedagogical
interventions generation ensures that Korbit can effectively address educational
needs of a wide variety of students.

Automatically Generated Personalized Feedback
The Korbit ITS utilizes different types of data sources in order to automatically
generate a large variety of personalized feedback. In this section, we describe in

detail the automatic generation process for personalized hints and Wikipedia-based
explanations. These constitute two of the many intervention types employed by the

Think about the equation

Suggest Equation

for the hypothesis h(x).

N

<s  What s a linear regression model?
Describe it in one sentence

Observe that the output
is predicted by taking a
dot product.

Show Text Hint

X X

Show Concept Tree

Consider the relationship

Itlearns a line between x and y.

Show Multiple Choice

Fig. 1 The Korbit ITS: An example illustrating how the ITS inner-loop system selects the
pedagogical intervention. The student gives an incorrect solution and afterwards receives a text hint
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Korbit ITS. We also present three personalized feedback selection models applied
to personalized hints.

Personalized Hint Generation and Selection

Personalized hints are generated using NLP techniques and assessed according to a
number of metrics related to the quality of the feedback, as well as the past interaction
of the system with the student.

Hint Generation

The system generates a large set of hints by applying linguistic patterns to all expec-
tations (i.e. reference solutions) available in our database. Table 1 demonstrates some
examples of hints generated using our 3-step algorithm detailed below:

1. Identification of keywords and keyphrases: Keywords and keyphrases include
nouns and noun phrases within the question provided by the ITS, and are auto-
matically identified using linguistic analysis with spaCy.? spaCy is used in this
work, since it provides us with useful functionality and helps us with linguistic
analysis including lemmatization, part-of-speech tagging, dependency parsing,
chunking, and named entity recognition, among other steps. In the examples in
Table 1 keywords and phrases are marked with text boxes: for instance, over-
fitting and underfitting, as well as logistic regression and linear regression are
automatically identified as keywords and phrases.

2. Identification of an appropriate sentence span: It would seem likely the best
hints should not include keywords, keyphrases and related words as they may
reveal the exact solution to the student. We apply state-of-the-art dependency
parsing with spaCy to eliminate parts of the expectation sentences that contain
keywords and phrases: for instance, the first example in Table 1 contains two
clauses — A model is underfitting and when it has a high bias. The first clause is
filtered out since it contains underfitting, a term related to one of the key terms.
Specifically, we define key terms as nouns or noun phrases, and one of the key
terms extracted from the question here is the noun underfitting. We consider the
verb form underfitting used in the expectation a related word, as we would for
any other morphologically related term. At the same time, it has a high bias is
considered as a candidate for hint generation. Similarly, among the two clauses
in the second example from Table 1, namely I would use logistic regression and
because the outputs are discrete, the first one is filtered out since it contains the
keyphrase logistic regression, while the second one is considered as a candidate
for hint generation.

3. Generation of a grammatically correct hint is done automatically using
discourse-based modifications. Specifically, to convert clauses extracted from
expectations in the previous step, we use discourse-based modifications such as
Think about the case when or Think about the following: to produce well-formed

Zhttps://spacy.io
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Table 1 Text-based hint generation

Question Expectation Generated hint

What is the A model is Think about the case

between when it has a high bias. when it has a high bias.

Would you use I would use | logistic Think about the
regression 0r| logistic | regression |, because following: the outputs
regression |to model the outputs are discrete. are discrete.

a| classification problem |?

Keywords and phrases are marked with boxes, discourse-based modifications are underlined

sentences. Thus, in the first example from Table 1 we complement the partial
hint extracted from an expectation in step (2) (it has a high bias) with a dis-
course modification Think about the case when, and in the second example we
use Think about the following: to complement the partial hint the outputs are dis-
crete. To generate a diverse set of hints, other discourse modifiers include such
verbs as note, observe, recall, and consider.

Analysis of hint transparency: Our goal in providing students with the hints is to
prompt them to correct their errors and remedy their misunderstandings without
revealing all the information they need to solve a problem, which is a tactic com-
monly used in practice by human tutors (Hume et al., 1996). All questions and
reference solutions in our database refer to the material covered in the lecture videos,
thus ensuring that the students taking courses on our platform are able to answer the
questions based on the material covered. By providing students with the hints we aim
to give them a nudge in the right direction: for instance, the first hint from Table 1
suggests that they should connect the idea of a high bias with the concepts of under-
fitting and overfitting and give an appropriate answer as a result. The hint provides
them with partial information that can be used to give a correct answer to this ques-
tion, without actually revealing the full answer: the solution verification module in
this case would expect to see high bias connected to underfitting as one of the cor-
rect answers (the student may follow a different route in answering this question and
talk about variance instead), yet the student may still incorrectly link high bias to
overfitting.

It is important to make sure that hints provided by our system do not reveal full
answers to the students. Below we describe the main categories of questions used on
our platform and estimate a typical hint “transparency” for each category:

1. Around 20% of the questions on our platform ask students to provide definitions:
for instance, “What is gradient descent?” is an example of such a question. A
sample reference solution to such a question contains a single-sentence defini-
tion. This type of questions are, possibly, the easiest for the students to answer,
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and a special precaution is taken when generating hints for these types of ques-
tions in order not to reveal the full correct answer. A special case is represented
by reference solutions of the form “This is X”, where X is a domain-specific
concept that the question addresses. Such cases are handled by a different algo-
rithm: the reference solution is used to generate a cloze test-style hint with the
domain-specific concept “masked”. For instance, one of the hints generated is
“This is the irreducible X. You need to define what X is.”, with X being noise.
A further 23% of the questions on our platform ask for both a definition (or
identification of a domain-specific concept) and an explanation or justification:
“You are given a dataset of images of wildlife in Africa. You are tasked with
building a model which can identify animals in the images. Is this a regression or
classification problem? Explain why.” is an example of such a question. A typical
hint in this case will reveal some information needed for the correct answer (for
example, “Observe that each animal is a separate class.”). To answer questions
of this type satisfactorily, the student will need to connect the ideas from the hint
with the relevant domain concepts, and additionally provide an explanation for
the answer.

Another 10% of the questions on the platform ask students to contrast domain
concept and identify the difference. The question “What is the difference
between a closed-form solution and gradient descent?”, as well as the first ques-
tion in Table 1, are examples of such questions. In this case, a hint may reveal
information related to one of the concepts (e.g., high bias), but the student will
still need to link it to the correct domain concept and explain the difference
between the concepts.

Finally, 47% of the questions ask for an explanation or elaboration, as, for exam-
ple, “Why is linear regression a parametric model?” does. In this case, a hint
may reveal some aspects of the correct answer (e.g., properties of linear regres-
sion or of parametric models), but the student will still need to connect the ideas
in order for their answer to be accepted as correct.

Personalized Hints Selection

Once hints are generated with the algorithm described above, they are evaluated
based on their quality and appropriateness for each student. The appropriateness of
this selection determines the quality of the personalized feedback provided to the stu-
dent. Since the machine learning model applied here returns scores assigned to each
hint, we can also produce a ranking order reflecting the appropriateness of each hint
for each particular student. We employ a machine learning approach and utilize the
Random Forest classifier from the scikit-learn? suite (Breiman, 2001). The
algorithm considers various sets of features, described below. The sets of features
considered define the complexity of the feedback selection model and we show that
the models get more complex in terms of personalization involved.

3https://scikit-learn.org
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1. BASELINE MODEL relies on the use of linguistic features, which assess the qual-
ity of the hint or explanation from the linguistic perspective only. These features
do not take into account personal aspects of the student—system interaction and
only assess generated feedback (i.e., hint) in isolation. This set contains a total
of 14 features that are aimed at capturing various aspects of the generated feed-
back, including its quality, grammaticality and appropriateness to the question.
We describe these features below.

We measure the length of the hint in terms of the number of words. This
feature helps the algorithm learn how comprehensive suggested feedback is.
For example, it can be expected that in practice students will find very short
hints not informative enough, while they might find extremely long ones
confusing or overwhelming.

Completeness of the parse tree is measured using the proportion of sen-
tences in the hint that contain a complete subject-verb structure: for instance,
this feature would penalize incomplete sentences like “Note that grow
with the size of the dataset”, which would be generated by the hint-
generation algorithm described in “Hint Generation” using a combination of
a discourse-based modification “Note that” and the partial hint “grow with
the size of the dataset” extracted from an expectation after the keyphrase
“non-parametric models” is eliminated. This feature helps the algorithm
capture the grammaticality aspect of the hint — in practice, students are likely
to find ungrammatical hints confusing.

Perplexity score is estimated for a binary language model built on the basis
on the in-domain (machine learning) dataset crawled from Wikipedia (see
“Wikipedia-Based Explanations”). This feature helps the algorithm assess
the quality, fluency and grammaticality of generated feedback.

Keyword overlap and topic overlap between the hint and the question help
assess the fit of generated feedback for the question: the more related feed-
back is to the question, the higher is the overlap between the two in terms
of words and topics. Here, we define “topics” narrowly as the titles of
the Wikipedia articles that contain possible definitions of the keywords
and phrases (see “Wikipedia-Based Explanations” for more details on our
Wikipedia-based approach). In practice, students are likely to find topically
related feedback more helpful.

Average uniqueness score of the keywords in the hint is estimated as an aver-
age of the inverse-document frequencies of the keywords according to their
use across reference solutions. This feature helps the algorithm estimate how
informative a keyword or phrase is: the more frequently it occurs in reference
solutions to various questions in our database, the less specific it is about any
given question. An example of such generic keyword is model: as it is used
widely across multiple reference solutions, addressing supervised as well as
unsupervised models, regression as well as classification models, its relative
contribution to any specific hint and its relative informativeness are low.
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o Ambiguity of the keywords is further estimated as the number of senses asso-
ciated with a word in WordNet,* which we access via the NLTK interface.’
This feature, similarly to the uniqueness score, helps the algorithm capture
informativeness of the hint derived from its keyword content.

e Features based on the proportion of lexical items of a certain type (for
instance, pronouns and named entities) are used as further proxies for speci-
ficity of the hint’s content. A high number of pronouns used in the hint would
make it less clear for students; similarly, the use of named entities in the
hints should be minimized as these are rarely informative in the data science
and machine learning domains.

SHALLOW PERSONALIZATION MODEL relies on the combination of linguis-
tic features pertaining to the hint that are used by the BASELINE MODEL and
performance-based features. Performance-based features are extracted from
the data available on our platform and they take into account past student per-
formance. In particular, they include the total number of questions presented
by the ITS to the student, the number of all attempts as well as only the past
attempts at answering the question, the proportion of correctly and incorrectly
answered questions in total as well as at the particular point in the student—system
dialogue, and the total length of the student—system dialogue interaction. As
compared to the BASELINE MODEL, the SHALLOW PERSONALIZATION MODEL
takes a more personalized approach. In particular, we believe that this set of
the past student performance features helps the model capture student’s strength
and their knowledge of the subject to a considerable extent. With the addition
of 8 performance-related features to the linguistic features described above, this
model uses a total of 22 features.

DISCOURSE PERSONALIZATION MODEL, in addition to the 22 features described
above, takes into account the student’s utterance immediately preceding the hint
given and up to 4 previous interaction turns between the student and the sys-
tem, thus considering up to 9 utterances from the student and the system in total.
The number of the previous dialogue interaction turns to take into account was
selected to maximize overall coverage of interactions that were available on our
platform at the time of the experiments. The model then analyzes the set of 9
utterances from the linguistic point of view by taking the proportion of keywords,
the proportion of topics overlapping between the question and each of the state-
ments, and the perplexity score for each of the statements (features defined as
above). Thus, this final model is the most expressive of all three, as it relies on
49 features in total and combines linguistic features pertaining to the hint (14
features described above), performance-based features (8 features described
above), and linguistic features applied to the student—system interactions (3
types of linguistic features applied to 9 statements produced by the student or the
system in the previous interaction turns).

“https://wordnet.princeton.edu
Shttp://www.nltk.org
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Thus, our feedback selection models get increasingly more complex in terms of
the amount of personalization involved — from no personalization in the BASELINE
MODEL based on linguistic quality of the hint only, to the SHALLOW PERSONALIZA-
TION MODEL that adds high-level, quantitative student performance metrics, to the
DISCOURSE PERSONALIZATION MODEL that also takes into account dialogue-based
interactions between the student and the platform.

The models are trained and evaluated on a collection of 450 previously recorded
student—system interactions of up to 4 turns in length. These student—system inter-
actions represent historical data extracted from our platform as they were recorded
from an earlier version of the Korbit ITS, which selected the hints to show uni-
formly and randomly, i.e. without any consideration for the student performance or
the hint quality. The models are trained in a binary classification setting to predict
if a student with specific performance characteristics and given a specific hint will
correctly solve the exercise in their next attempt. Once the model is trained on such
historical data and learns to associate features from the feedback selection models
with the success at solving the exercise based on the provided hint, it can be applied
to select the most appropriate hints in practice (see “Pilot Study”).

Table 2 shows the results in terms of accuracy and F1 score calculated based on
50-fold cross-validation applied to the historical data. The RANDOM model, which
does not apply any hint selection and simply provides a hint from the set of avail-
able hints at random, achieves an accuracy of 53.64% =+ 3.99% and an F1 score of
48.21% =+ 3.63%. The BASELINE system that relies on the linguistic features only
to select the best matching explanation reaches slightly higher performance. Taking
individual performance measures into account brings considerable improvements in
the results, with the SHALLOW PERSONALIZATION model achieving an accuracy of
68.75% + 4.06% and an F1 score of 62.23% =+ 4.49%. The best performing model
overall uses DISCOURSE PERSONALIZATION and achieves 86.71% =+ 3.34% accu-
racy and 84.81% =+ 3.97% F1 score, which are statistically significant improvements
at a 95% confidence level over all other models. Therefore, we should expect the
DISCOURSE PERSONALIZATION model to select the most appropriate personalized
feedback in practice. We put this assumption to test in the user studies described in
“Pilot Study”.

Table 2 Accuracy and F1 scores of different hint selection models (with 95% confidence intervals)
calculated based on cross-validation with k = 50 folds

Model Accuracy Fl-score
RANDOM 53.64% =+ 3.99% 48.21% + 3.63%
BASELINE (No Personalization) 60.57% + 4.45% 54.90% =+ 4.74%
SHALLOW PERSONALIZATION 68.75% + 4.06% 62.23% + 4.49%
DISCOURSE PERSONALIZATION 86.71%* + 3.34% 84.81%* +3.97%

Best results are highlighted in bold; * indicates statistical significance compared to the baseline model at
a 95% confidence level
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Wikipedia-Based Explanations

Wikipedia-based explanations may provide alternative ways of helping students to
understand and remember concepts more effectively. With over 6 million articles
containing over 3.5 billion words, English Wikipedia provides extensive material for
the NLP component of our system, that we attempt to leverage in this work. In addi-
tion, the hierarchical structure of the hyperlinks imposed by the Wikipedia format
facilitates identification of the sets of pages related to the topic. Furthermore, the
format adopted for Wikipedia articles themselves, where the first sentence typically
provides the definition (or a high-quality explanation) of the title concept and the
first paragraph presents a concise description of the topic (Kapugama et al., 2016),
makes information extraction easier. Thus, we assume that by generating a large set
of Wikipedia-based explanations for the subject domain (e.g. hundreds of explana-
tions for each exercise in Korbit), a personalized feedback model may be able to
target a larger set of student knowledge gaps and provide more effective help.

To generate Wikipedia-based explanations, we use a multi-stage generation
pipeline. This pipeline is illustrated in Fig. 2. The major stages in the pipeline include:

1. Extracting keywords and keyphrases from questions and expectations (i.e.
reference solutions)

2. Identifying all relevant Wikipedia articles related to the domain keywords and
keyphrases

3. Extracting high-quality explanations and generating candidate explanations
based on these keywords using relevant articles

4. Extracting features for candidate explanations classification

Evaluating candidate explanations with respect to their quality level

6. Selecting all relevant Wikipedia explanations

d

In the first stage, all relevant domain keywords and keyphrases are extracted from
the reference questions and solutions by extracting noun phrases and pronouns using
a procedure similar to the one presented in “Hint Generation”. We use spaCy for all
steps that involve linguistic analysis. Next, using the identified domain keywords and

Language model

Excercise % Internet Text entailment i
dataset 1 DecisionTreeClassifiier w':{llﬁf:]a

r %H T 1

Extract keywords
from Questions and ———>| CHHEAN [T —> Generate the definitions features —| Classify definitions Generate hints
Hints reference HEEERE 1D

Negatlve Positive

T Y Generate definitions

—>by considering the co- ti-idf score | check NER
resolution ,yefe,ence seﬁlemes definitions definitions

Fig. 2 The Wikipedia explanations multi-stage generation pipeline. “Positive definitions” refer to the
high-quality explanations, while “negative definitions” are low-quality ones
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Table 3 Examples of keywords and relevant articles identified by our method

Domains Keywords Relevant articles

“Machine Learning” “Autonomous car” “Glossary of artificial intelligence”
“Estimation theory” “Microbotics”

“Deep learning” “Autonomous things”

“Self-driving car”

“Robotics” “Linear regression” “Statistical learning theory”
“D o
eep learning
“Linear regression”

“Pattern recognition”

keyphrases, we select relevant Wikipedia articles that are further used to extract and
generate Wikipedia-based explanations. To help the algorithm identify all relevant
articles, we disambiguate abbreviations frequently used for technical terms follow-
ing Schwartz and Hearst (2003), and collect synonyms for the keywords using the
WikiSynonyms APL® Table 3 presents some examples of extracted keywords and
relevant articles identified by our method.

This means that we can extract and generate explanations on, e.g., self-driving car
and autonomous things for questions asking learners about autonomous car, since
the articles on self-driving car and autonomous things are related to our key concept
autonomous car.

In the next step, we create a set of extracted Wikipedia-based explanations
and generate candidate Wikipedia-based explanations. Specifically, we extract the
explanations from the first sentence in each article relying on the idea that in
a typical Wikipedia article the first sentence provides the definition or a high-
quality explanation of the title concept (Kapugama et al., 2016). The other candidate
Wikipedia-based explanations are generated from the rest of the article, as described
below. To ensure that the generated candidate Wikipedia-based explanations are clear
and on-topic, we apply co-reference resolution to substitute pronouns with the key
terms they represent using the implementation by Clark and Manning (2016). We
use the pre-trained model’ that is reported to achieve an F1 score in the range of
65 — 75, depending on the data. We annotate the extracted Wikipedia-based explana-
tions (i.e., the explanations derived from the first sentence in the Wikipedia article) to
be “high quality” explanations, since they are normally highly relevant to the topic,
grammatically correct, and describe the article topic clearly and succinctly. At the
same time, since further candidate Wikipedia-based explanations are automatically
generated from different parts of the Wikipedia article, one can assume that many of
them would be of “low quality”: for instance, they may contain irrelevant, off-topic
information or they may be grammatically incorrect. We create a training set of such
explanations, marking them “low quality”. Next, in order to select the most appropri-
ate candidate Wikipedia-based explanations, we train a binary classification model

Shttps://rapidapi.com/ipeirotis/api/wikisynonyms
7https://github.com/clarkkev/deep-coref
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to classify an explanation as being either “high quality” or “low quality” based on its
linguistic features.

By training a machine learning algorithm on such mostly high quality and mostly
low quality examples, we aim to be able to identify high quality explanations among
the wider set of examples relying on the idea that the algorithm learns the features of
the high quality explanations and is, therefore, able to pick those not only among the
extracted explanations, but also among the ones generated using our NLP pipeline.
We experimented with a range of classification models and selected the best perform-
ing one based on our preliminary experiments. This best performing classification
model is then used to select the set of best candidate Wikipedia-based explanations.
In what follows, we refer to this set of explanations as the generated Wikipedia-based
explanations since they were generated by our pipeline.

A 2GB in-domain (machine learning) dataset was crawled from Wikipedia and
re-sampled using the SMOTE algorithm (Mathew et al., 2018) to tackle the over-
sampling problem stemming from the fact that there are fewer “high quality”
explanations (extracted from the first sentence of the Wikipedia articles) than “low
quality” explanations (generated from the rest of the article using our pipeline): while
the exact number of generated explanations per concept depends on the length of
the Wikipedia article, on the average the number of generated explanations is 23.55
times higher than the number of extracted ones. In the binary classification setup, we
treat the extracted explanations as a positive class, and the generated explanations
as a negative class, and we aim to train an algorithm to distinguish between the two
classes. This algorithm then is assumed to be able to select high quality Wikipedia
explanations under the assumption that some of these may come from the generated
examples.

We extracted a number of features using NLP techniques, including a range of
length-based features (measuring the length of the extracted or generated defini-
tion in terms of the number of characters and in terms of the number of words, as
well as the length of the title phrase of the Wikipedia article used for the expla-
nation extraction or generation), co-reference resolution score (Clark & Manning,
2016), language model score for the model built using a state-of-the-art LSTM neural
network (Merity et al., 201 7),8 textual entailment-based relations using a state-of-the-
art attention-based neural network (Parikh et al., 2016), TF-IDF scores, and named
entity classes (Nothman et al., 2013). The dataset was split into 60% training, 10%
validation, and 30% test subsets, and we experimented with a range of models,
including Decision Tree classifiers (Breiman et al., 1984), Random Forests (Breiman,
2001), Logistic Regression (Bishop, 2006), and Support Vector Machines (Smola
& Scholkopf, 2004), using the scikit - learn implementation. Among those, the
Decision Tree classifier performed best, yielding an F1 score of 80.32% in dis-
tinguishing between high and low-quality explanations on the validation set. We
therefore use this classifier to further identify high-quality explanations in the test set.

Table 4 shows an example of an explanation extracted by our algorithm from
the first sentence of a Wikipedia article and an example of an automatically gen-
erated Wikipedia-based explanation that was detected as being high quality by our
algorithm. The first sentence presents an explanation related to the question on the

8We use an adaptation of the model from https://github.com/salesforce/awd-1stm-Im
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Table 4 Examples of Wikipedia-based explanations

Question Wikipedia explanations Label
How many human drivers A | self-driving car |, also known Extracted
would be needed to drive an as an autonomous vehicle (AV)

. < car |2 .
autonomous car |/ connected and autonomous vehi-

cle (CAV), driverless car, robot car,
or robotic car, is a vehicle that is
capable of sensing its environment
and moving safely with little or no
human input.

Different methods and levels of Generated
autonomy can be achieved through

monitoring and remote control

from a nearby manned ship, an

onshore control or through artifi-

cial intelligence and machine learn-

ing, letting the vessel itself decide

the course of action.

Identified keywords are marked with boxes, and information that helps guide a student is highlighted in
italics

“autonomous cars” and is extracted from the Wikipedia article on “Self-driving car”,
which is identified as relevant to the key term “autonomous cars” in the early steps
of the pipeline. The second sentence is an explanation generated by our pipeline on
the basis of the text available in the Wikipedia article on “Autonomous cargo ship”,
which is also considered relevant by our algorithm. The bits of the explanations that
are most relevant and should help students answer the question are highlighted in ital-
ics: for instance, the information that a self-driving car uses little or no human input
and that an autonomous ship decides the course of action itself may nudge students
in the right direction and help them answer how many human drivers are needed to
drive an autonomous vehicle.

Pilot Study

This section presents the results obtained with the Korbit ITS using personalized feed-
back. In these experiments, we evaluate the personalized hints and Wikipedia-based
explanations using a set of 796 annotated student—system interactions, collected from
183 students enrolled for free and studying the machine learning course on the
Korbit learning platform remotely between January and February, 2020.

Students from around the world can sign up on the platform and need only provide
their email address. This makes it difficult to accurately assess the student demo-
graphics. We use the Google Analytics tool to estimate the aggregate demographics
of all the visitors of the Korbit learning platform website.” Although this will also

9https://analytics.google.com
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include visitors who did not sign up to study on the platform and participate in the
study, we expect that the demographics estimated here will be largely representative
of the 183 students in our study. Based on this, we estimate that ~51% of students
come from Asia, ~22% of students come from North America, Central America or
South America, ~13% of students come from Africa, ~12.5% of students come from
Europe, and ~1.5% come from Oceania. Furthermore, we estimate that ~70% of
students are male and that the majority of students are between 18 and 35 years old.

Personalized Hints

To evaluate the personalized hints, a hint is selected at uniform random from one of
the personalized feedback selection models when a student gives an incorrect solu-
tion. Afterwards, the student success rate at solving exercises is measured as the
proportion of instances where a student provides a correct solution after receiving
a personalized hint. We believe that the student success rate estimated as their abil-
ity to answer the posed question correctly after being provided with a hint shows
hint efficacy, and in the future experiments we also plan to measure student learn-
ing gains by testing their knowledge and understanding of the relevant concepts in
delayed post-tests.

Since it is possible for the ITS to provide several pedagogical interventions for a
given exercise, we separate the success rate observed in students for all attempts from
those for students who received a personalized hint or explanation before their sec-
ond attempt at the exercise. The correctness of the student answer on the platform is
assessed by our automated student solution verification module. For the purposes of
accurately measuring student performance outcomes in this experiment, all student
solutions and their correctness status assigned by the automated solution verifica-
tion module were double-checked by domain experts (members of the Korbit team).
Human annotators agreed with the system’s assessment in 80.53% of the cases; in
other cases, human expert annotation of the student solution was used as the gold
standard.

The results are given in Table 5. In line with the results from Table 2, the DIs-
COURSE PERSONALIZATION MODEL leads to the highest student success rate at
48.53% followed by the SHALLOW PERSONALIZATION MODEL at 46.51% and the
BASELINE MODEL at 39.47% for all attempts. Furthermore, the difference between
the success rate for the DISCOURSE PERSONALIZATION MODEL and BASELINE
MODEL for the students before their second attempt is statistically significant at
95% confidence level based on a z-test (p = 0.03). These results strongly support
the hypothesis that automatically generated personalized hints lead to substantial
improvements in student performance outcomes.

Wikipedia-based Explanations
To evaluate the Wikipedia-based explanations, we conduct a second experiment.
When the student gives an incorrect solution, the system shows two randomly-

selected subject-related Wikipedia-based explanations (one extracted and one gen-
erated) and asks the student to select the most helpful one, or to select if both are
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Table 5 Student success rates for personalized hints with 95% confidence intervals (C.1.)

All attempts Before second attempt

Model Mean 95% C.1. Mean 95% C.1.

BASELINE (No Personalization)  39.47% [24.04%, 56.61%] 37.93% [20.69%, 57.74%]
SHALLOW PERSONALIZATION 46.51% [31.18%, 62.34%] 51.43% [33.99%, 68.62%]
DISCOURSE PERSONALIZATION 48.53% [36.22%, 60.97%] 60.47%* [44.41%, 75.02%]

After being shown a hint or explanation, their success rate was determined by whether they solved the exer-
cise in their next attempt. Best results are highlighted in bold; * indicates statistical significance compared
to baseline model at a 95% confidence level

equally helpful, or if neither of them is helpful. The system then asks the student to
attempt the exercise again, based on which the student’s success rate is measured. It
should be noted that since the student receives two hints at once, the observed success
rates are influenced by both hints shown.

The results are given in Table 6. As would be expected, students find the expla-
nations extracted from the first sentences of the Wikipedia articles more helpful on
average since such explanations usually are of high quality: they are selected as
helpful 55.66% of the time, while the explanations automatically generated from
the other parts of the Wikipedia articles are selected 44.44% of the time. However,
when both types of explanations are shown, at least one of them is rated as help-
ful 83.33% of the time, meaning that the students find Wikipedia-based explanations
unhelpful in 16.67% of the cases only. This difference in results between both types
and each individual type is significant at a 95% confidence level. This suggests that,
although generated explanations are perceived to be less helpful on average, stu-
dents are far more likely to rate the feedback as overall helpful when both types of
explanations are shown to them as compared to only showing extracted explanations.
Lastly, as shown in Table 6, the student success rates appear to be highly similar

Table 6 Student preferences and success rates for Wikipedia-based explanations

Student preference Student success rates
Explanation Mean 95% C. 1. Mean 95% C. 1.
Extracted 55.56% [43.37%, 67.28%] 16.00% [4.54%, 36.08%]
Generated 44.44% [32.72%, 56.63%] 16.67% [3.58%, 41.42%]
Extracted, Gener- 83.33%* [72.70%, 91.08 %] 17.65% [6.76%, 34.53%]
ated or Both Pre-
ferred

Students were shown two explanations (an extracted one and a generated one) and asked which one they
found most useful. Afterwards, their success rate was determined by whether they solved the exercise in
their next attempt. Best results are highlighted in bold; * indicates statistical significance compared to all
other explanation preference classes at a 95% confidence level
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for both extracted and generated explanations, with no statistically significant differ-
ence between the two types. Taken together, these results support the hypothesis that
generated Wikipedia-based explanations can provide helpful feedback.

At the same time, despite the fact that students find Wikipedia-based explanations
helpful, the success rates for such explanations are overall quite low: 17.65% as com-
pared to 60.47% for personalized hints. We believe that these results can be attributed
to the following reasons: firstly, as the examples of the extracted and generated expla-
nations from Table 4 demonstrate, Wikipedia-based explanations may, on the one
hand, help guide a student in the right direction, but on the other hand, they may also
be only broadly related to the questions on our platform. In other words, unlike hints
that are generated from our reference solutions and are, therefore, adapted to the con-
tent covered by the questions, Wikipedia-based explanations may be less informative
when a specific question is considered. Secondly, our primary goal in the experiments
with Wikipedia-based explanations was to establish whether it is possible to leverage
large amounts of material available on Wikipedia to generate useful explanations.
We believe that our results are promising, but future experiments should investigate
how to close the gap between the success rates achieved by our personalized hints
and those achieved by Wikipedia-based explanations. We conclude that the results of
our experiments support our assumption that personalization in pedagogical interven-
tions is important, and future experiments with Wikipedia-based explanations will
focus on personalization of this type of interventions.

Conclusions and Future Work

In this paper, we have proposed methods for automated generation and personaliza-
tion of feedback in an intelligent tutoring system (ITS). In particular, we have focused
on generation and personalization of text-based hints, and extraction and generation
of Wikipedia-based explanations leveraging large amounts of potentially useful data
available for learner needs on Wikipedia.

We generate each of these types of feedback in a fully automated manner, using
data-driven approaches and state-of-the-art machine learning and natural language
processing techniques, with the available input data being the only bottleneck for
this approach. We have conducted several experiments investigating the utility of
the personalized feedback, including measuring student success rates and student’s
subjective preferences for each type of feedback. The experiments strongly sup-
port our hypothesis that the personalized hints help to significantly improve student
performance outcomes and that Wikipedia-based explanations can provide helpful
feedback.

In this work, we have showed that personalized feedback automatically generated
in a data-driven way leads to improved performance outcomes measured as the suc-
cess rate in the students’ ability to answer the questions on the material correctly after
being provided with an informative hint. This is a crucial first step towards solving
one of the major bottlenecks for large-scale ITS, which have often relied on expert
design and hand-crafted rules in the past. Future work will investigate scalability
and transferability of our personalized data-driven feedback models across multiple
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domains. Specifically, we plan to conduct experiments with other STEM subjects and
we believe that the approach developed and proposed in this paper can be transferred
to learning material in other technical domains. In this work, we focus primarily on
ITS, but we believe that this approach can be applied to other contexts and learning
environments to help students (e.g., in self-paced and autodidactic learning), teachers
(specifically in flipped and blended classrooms), and course designers.

Despite promising results achieved in this work, we acknowledge that this research
is in early stages. One limitation of the current work is that we measure performance
outcomes as the success rate in answering the question immediately after personal-
ized feedback is provided. We believe that observed improvements are important as
they show that the generated hints and explanations are helpful and guide students
in the right direction. However, future experiments on our platform will address stu-
dent learning gains and their ability to retain knowledge, which can be tested using
delayed post-tests on the relevant concepts, as well as to perform near transfer (i.e.,
testing knowledge of the same concept in a similar context), and far transfer (i.e.,
testing knowledge of the same concept in a new context). Such future experiments
will seek to further support usefulness of the automatically generated personalized
feedback.

An additional challenge for ITS that teach technical subjects, such as machine
learning, data science and artificial intelligence, lies in the combination of various
modalities and the use of mixed language that are involved in generating the ped-
agogical interventions and the provision of feedback. It is important that an ITS in
these domains must evaluate answers expressed in a purely textual form and pro-
vided by the students in response to the questions that are, likewise, expressed in a
natural language (e.g., “What is a linear regression model?”’). However, in addition,
ITS focusing on technical domains must also handle other modalities, such as math-
ematical equations, chemical equations, source code, and so on. For example, an ITS
teaching machine learning will often have to evaluate and provide feedback on math-
ematical expressions. On the one hand, such expressions may be included in student
answers: e.g. a mathematical expression would be expected as a response to the ques-
tion “Define the sum-of-squares error function” from an ITS. On the other hand,
mathematical expressions may be included in the mixed-modality questions, which
may further combine them with textual content, as does a question like “Suppose the
output is categorical with 10 categories (y = 1,2,...,10). If y; = 9, then what
would its corresponding one-hot vector representation be?”. This proved to be par-
ticularly challenging in the past, with many systems aiming to provide feedback on
mathematical expressions resorting to hand-crafted rules (Biidenbender et al., 2002;
Goguadze et al., 2005; Hennecke, 1999), or involving a human tutor (Cukurova et al.,
2017, Hrastinski et al., 2019). In addition, as Benzmiiller et al. (2007) and Dietrich
and Buckley (2008) note, students’ responses using mixed language are often char-
acterized by underspecification and ambiguity, with the latter being typical of both
natural language and mathematical expressions.

Math equations are particularly challenging to evaluate and give feedback on
because equivalent mathematical expressions can have different string representa-
tions. Moreover, the notation between different students may vary, and the notation
itself can be ambiguous (Dietrich & Buckley, 2008). For example, the equation
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“y(x + 5)” has two interpretations, as shown in Fig. 3: y could be a function or
a term multiplied by x + 5. Our ongoing research is concerned with the models
capable of analyzing math equations in addition to purely text-based content and
providing relevant feedback. Preliminary results show that our data-driven mathe-
matical hints provide students with useful insights. In the future, we also plan to
expand the set of hints with those on programming exercises and investigate students’
performance outcomes from the feedback that complements textual hints with math-
ematical equations and code snippets or instructions relevant for the specific taught
concepts.

We have showed that students find generated hints and Wikipedia-based explana-
tions helpful. Future work should also investigate how and what types of hints and
explanations may improve student performance outcomes, as well as their interplay
with student learning profiles and knowledge gaps. In particular, we plan to investi-
gate how varying hint complexity and the level of hint transparency can be used in
instructional scaffolding. In addition, we will explore how large amounts of available
learning material can be leveraged to generate further pedagogical interventions in a
data-driven way.

Of particular importance for the future work is development of models capable
of explanatory formative feedback. Such models can be applied both to mathemati-
cal hints, providing students with further insights as to why their equations may be
incorrect, and to textual hints and explanations, identifying what is missing or what is
conceptually incorrect in the given answer and providing students with the guidance
towards fixing the missing or incorrect ideas in their answers. Future work should
also investigate the interplay between the granularity of such formative feedback and
various student learning profiles.

Finally, it should be noted that there has been a massive increase in the use of
ITS, and more broadly online learning platforms, separate from and alongside tra-
ditional human teacher—student interactions (for example, in flipped classrooms and
blended learning environments). Therefore, it is important that future research looks
closely into such aspects of the learning process as student motivation, engagement
and managing of students’ emotional states. Of particular interest are such questions
as whether tutoring via an ITS should mimic human tutoring or rather provide stu-
dents with an alternative means of learning, and which aspects of the learning process
are best addressed with an ITS tutor versus a human one.

(a) (b)

Fig.3 Two interpretations of the equation “y(x + 5)”
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