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Abstract Despite recent open data initiatives in many coun-
tries, a significant percentage of the data provided is in
non-machine-readable formats like image format rather than
in a machine-readable electronic format, thereby restricting
their usability. Various types of software for digitizing data
chart images have been developed. However, such software
is designed for manual use and thus requires human interven-
tion, making it unsuitable for automatically extracting data
from a large number of chart images. This paper describes
the first unified framework for converting legacy open data
in chart images into a machine-readable and reusable format
by using crowdsourcing. Crowd workers are asked not only
to extract data from an image of a chart but also to reproduce
the chart objects in a spreadsheet. The properties of the repro-

This paper is an extended version of the DSAA 2015 long
presentation paper “From one star to three stars: upgrading legacy
open data using crowdsourcing” [1].
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duced chart objects give their data structures, including series
names and values, which are useful for automatic processing
of data by computer. Since results produced by crowdsourc-
ing inherently contain errors, a quality control mechanism
was developed that improves accuracy by aggregating tables
created by different workers for the same chart image and
by utilizing the data structures obtained from the reproduced
chart objects. Experimental results demonstrated that the pro-
posed framework and mechanism are effective. The proposed
framework is not intended to compete with chart digitizing
software, and workers can use it if they feel it is useful for
extracting data from charts. Experiments in which workers
were encouraged to use such software showed that even if
workers used it, the extracted data still contained errors. This
indicates that quality control is necessary even if workers use
software to extract data from chart images.

Keywords Crowdsourcing - Open data - Statistical chart -
Data extraction - Spreadsheet

1 Introduction

The most prominent of the recent open data initiatives to
publish various kinds of data in electronic format is ones
for statistical data gathered by governmental agencies [2].
Publishing such data is expected to improve government
transparency, facilitate citizen participation, and create new
business opportunities. These recent initiatives have led to
the creation of data catalog sites by many countries, includ-
ing the USA!, the UK?, and J apan3, that provide data under
an open reuse license.

! http://catalog.data.gov/.
2 http://data.gov.uk/.
3 http://www.data.go.jp/.
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Tim Berners-Lee, the creator of the Web, developed a star
rating scheme to encourage the publishing of data*:

e The data are available on the Web (in whatever format)
with an open license.

e The data are available in a machine-readable structured
format (e.g., Microsoft Excel) instead of an image format.

e The first two plus the data are in a non-proprietary format
(e.g., CSV).

e The first three plus open standards from the World
Wide Web Consortium (W3C), the Resource Description
Framework (RDF) with the SPARQL Protocol and RDF
Query Language (SPARQL) are used to identify things.

e The first four plus the data are linked to other people’s
data to provide context.

However, a significant percentage of published statisti-
cal data was published as charts or graphs in image or PDF
files. For example, of the 10,410 datasets provided by the
Japanese government data site, 5452 are provided as PDF
files. In the US data catalog site, 4838 of the 104,793 datasets
are provided as PDF files. Such datasets earn only one star
in Berners-Lee’s rating scheme and are not readily reusable
because extracting data from figures and tables in PDF files
is not easy even if they are provided with open licenses.
One of the major reasons for such hasty data publishing
was limited budgets and human resources in governmen-
tal agencies. They cannot afford to convert such data into
machine-readable formats by themselves. The percentage of
data published in machine-readable formats, such as CSV
and RDF, will increase, but a certain amount of data will
continue to be published in PDF or image files for a while.
Furthermore, legacy data are generally published in such
formats.

There have been certain demands for extracting values
from statistical charts among the scientific community, typi-
cally for reusing data published in old papers. To meet such
demands, various types of chart digitizing software such
as WebPlotDigitizer> and DataThief® have been developed.
However, such software is designed for manual use and thus
requires human intervention, such as in calibrating the chart
axes, making it unsuitable for automatically extracting data
from a large number of data charts.

Figure 1 shows examples of charts used in the 2013
White Paper on Tourism’, which was published by the Japan
Tourism Agency. Some charts are very complicated or in
nonstandard formats. For example, in the line chart (b), lines

4 http://www.w3.org/DesignIssues/LinkedData.html.
3 http://arohatgi.info/ WebPlotDigitizer/.

6 http://datathief.org/.

7 http://www.mlit.go.jp/statistics/file000008.html.
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representing different data series cross each other. The pie
chart (c) is represented as a cylinder in a 3D space rather
than a simple circle. In chart (f), both bars and lines are used
to represent the data. Such variety and complexity make it
difficult to automatically extract data using chart digitizing
software.

Human computation [3] has been attracting attention as
a way to solve problems that are difficult to solve solely
with a computer but are solvable with some human help. The
increasing size of the workforce available online provided by
crowdsourcing services such as Amazon Mechanical Turk®
has been pushing widespread application of human compu-
tation to data processing tasks in various domains. This will
help overcome the bottleneck in promoting open data due
to limited human resources. Open data are especially suit-
able for being processed by human computation because the
data confidentiality/privacy issue, which is sometimes a bar-
rier to crowdsourced data processing, does not have to be
considered.

Data charts are designed to help people better understand
data, and people are better at understanding them than com-
puters. We have thus taken a human computation approach to
the datafication of legacy data: use crowdsourcing to extract
structured data from charts in legacy file formats such as
image and PDF files. Doing this will improve the ranking of
such data from one star in Berners-Lee’s scheme to two or
three stars. To the best of our knowledge, this paper presents
the first unified framework for converting legacy open data
in chart images into a machine-readable, reusable format
by using crowdsourcing. Also presented is a quality control
mechanism that improves the accuracy of extracted tables
by aggregating tables created by different workers for the
same chart image and by utilizing the data structures obtained
from the reproduced chart objects. Testing showed that the
proposed framework and mechanism are effective.

The goal of this paper is to demonstrate the feasibility of
our approach in terms of the four components of crowdsourc-
ing: the requester, the crowd, the task, and the platform [4].
Note that our crowdsourcing framework was not developed
to compete with chart digitizing software. In fact, such soft-
ware is not excluded from our framework, and workers can
use it if they feel it is useful for extracting data from charts.
Since current chart digitizing software needs human interven-
tion and thus is susceptible to human error, quality control
is needed to obtain high-quality results. In that sense, our
proposed framework is independent of using/not using chart
digitizing software. We include experiments in which work-
ers were encouraged to use chart digitizing software as well.

The remainder of the paper is organized as follows.
Section 2 discusses related work on open data and crowd-
sourcing. Section 3 describes our framework for digitizing

8 http://aws.amazon.com/mturk/.
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Fig. 1 Examples of charts used in 2013 White Paper on Tourism published by the Japan Tourism Agency a bar chart, b line chart, ¢ pie chart, d
stacked bar chart, e 100 % stacked bar chart, f bar+line chart
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chart images using crowdsourcing, and Sect. 4 details the
quality control mechanism used in our framework. Section 5
presents experiments using real-case data to demonstrate the
feasibility and effectiveness of our framework, and Sect. 6
shows experimental results when we encouraged workers to
use chart digitizing software within our framework. Finally,
Sect. 7 summarizes the key points and describes future
research directions.

2 Related work

Studies to promote open data in accordance with the road map
put forth by Berners-Lee have been conducted by researchers
investigating the Semantic Web. However, their research
interests have focused mainly on pulling three-star data up
to the fourth or fifth levels and building services on top of
them—few have focused on dealing with one-star data.

Hanetal. [5] developed an open-source tool for converting
spreadsheet data into RDF format. Users define the relation-
ships between the columns of a spreadsheet table in a map
graph by using a graphical interface. A Web service then
takes the spreadsheet or CSV file and the map graph and
provides an RDF file as output. Mulwad et al. [6] presented
techniques for automatically inferring the semantics of col-
umn headers and cell values and the relationships between
columns. Their techniques are based on graphical models and
probabilistic reasoning augmented with background knowl-
edge from the Linked Open Data cloud (Web of Linked
Data [7]).

The RDF Data Cube Vocabulary” is a W3C recommen-
dation for publishing and sharing statistical data on the Web.
In the Data Cube model, data observations (values in table
cells) are characterized by dimensions, attributes, and mea-
sures. Merofio-Pefiuela et al. [8] converted historical census
data into RDF format by using the Data Cube Vocabulary
and a semiautomatic process: First, an expert manually anno-
tated tables in Microsoft Excel workbooks, and then software
called TabLinker'? was used to convert them into RDF data
cubes.

Government data made public with open licenses are
called open government data (OGD) and are considered
important for enhancing the transparency of governance and
improving public services by promoting participatory deci-
sion making. Shadbolt et al. [2] described a project for
integrating CSV data and spreadsheet data published on the
UK data catalog site in the Web of Linked Data. Kalampokis
et al. [9] asserted that the real value of OGD comes from
performing data analytics on top of combined datasets from
different sources. As a test case, they used various published

9 http://www.w3.org/TR/vocab-data-cube/.
10 https://github.com/Data2Semantics/TabLinker.
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datasets including the unemployment rate dataset published
in spreadsheet form on data.gov.uk and datasets regarding the
outcome of UK general elections published in spreadsheet
form on the Guardian newspaper’s Web site under an open
license. They converted the datasets into RDF data cubes
and performed data analytics using the combined datasets.
They showed that there was a correlation between the prob-
ability of one of the two main political parties winning a
particular constituency and the unemployment rate for that
constituency.

Crowdsourcing is a means for asking many workers to
perform tasks via the Internet. There are various types of
crowdsourcing, which can be classified in terms of work-
ers, requesters, tasks, and platforms [4]. Crowd workers
can be paid via a crowdsourcing market such as Ama-
zon Mechanical Turk or be volunteers. In the latter case,
games with a purpose [10] are usually used. Human com-
putation is a computing paradigm used to solve problems
that are difficult to solve solely by computer but are rel-
atively easy to solve if human assistance is provided. It
is generally achieved by asking people to complete small
tasks, called microtasks or human intelligence tasks, by
crowdsourcing. Human computation approaches have been
successfully applied to various domains including computer
vision and natural language processing, for which current
artificial intelligence is still no match for human intelligence.
The importance of explicit or implicit involvement of human
intelligence is also emphasized in metasynthetic engineering
of complex systems [11], in which human intelligence and
machine intelligence are integrated into problem-solving sys-
tems. Human intelligence is expected to provide qualitative
reasoning capability and complement quantitative machine
intelligence.

One of the most successful examples of human com-
putation is reCAPTCHA [12], which is a system both for
verifying that an on-line user is actually human and for deci-
phering words unrecognized by optical character recognition
(OCR) software used in, for example, a book digitization
project. Two image files are presented to the user, one
containing a word known by the computer and used for veri-
fication, and one containing an unrecognized word. The user
must type the characters shown in both files. If the known
word is typed correctly, the user is recognized as human. If
enough users interpret the unknown word as a certain word,
that word is considered valid. This process can be considered
to be digitizing characters in images using human computa-
tion.

A British newspaper The Guardian conducted experi-
ments to analyze the receipts of the Members of Parliament
using crowdsourcing.!! Photocopies of handwritten receipts

! hitp://www.theguardian.com/news/datablog/2009/jun/ 18/
mps-expenses-houseofcommons.


http://www.w3.org/TR/vocab-data-cube/
https://github.com/Data2Semantics/TabLinker
http://www.theguardian.com/news/datablog/2009/jun/18/mps-expenses-houseofcommons
http://www.theguardian.com/news/datablog/2009/jun/18/mps-expenses-houseofcommons

Int J Data Sci Anal (2016) 2:45-60

49

were provided in image files, and users were asked to review
each of them and type the content, label them in terms of
level of interest, and write some comments. This can be con-
sidered as an example of datafication of open data provided
in image files. In contrast, our work focuses on digitizing
statistical charts in image files.

AskSheet [13] is a system that uses crowdsourcing to
make spreadsheet tables. It does not ask workers to make
an entire table but instead asks them to gather the informa-
tion needed to fill in the blank cells in a spreadsheet. As
with our approach, it uses a quality control mechanism to
compensate for erroneous inputs by workers, but the mech-
anism is applied to individual values while ours is applied
to the entire table. Fan et al. [14] proposed a framework
for utilizing crowd workers to aggregate tables. They pre-
pared a concept catalog and asked the workers to select the
concept that best represented the values in each column.
The selected concepts were used to match the columns that
appeared in different tables but corresponded semantically.
They focused only on one-dimensional tables and assumed
that there were no incorrect values in the tables. In con-
trast, we focused on two-dimensional tables and assumed
that there were incorrect values. Ermilov et al. [15] pro-
posed a formalization of tabular data as well as its mapping
and transformation to RDF, which enable the crowdsourcing
of large-scale semantic mapping of tabular data. They men-
tioned automatic header recognitionin CSV files as important
future work. In our approach, headers in tables can be easily
recognized by referring to the properties of the chart objects
in the spreadsheets.

The Semantic Web is an endeavor to make the Web
machine-understandable, so both machine and human intelli-
gence are naturally needed to achieve it. Human computation
practices have been applied to various subproblems as part
of enabling the Semantic Web [16-20].

3 Framework for digitizing chart images using
crowdsourcing

In this section we describe our framework for digitizing chart
images using crowdsourcing. We present our task design,
which makes it easy to extract structured data, and discuss
the feasibility of our framework in terms of the requester, the
workers, the tasks, and the platform.

3.1 Task design

One of the most important aspects of human computation
is designing the task so that intuitive and effective instruc-
tions can be given to non-expert workers so that they can
work efficiently and accurately. The objective in our study
was extraction of data from charts in image format and

conversion of them into a form convenient for computer
processing. A possible task design is to simply ask workers
to extract graph data and place them in a CSV- or Excel-
formatted file; however, the output with this approach does
not provide a data structure, such as a distinction between
row/column headers and data values, which is inconvenient
for later data processing steps like data integration. There-
fore, in our method, workers are asked to instead visually
reproduce a chart image as a chart object in a spreadsheet
using the functions of the spreadsheet software. This enables
us to obtain a table linked to a chart object representing
the data in the table and obtain the structure of the data,
such as row and column headers and data sequences, from
the properties of the chart object. It is not a straightforward
task to automatically identify row and column headers in
a table in a CSV file or a spreadsheet without the chart,
but they can be easily obtained using an application pro-
gramming interface if the chart object is provided with the
table. This task design (Fig. 2) is an example of having an
implicit purpose (extracting structured data) hidden behind
an explicit instruction (reproducing a chart), which is com-
mon in human computation such as in the reCAPTCHA
system [3].

Additionally, the structure of the data is essential for
controlling the quality of digitizing work; it provides an
efficient way to aggregate tables made by different workers
and enables use of the common practice of asking multiple
workers to complete the same task and then aggregating the
results. Figure 3 shows our framework for digitizing chart
images using crowdsourcing. The inputs are charts in an
image file format such as JPEG. Microtasks asking crowd
workers to reproduce the images in spreadsheets are gen-
erated and posted to a crowdsourcing marketplace. Several
workers are assigned to each image. Each worker converts the
image into a spreadsheet (in Microsoft Excel format) with an
embedded graph. The axis labels, legends, and sequence val-
ues are extracted from the submitted file, resulting in pairs of
attribute names and values. Finally, the spreadsheets obtained
from the different workers are integrated into a single, higher-
quality spreadsheet.

While Berners-Lee ranks CSV above Microsoft Excel
since the former is an open format while the latter uses a
proprietary one, in practice, the distinction is not substantial
because recent versions of Excel use the Office Open XML
format, and data in this format are readable by other software.
Thus, we use Excel spreadsheets as the format in which to
save data extracted from chart images.

3.2 Structured data extraction through visualization
During the process of visually reproducing a chart image,

a worker has to specify the properties of the chart object
in the spreadsheet to reflect the structure of the data repre-
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Fig. 2 Task design for
extracting data from charts in
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sented in the chart. Such properties can be accessed by using
a computer program and an application programming inter-
face. Although there are various kinds of charts including bar
charts and line charts, most spreadsheets use a common for-
mat for their internal representations; for example, Microsoft
Excel uses a three-item format.!?

12 http://msdn.microsoft.com/en-us/library/office/ff194068.
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— A chart (Chart) has several data series (Series).

— Each data series (Series) has a name (Name).

— Eachdataseries (Series)has x-axis values (XValues)
and values (Values).

Figure 4 shows the relationships between the structure
of a table and the properties of a Chart object. Although
a two-dimensional table has several possible chart repre-
sentations, the column labels and row labels correspond to
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the labels of the x-axis and the legends; they are extracted
as XValues and Name. The data values are extracted
as Values in Series objects. In tables, the choice of
columns and rows is arbitrary; for example, with Figs. 5
and 6, the data categories can correspond to the rows and
the months can correspond to the columns and vice versa.
In either case, Name corresponds to categories, and the
XValues property corresponds to months; this is essen-
tial information for integrating multiple tables since the
choice of rows and columns does not need to be made.
Moreover, such information is also beneficial when con-
verting tables into RDF format using the RDF Data Cube
Vocabulary, which is the next step toward 5-star open
data.

3.3 Feasibility of our crowdsourcing framework

According to Hosseini et al. [4], crowdsourcing can be classi-
fied on the basis of its four components: the crowdsourcer, the
crowd, the crowdsourced task, and the crowdsourcing plat-
form. In our framework, the crowdsourcer (requester) is a
governmental agency that owns legacy data. Such an agency
has a clear motivation for using crowdsourcing since it does
not have enough human resources to convert legacy data into
a machine-readable format, and crowdsourcing can reduce
the monetary cost of converting the data.

The crowd in our case consists of people who can use
spreadsheet software such as Microsoft Excel. The key to the
success of our crowdsourcing approach is the availability of
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Fig. 6 Example of table in which data categories correspond to columns and months correspond to rows

such users. Fortunately, Excel is one of the most commonly
used business software products worldwide. While we do
not have the precise number of Excel users, as of November
2014 more than 1.2 billion people were using one or more
of the Office products, which include Excel.!3 Among the
109,344 workers registered with Lancers'#, a crowdsourcing
marketplace in Japan, 17,917 have “Excel” in their profiles.
The task of extracting data from a chart image is not a simple
microtask but a complex task that requires certain software
skills. In Sect. 5, we demonstrate that we were able to gather
workers with the skills needed to complete the task.

In our case study, we used Lancers but we can use any
crowdsourcing platform that has basic functions such as

13 https://news.microsoft.com/bythenumbers/ms_numbers.

14 http://www.lancers.jp.
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task assignment and reward payment. The quality control
mechanism using data aggregation is performed only on the
requester’s computer using Visual Basic .NET (VB.NET)
software. Thus, our framework can be easily implemented
by most governmental agencies.

4 Quality control mechanism

Human-created tables may contain errors such as typos and
missing values. This is especially true for crowdsourcing as
the workers are usually anonymous and not well trained.
The requester thus has to take into account errors and intro-
duce a quality control mechanism that makes the results
error-tolerant. A common approach to quality control in
crowdsourcing is introducing redundancy by asking multiple
workers to do the same task. For example, in classification
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tasks such as image classification, using the majority crite-
rion generally improves the accuracy of the final result.

In our case, however, the worker outputs are tables, which
are complex objects composed of several headers and many
values, so a simple majority criterion cannot be applied. We
thus developed a two-stage algorithm for integrating multiple
tables made by different workers for the same chart image.
First, the rows and columns in the different tables are aligned,
and then the values in corresponding cells are aggregated.
Figure 7 shows an example of aggregating the tables created
by three workers.

4.1 Alignment of rows and columns

In general, the order of rows and columns in a table is arbitrary
(except obvious cases in which the order is naturally defined
such as for dates), so different workers may order the rows
and columns differently. For example, different workers may
arrange the row labels (“London,” “New York,” “Tokyo”) in
the chart in Fig. 4 differently. Therefore, when aggregating
the tables created by different workers, we first have to align
the rows and columns among the different tables.

The names of rows (or columns) are the most important
clue for judging whether two rows (columns) are identical,
however, the names may contain errors or are sometimes
missing in tables created by crowd workers. In that case,
if the values in the rows (columns) are the same, the rows
(columns) can be judged to be the same. Therefore, we intro-
duce the similarity of two rows (columns) considering both
their names and values and use it to find matching between
rows (columns).

The measure we introduce here for measuring the simi-
larity between two rows made by different workers is based
on the probability of disagreement between the row head-
ers and between the row values. Assume two workers w
and w’ transcribe the same row in a table and produce

rows (z%, x{, ..., xy) and (z“’/, xi"/, .. ,x}\‘}/), respectively,
where z represents the header and x,, represents a row value.
(We assume the two rows have the same number of values but
later explain how we deal with rows with different numbers.)
We assume that with probability «, the two workers use the
same label for the header and that with probability 1 —«;, they
use different labels. We also assume that the probability that
two corresponding values are the same is ¢, . These probabil-
ities give the probability of having the two rows transcribed
by the two workers:

w__ w/ w ’U,'/
al =0 o) @ED T e ] a—aw),
W=
where [ is a function that returns 1 when the condition holds
and 0 otherwise. Using this probability, we define the similar-
ity measure between rows transcribed by different workers
as

12" =z")Ina, + 12" #z*)In(l —a;)

+ Z Ina, + Z In(1 — ay).

/ /
W— W w w
Xy =Xy Xy ;éxn

We define the similarity between columns in the same way.

Using this similarity measure and the following procedure,
we align the rows and columns in the tables created by the
two workers.

1. Calculate the similarities between all rows produced by
the two workers.

2. Assume that row pairs with high similarity contain iden-
tical data, and pair them up.

3. Pair any remaining unmatched rows with dummy rows.

A similar procedure is applied to columns. The alignment
can begin with either rows or columns. In many cases, a
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Series represents a time series and, in such cases, the
XValues represent time or date. For such cases, there is usu-
ally less disagreement on the order of the XValues among
workers’ tables than there is on the orders of the Series
objects. Therefore, starting with row alignment is a useful
convention if the Series are arranged in a row (that is,
the Name of a Series is used as the row header, and the
XValues are used as the column headers). Note that chang-
ing the order of the columns changes the similarity between
rows and vice versa; therefore, we should order rows and
columns simultaneously. However, for simplicity, we assume
they are independent and order the rows first and then order
the columns. If three or more tables are to be aligned, one
is chosen as a reference table, and the remaining tables are
aligned with respect to the reference table.

4.2 Aggregating table headers and cell values

Since the results produced by crowdsourcing may contain
errors, after the rows and columns of the tables are matched,
the corresponding values from the tables are integrated to
obtain a single table. The majority criterion is used to deter-
mine the final values for table headers since nominal values
such as names are frequently used. The median value is used
for cell values since numerical values are frequently used and
the median is more robust to outliers than the average. Con-
sidering human errors as outliers rather than noise (as they are
in instrument measurements) is appropriate because crowd
workers can make errors of great magnitude. For example,
consider a case in which the inputs from three workers are
1982, 1892, and 1982 and the actual value is 1982; the median
matches the actual value while the average value greatly
differs.

5 Case study

In this section, we describe our experiments on digitizing
actual statistical chart images by using crowdsourcing. Our
goal was to evaluate the feasibility of our framework and the
effectiveness of the quality control mechanism.

5.1 Dataset and software

We evaluated our proposed framework and quality control
mechanism experimentally by using chart images from the
2013 White Paper on Tourism'® published by the Japan
Tourism Agency. The white paper is published under a Cre-
ative Commons CC-BY license, and most of the statistical
data are provided as figures embedded in HTML documents
or PDF files, i.e., as one-star open data in Berners-Lee’s

15 http://www.mlit.go.jp/statistics/file000008.html.
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Fig. 8 Percentages for different types of charts in the dataset

scheme. Among the 104 images used in the white paper, 61
explicitly show values as data labels, and we used them as the
gold standard for evaluating the correctness of the extracted
values.

The dataset contains various types of charts. We catego-
rized them into six categories: (a) bar chart, (b) line chart, (c)
pie chart, (d) stacked bar chart, (e) 100 % stacked bar chart,
and (f) bar+line chart. The percentages for these chart types
in the dataset are shown in Fig. 8. Although the bar charts
account for about half the dataset, the other chart types are
also prevalent.

‘We compared the results for two crowdsourcing tasks. One
simply asked workers to extract data from charts and put them
in a spreadsheet (“Create Table” tasks), and the other asked
workers to reproduce charts in a spreadsheet (‘“Reproduce
Chart” tasks). We asked five workers to complete each task.
We used the Lancers crowdsourcing service and paid 200 JPY
(approximately 2 dollars) for each completed task. A worker
was not required to do all tasks—23 different workers did at
least one Create Table task, and 30 different workers did at
least one Reproduce Chart task.

We implemented the table aggregation software using
VB.NET. This software took the Excel files created by the
workers as input and searched each file for a Chart object.
If multiple Chart objects were found, it used only the one
with the first index number. For each Series object in the
Chart object, it extracted the values of the Series . Name,
Series.XValues, and Series.Values properties fr-
om the corresponding cells in the worksheet as the row
headers, column headers, and cell values, respectively. The
table aggregation algorithm was then applied to the set of
worker tables (with oy = «; = 0.9), and the aggregated
table was stored as a worksheet in a new Excel file.

5.2 Accuracy of worker tables

We manually made gold standards for the transcribed tables
and evaluated the accuracy of the tables created by the crowd
workers. We separately evaluated the accuracies of the row
and column headers and the cell values. Figure 9 shows the
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Fig. 10 Errors in table headers in worker tables for different types of
charts

percentages of different types of errored cells for both tasks.
“Incomplete” means some data values were not exactly the
same as the gold standard, such as different spelling or values
without appropriate units. “Incorrect” means that the values
were simply incorrect mainly due to mistyping or another
mistake, and “Missing” means some data values were miss-
ing from the table. Although the dataset contained complex
charts such as the ones shown in Fig. 1, both tasks resulted
in accuracies higher than 90 % for both table headers and
cell values, which indicates that our approach using crowd-
sourcing is promising. The Reproduce Chart task resulted in
fewer incorrect header and cell values than the Create Table
task. This might be because the reproduced charts made it
easier for the workers to spot errors. On the other hand, the
Reproduce Chart task resulted in more incomplete and miss-
ing values.

Figures 10 and 11 show the percentages of errors in table
headers and cell values generated by the Reproduce Chart
task for different types of charts. Most “incomplete” headers
were missing units of measure. The pie charts had many
missing values. Pie charts usually display percentages as well
as numeric values, but many workers did not transcribe them
into their tables but instead calculated them from the numeric
values using a function of Excel. For example, the pie chart
in Fig. 12 shows percentages, but they are not found in the

75% 80% 85% 90%  95%  100%

Fig. 11 Errors in cell values in worker tables for different types of
charts

table. They are displayed by specifying data label formats.
The totals for the stacked bar chart are also missing for the
same reason. Although we counted them as “missing values”
in our evaluation, they can be recovered from the numeric
values in the table and thus should not cause major problems
in practice.

5.3 Accuracies of aggregated tables

We next measured the accuracies of the aggregated tables. At
least three tables are required so that using the majority cri-
terion or the median works well. We compared two different
settings. In one, all five worker-generated tables were used for
each chart image; in the other, three randomly selected tables
were used for each image. Figure 13 shows the percentages
for different types of errors after aggregation. Aggregation
greatly improved the accuracy for cell values. It also elimi-
nated most of the incorrect and missing headers, but it was
not very effective for reducing the incomplete headers.
Figures 14 and 15 show the percentages of errors in the
aggregated tables from five workers for different types of
charts. Most of the incomplete headers were due to lack of
appropriate units. Many workers did not write them in the
cells, so the majority criterion did not work well. Although
we could recover some missing “percentages” by retrieving
cell style information, a more general handling of missing
units is left for future work. Most missing cell values in the
stacked bar charts were the totals of the stacked values, which
can be recovered, as explained in the previous subsection.

6 Analysis of results when workers used chart
digitizing software

As discussed in Sect. 2, there are various types of chart
digitizing software available for digitizing chart images in
documents such as research papers. Such software is use-
ful for obtaining the values of data points in a graph, but it

@ Springer



56

Int J Data Sci Anal (2016) 2:45-60

A B en D E | F | = ) () O ) [ B [l [ VI (|
; =
2 China 3,800,000 Rifseial Others
-3 Taiwan 3,650,000 160,000 3,510,000 China
4 Korea 2,730,000 Malaysia o o ;‘,/ 16.0% 3,900,000
5 United States 2,400,000 320,000 o0 0o india | 17.8%
6 Hong Kong 1,570,000 Germany 1.5%__ "o 120 000
7 Thailand 780,000 380,000 N % Taiwan
8 Australia 660,000 1.7% N 3,650,000
,,S,S_inlgaponla 600,000 France —16.6%
10 United Kingdom 480,000 400,000
11 France 400,000 1.8%
o cl
12 Germany 380,000 -
13 Malaysia 320,000 o 1
14 Canada 260,000 United Kingdom _
15 India 170,000 480000 éiratia_ 1
16 |Russia 160,000 S~
17 Others 3510000 | Singapore_ 3 (’)%
18 600,000 ’
71’97 2.7% Thailand
720 | 780,000
o1 | 3.6%
*’g’g'* Hong Kong z'i;(zao,:o
24 1’570;000 United States ’ L
= 7.1% 2,400,000
o6 10.9%
- v
W 4 b W] Sheet! /T3 7 [l - - a0
Fig. 12 Example of pie chart and corresponding table. Although pie chart displays percentages, they are not shown in table
B
M )
3
f .
g Line
o
vaes [ - conpieee e = Complete
= Incomplete = Incomplete
neacers [ ket et
eaders
E, B Missing ® Missing
§ 100% stacked bar
" Values .
Bar+Line
80% 85% 90% 95% 100% 75% 80% 85% 90% 95%  100%

Fig. 13 Percentages for different types of errors in aggregated tables

= Complete
= Incomplete
Stacked bar = Incorrect
B Missing
100% stacked bar

Bar+Line

=
o e w
& 3 8

75% 80% 85% 90% 95%  100%

Fig. 14 Errors in table headers in aggregated tables for different types
of charts

is not fully automatic and thus needs human intervention.
Our framework does not prevent workers from using such
software. In this section, we describe the experiments we
conducted to analyze the effect of using it. In these experi-

@ Springer

Fig. 15 Errors in cell values in aggregated tables for different types of
charts

ments, we recommended to the workers that they use chart
digitizing software if they thought it would be useful and
asked them, if they used such software, to identify the soft-
ware used.

6.1 Example of chart digitizing software

Chart digitizing software is especially useful for extracting
data from charts without data labels, like the one shown in
Fig. 16, from which workers need to estimate the values by
eye. Chart digitizing software can determine the values of the
data points specified by the user once the user has calibrated
the axes of the graph, as in the following steps:

— First, the user is asked to click two reference points on
the X-axis and two reference points on the Y-axis.
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Fig. 16 Example of chart Change in Total Number of People Staying Overnight by Region Compared to Same Month
without values as data labels in (%) of Previous Year in 2012
2013 White Paper on Tourism. 70
Workers needed to estimate ==& Hokkaido
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(Notes)

1 From the Japan Tourism Agency's "Statistical Survey on Overnight Travel."
2 Figures for 2010 and 2011 are definite figures, figures for 2012 are provisional. For January-March the results of lodging

— Then the user is asked to enter the X-values of the points
on the X-axis and the Y-values of the points on the Y-axis.

— The software calculates the scales of the X- and Y-axes
by using the values of the reference points.

— In “manual” mode, the user is asked to specify each point
on each line, and the software calculates the X—Y values
of the point.

— In “automatic” mode, the user specifies the color of the
line in the chart, and the software automatically calculate
the X—Y values of points on the line.

Figure 17 shows a screenshot of axis calibration in WebPlot-
Digitizer. Note that automatic mode requires axis calibration
as well as color specification, so it is not truly automatic and
needs human intervention.

6.2 Experimental settings

In the crowdsourcing tasks for the chart digitizing experi-
ments, we recommended to the workers that they use chart
digitizing software if they thought it would be useful, and we
provided links to the following chart digitizing software as
examples.

— WebPlotDigitizer,
- GSYS,!6
SimpleDigitizer,!’
G3DATA.!8

16 http://www.jcprg.org/gsys/.
17 http://www.alrc.tottori-u.ac.jp/fujimaki/download/windows.html.

18 http://www.frantz.fi/software/g3data.php.

After they completed each task, we asked them whether they
had used chart digitizing software and, if so, which one.
In addition to the software we recommended, some users
reported that they used the following software.

— Graphce:l,19
— 10_0! Excel.20

Aschartimages to digitize, we chose 37 chartimages with-
out data labels from the 2011 White Paper on Information
and Communications®! published by the Ministry of Internal
Affairs and Communications of Japan. Although there were
no data labels in these charts, we found the original CSV files
from which the charts were made. We used these CSV files
as gold standards to evaluate the accuracy of the tables made
by the workers. We used the Lancers crowdsourcing service
and asked five workers to complete each task (reproduce a
chart image as a chart in an Excel spreadsheet). We paid 200
JPY (approximately 2 dollars) for each completed task.

Figure 18 shows the percentages of the tasks completed
using different types of chart digitizing software. GSYS
and SimpleDigitizer were used the most, probably because
detailed Japanese documentation was available for them.
Note that 28 % of the tasks were completed without using
any chart digitizing software.

For each set of tasks completed using specific soft-
ware, we calculated the root mean squared logarithmic error
(RMSLE):

19 hitp://www.vector.co.jp/soft/win95/business/se247204.html.
20 http://www.vector.co.jp/soft/win95/art/se312811.html.

21 hitp://www.soumu.go.jp/johotsusintokei/whitepaper/ja/h23/index.
html.
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Enter X-values of the two points clicked on X-axis and

*For dates, use yyyy/mm/dd format (e.g. 2013/10/23 or 2013/10).
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X-Axis: 2012/1 | Ro12/7 |
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Fig. 17 Axis calibration in WebPlotDigitizer. User is asked to enter XY coordinate values of reference points

GSYS
SimpleDigitizer
GraphScan

10\_0! Excel
Graphcel
WebPlotDigitizer
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Fig. 18 Percentages of tasks completed using chart digitizing software
by type of software

N
E= %Z (In (62 4 1) — In (™ 4 1))2,

i=1

where N is the total number of cells in the set of tasks, x{™*
is the true value for cell 7, and x;" orker i5 the worker’s value
for cell i.

For the tasks for which there were results using software
and results not using software, we calculated the error for
each case. Figure 19 shows the error distributions using soft-
ware and not using software. Each point represents a task.

@ Springer

Its X-value shows the error using software, and its Y-value
shows the error not using software. We can see that using
chart digitizing software did not always reduce the error.

Figure 20 shows the comparison of the errors among the
different types of software used. Although the results for
some types of software are not significant due to limited num-
bers of used tasks as shown in Fig. 18, there were significant
differences among the more popular choices (GSY'S, Simple
Digitizer, and no software). Tasks completed using a certain
software contained larger errors than tasks completed using
another software and tasks completed without using any soft-
ware. Note that these differences should not be attributed to
the software itself. The users may not have fully understood
how to use the software or simply lacked the skills or care-
fulness needed to complete the task accurately. These results
do show that even if workers use chart digitizing software,
errors caused by human operation are unavoidable and that
quality control is still necessary to ensure accuracy.

7 Summary and future work

Converting legacy open data in, for example, image files into
machine-readable format is an important step toward real-
izing the potential of the Linked Open Data cloud, but it
is labor-intensive, and there have been few related research
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efforts. We proposed using crowdsourcing to digitize chart
images and introduced a task design. In this design, crowd
workers are asked to reproduce chart images as embedded
chart objects in spreadsheets, which enables automatic iden-
tification of table data structures from the properties of the
chart objects. To reduce the number of errors inherent in
crowdsourced results, we developed a quality control mech-
anism. Multiple workers are asked to digitize the same chart
image, and the tables they create are aggregated. Experi-
mental results demonstrated that our approach is effective,
but many tasks remain for future work. They can be grouped
into four main areas, as described below.

7.1 Task design

Several lessons were drawn from the results of our experi-
ments. The inconsistency in the use of units could be reduced
by defining units as cell styles in advance and asking the
workers to use them. In the experiments, we asked the
workers to upload their Excel files to a file server, and we
downloaded them manually to a local machine, on which we
ran a table aggregation program. This procedure is prone to
problems, such as lost and misidentified files. Performing all

statistical quality control methods that consider worker-
dependent abilities (e.g., [21,22]) is a possible future direc-
tion for improving integration accuracy.

7.3 Integrating chart digitizing software in the
framework

As shown in Sect. sec:software, using chart digitizing soft-
ware did not always reduce the error size, but if appropriately
used, it could contribute to reducing it. The usefulness of
software depends on the type of chart to be digitized, so rec-
ommending to users whether or not to use software for each
task and, if so, recommending specific software could con-
tribute to producing more accurate results. Different types of
software cause different degrees of error, which may have
different statistical patterns. This means that utilizing infor-
mation on whether or not software was used and, if it was,
what type of software was used should help reduce the error
size in the final results.

7.4 Converting tables into RDF format

The next step according to the roadmap for the Linked
Open Data cloud is converting tables into RDF format. The
dimensions, measures, and attributes in the RDF Data Cube
Vocabulary, a framework for representing statistical tables,
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generally correspond to headers, values, and units of values
in statistical tables. After the headers and values are extracted
using a chart digitizing approach, we have to relate them to a
formally defined vocabulary. This process is also difficult to
perform solely by computer; it requires human intelligence.
Therefore, the use of crowdsourcing to convert tables into
RDF format is important future work. Collecting publicly
available spreadsheets with charts and extracting names from
them would help in constructing a vocabulary for describing
statistical data.

7.5 Structured data extraction through visualization

We reproduced image-formatted charts in spreadsheets to
enable us to extract table-formatted data from them. How-
ever, there are many other data types that are not provided in
visualized formats such as CSV-like texts and spreadsheets
without charts. Producing charts from these non-visualized
data would make the data easier to understand; moreover,
such processes would help in extracting the structures of the
data as a by-product. This is referred to as unsupervised visu-
alization of the data while chart reproduction from images is
referred to as supervised visualization.
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