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Abstract
Graph-based approaches are revolutionizing the analysis of different real-life systems, and the stock market is no exception.
Individual stocks and stock market indices are connected, and interesting patterns appear when the stock market is considered
as a graph. Researchers are analyzing the stock market using graph-based approaches in recent years, and there is a need
to survey those works from multiple perspectives. We discuss the existing graph-based works from five perspectives: (i)
stock market graph formulation, (ii) stock market graph filtering, (iii) stock market graph clustering, (iv) stock movement
prediction, and (v) portfolio optimization. This study contains a concise description of major techniques and algorithms
relevant to graph-based approaches for the stock market.

Keywords Stock market · Graph filtering · Graph clustering · Portfolio optimization · Stock movement prediction

1 Introduction

A graph is defined as a collection of two sets: a set of
nodes and a set of edges between those nodes. Many real-
life systems, such as biological structures, social networks,
financial systems, and communication networks, can be
represented as graphs. Researchers use different tools, tech-
niques, and algorithms to construct graphs and analyze them.
Those tools, techniques, and algorithms are regarded as
graph-based approaches. The stock market is a financial sys-
tem that can be considered as a graph. The application of
graph-based approaches for analyzing the stock market is
increasing rapidly. This study will present a survey of the
major researches that apply graph-based approaches for stock
market analysis and prediction. The main purpose is to sum-
marize graph-based approaches that are well applied in stock
market research, to draw a clear picture of where the research
is, how different approaches are categorized and related, and
where the new trend is.
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There are very few studies so far focusing on surveying the
graph-based approaches in stock market analysis and predic-
tion. One study focuses on the application of different graph
filtering techniques on correlation-based stockmarket graphs
and assessing the statistical stability of those techniques [52].
Kenet et al. [25] review the applications of network science in
finance and economics, a small part of which is contributed
to the discussion of the correlation-based stockmarket graph.

Marti et al. [34] have tried to produce a comprehensive
reviewon the application of correlation networks in the finan-
cial market with a major focus on the stock market graph.
However, it has only described the results brieflyor onlymen-
tioned the algorithms in most cases. A sufficient discussion
about the stockmarket graph formationmechanisms, filtering
algorithms, clustering methods, and graph-based portfolio
design strategies is highly desired while they barely discuss
the mathematical perspectives of the methods and algo-
rithms. Most importantly, it has almost no discussion about
applying machine learning-based approaches to analyze the
stock market graph. Our study will overcome these limita-
tions by discussing the state-of-the-art graph-based methods
and algorithms for stock market analysis and prediction crit-
ically and in detail. The major contributions of our study are
as follows.
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• This is the first study to present a comprehensive dis-
cussion about the stock market graph formulation tech-
niques.

• We have summarized and critically discussed the major
filtering and clustering algorithms for the stock market
graphs.

• Ours is the first study to survey the graph-based and
machine learning-focused approaches for stock move-
ment prediction and portfolio optimization.

To be consistent with the literature, we will use the words
graph and network interchangeably. Likewise, we will do
the same for the words stock and node. The rest of the paper
is organized as follows. Section 2 discusses the construc-
tion of the stock market graph. Different stock market graph
filtering mechanisms are discussed in Sect. 3. A detailed
discussion of stockmarket graph clustering techniques is pre-
sented in Sect. 4. Different graph-based techniques for stock
movement prediction are presented in Sect. 5. Graph-based
portfolio optimization techniques are discussed in Sect. 6.
The paper is concluded in Sect. 8. A taxonomy of the cov-
ered methods is presented in Fig. 1.

2 Stockmarket graph formulation

2.1 Correlation-based graphs

Wewill consider a graphG = (V , E), consisting of nodes V
and edges E . In a correlation-based graph, individual stock
or market index is considered as a node. It is prevalent to
formulate the stockmarket graph based on Pearson’s correla-
tion coefficient ρi j between returns [33,43,51] or logarithmic
returns [2,5] of stock pairs. If we consider the close price of
stock i as Ci , then the logarithmic return at time t can be
defined as follows.

ri,�t (t) = log(Ci (t)) − log(Ci (t − �t)), (1)

where �t is the sampling period. It determines the time
difference between two consecutive measurements of return,
price, or volume. Let us consider r i,�t (t) as the return series
of the stock i and r j,�t (t) as the return series of the stock j
at time t , where r i,�t (t) = [ri,�t (t), ri,�t (t − 1), ri,�t (t −
2) . . . ri,�t (t − (T − 1))] and r j,�t (t) = [r j,�t (t), r j,�t (t −
1), r j,�t (t − 2) . . . r j,�t (t − (T − 1))].

T is the window size for correlation calculation. T deter-
mines the number of previous periods to be considered during
the correlation calculation. The correlation can also be cal-
culated between two close prices or traded volumes [8]. It is
possible to calculate correlation where r i,�t (t) and r j,�t (t)
will be considered over the same time period [33], or one
will be lagged compared to the other [9]. In the latter case,

we can consider the lag period between two return series as
τ . If there is no lag, then τ = 0. Let us first define the mean
(r i,�t (t)) and the variance (Var[r i,�t (t)]) of the return series
for stock i as follows:

r i,�t (t) = 1
T

∑T−1
s=0 ri,�t (t − s) (2)

Var[r i,�t (t)] = 1
T

∑T−1
s=0 [ri,�t (t − s) − r i,�t (t)]2 (3)

Given the notion of the return, window size, sampling
period, and lag period, we can define the Pearson’s correla-
tion coefficient ρi j as follows:

ρi j (t, �t, τ, T )

=
∑t−(T−1)

s=t [ri,�t (s) − r i,�t (t)][r j,�t (s − τ) − r j,�t (t − τ)]
√
Var[r i,�t (t)]Var[r j,�t (t − τ)] × T

.

(4)

The correlation can be positive or negative with the min-
imum value of −1 and the maximum value of +1. It is
possible to form both weighted and unweighted stock mar-
ket graphs based on correlation. For an unweighted graph,
a correlation threshold is used [4,8]. There will be an edge
between the node i and j in the correlation threshold method
if the corresponding ρi j is greater than or equal to a threshold
ρthres (ρthres ε [−1, 1]) [4,23]. The graphs based on the cor-
relation threshold will be unweighted and undirected graph.
It is also possible to formulate a complementary graph based
on the correlation threshold. In the complementary graph,
there will be an edge between node i and j if ρi j < ρthres
[4].

There are different ways to formulate a weighted graph
based on cross-correlation between stock pairs. For example,
we can take the absolute value of the correlation as theweight
[11]. It is possible to convert the correlation to a distance
measure di j [33,43].

di j =
√
2(1 − ρi j ). (5)

The minimum value of di j will be 0 (when ρi j = 1), and
the maximum value will be 2 (when ρi j = −1). Thus, a
higher value of di j means less positive correlation or more
negative correlation between the stock pairs.

It is possible to construct a stock market graph based
on exponentially weighted Pearson’s correlation coefficient
[42]. If the correlation between stock i and j onday t isρi j (t),
then exponentiallyweightedPearson’s correlation coefficient
on day t , ρw

i j (t), can be defined as follows:

ρw
i j (t) =

t∑

s=t−ξ+1

wsρi j (s). (6)
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Fig. 1 Taxonomy of the discussed methods

Here, the weight value ws is defined as follows:

ws = w0 exp

(
s − ξ

θ

)

. (7)

Here, w0 is the initial weight value. ws is strictly posi-
tive (ws > 0), and its sum over the calculation period is 1
(
∑t

s=t−ξ+1 ws = 1). ξ is the sliding window size, gener-
ally six months or one year when daily data is used [42]. θ
is the characteristic time horizon. After calculating ρw

i j (t),
we can use its value to create the stock market graph. It is
also possible to define the exponentially weighted Pearson’s
correlation coefficient with shrinkage (ρ̄i jw(t)) [42].

ρ̄i j
w(t) = 1

2(ξ+1)

[∑t
s=t−ξ ρw

i j (s)

+ ∑ j−1
i=1

∑n
j=2

∑t
s=t−ξ

2ρw
i j (s)

n(n−1)

]
. (8)

The shrinkage significantly improves the numerical sig-
nificance of the correlation matrix [42].

A stock market graph can also be formed based on the
Eigen decomposition of the cross-correlation matrix [31].
The Eigenmode of the largest Eigenvalue can be calculated
as follows:

ρm
i j = λmu

m
i u

m
j , (9)

where λm is the largest Eigenvalue of the cross-correlation
matrix, and umi is the i th component of the largest Eigenvec-
tor. ρm

i j describes the global interactions between different
stocks [31].

It is possible to form a stock market graph based on risk
measures such as the value at risk (VaR) [62].VaR is theworst
possible expected loss in a future period given a confidence
interval (e.g., 95%, 99%, etc.) and the past data. It is possible
to calculate the VaR of a single stock in each trading day
and construct a VaR series similar to the return series ri (t).

Upon construction of the VaR series; the VaR array corre-
lation coefficient can be calculated similarly to equation (4)
[62]. A threshold method can be applied to the VaR array
correlation to form a risk-based stock market graph [62].

Apart from correlation, it is possible to construct a stock
market graph based on partial correlation [26]. Let us con-
sider three stocks: h, i , and j . The partial correlation
coefficient ρi, j :h between stock i and j based on the stock
h is the Pearson’s correlation coefficient between the resid-
uals of stock i and j that are uncorrelated with h [26]. Both
stocks i and j are regressed on stock h to obtain these resid-
uals. Thus, we can define the partial correlation coefficient
in terms of three Pearson’s correlation coefficients as follows
[26]:

ρi, j :h(t) = ρi, j (t) − ρi,h(t)ρ j,h(t)
√

[1 − ρ2
i,h(t)][1 − ρ2

j,h(t)]
(10)

For simplicity, we do not include�t , τ , and T in equation
(10). The value of ρi, j :h(t) can be small for two reasons. It
will be small if the stock h strongly influences the correlation
between stock i and j . However, it can also be small if the
correlation between stock i and j is small. It is possible to
define a new measure called the influence of stock h on the
pair of stocks i and j to distinguish these two cases [26].

di, j :h(t) = ρi, j (t) − ρi, j :h(t) (11)

di, j :h(t) will be higher when a significant amount of ρi, j (t)
canbe explained in termsof the stockh. It is possible to gener-
ate n(n−1)(n−1)

2 possible di, j :h(t). Thus, a filtering technique
such as threshold-based filtering can be applied to generate
a partial correlation network using di, j :h(t) [26].

2.2 Other linear measurement-based graphs

Apart from correlation, it is possible to form a stock mar-
ket graph based on trading volume only. We can consider
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individual traders as the nodes of the graph and the trading
relationship between them as the edges [30,50]. The presence
of traded volume can be used to create an unweighted graph,
and the amount of the traded volume can be used to create
a weighted graph [50]. There will be one graph per stock
using this traded volume-based strategy. This graph will be
directed with directions, e.g., from the seller node towards
the buyer node [30,50].

A stock market graph can be formulated using the condi-
tional Granger causality index (CGCI), a linear measure of
the causal relationship [39]. The CGCI is defined using vec-
tor autoregressive models. It can be defined as the ratio of the
variances of unrestricted and restricted vector autoregressive
model residuals [39]. Once CGCI is calculated, its statistical
significance can be measured by the F-test. If the CGCI is
significant, there will be an edge between the two nodes. As
CGCI is a measure of causality, the formulated graph can be
directed [39].

It is also possible to use the significance of the linear
regression coefficient to formulate a stockmarket graph [29].
In this method, the return series of one node is regressed
against the return series of another node. The F-statistic of
regression is used to construct the edge between those nodes
[29].

2.3 Nonlinear measurement-based graphs

There are different shortcomings of Pearson’s correlation
coefficient between stock returns. It only reveals linear rela-
tionships and ignores the heterogeneity of financial data at
different times [57]. As a result, it cannot accurately mea-
sure the tail correlation [56]. It is possible to use the Copula
function, which can construct the joint distribution function
without considering the specific form of the marginal distri-
bution to the random variables when measuring the financial
market correlation, and it canmeasure the nonlinear relation-
ships [57].

The first step of forming a stock market graph using the
Copula model introduces a marginal distribution function of
stock returns such as the GARCH(1,1)-t model [57]. Here,
GARCH stands for generalized autoregressive conditional
heteroskedasticity. The next step is to choose a suitable Cop-
ulamodel such as the symmetrized Joe-Clayton (SJC) copula
[57]. By fitting the marginal distribution function to the
selected copula model, one can obtain upper- and lower-tail
correlation coefficients between the stock pairs. These cor-
relation coefficients can then be transformed into distance
metrics using equation (5) [57].

Another approach to overcome the limitations of Pear-
son’s correlation is to use consistent dynamic conditional
correlation (cDCC), which estimates correlation coefficients
using standardized returns [46]. These standardized returns
are calculated using an ARMA-FIEGARCH model [46].

Here, ARMA stands for autoregressive moving average, and
FIEGARCH stands for fractionally integrated exponential
generalized autoregressive conditional heteroskedasticity.

It is possible to usemutual information (MI) as a similarity
measure between the stocks [16,59]. For simplicity, we do
not include�t , τ , and T in the notations of the return series in
subsequent discussions. If we consider ri and r j as discrete
random variables, then the MI between them can be defined
as follows [16]:

MI(ri , r j ) = H(r i ) + H(r j ) − H(r i , r j ), (12)

whereH(r i ) andH(r j ) are themarginal Shannon’s entropies,
and H(r i ,r j ) is the joint Shannon’s entropy of r i and r j .
These entropy measures can be defined as follows for dis-
crete random variables such as return series [59]:

H(r i ) = −
T∑

s1=1

P(ri,s1) log P(ri,s1), (13)

H(r i , r j )= −
T∑

s1=1

T∑

s2=1

P(ri,s1 , r j,s2) log P(ri,s1 , r j,s2),

(14)

where P is the probability. Once the MI is calculated, it can
be converted into a distance metric as follows [16]:

di j,MI = H(r i ) + H(r j ) − 2MI(r i , r j ). (15)

di j,MI is themutual information-based distancemetric that is
symmetric and non-negative [16]. It satisfies triangle inequal-
ity and dii,MI = 0 [16].

We can also calculate conditional mutual information
(CMI) between two stocks and use that for constructing a
stock market graph. CMI measures the conditional depen-
dency between two stocks i and j under the condition of the
third stock h and can be defined as follows [59]:

CMI (r i , r j |rh) = H(r i , rh) + H(r j , rh)

− H(rh) − H(r i , r j , rh), (16)

where H(r i , r j , rh) is the joint entropy of three randomvari-
ables and can be defined as follows [59]:

H(r i , r j , rh) = −
T∑

s1=1

T∑

s2=1

T∑

s3=1

P(ri,s1 , r j,s2 , rh,s3) log P(ri,s1 , r j,s2 , rh,s3). (17)

Whenwe useMI to construct an edge between two stocks,
the strength of that edge may be overestimated, and with
CMI, it may be underestimated [59]. We can use partial
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mutual information (PMI) to tackle these issues.We can start
the construction of PMI with the condition of partial inde-
pendence (P∗) between stock i and j with respect to the third
stock h [59]:

P∗(i |h)P∗( j |h) = P(i, j |h), (18)

where

P∗(i |h) =
∑

j

P(i |h, j)P( j), (19)

P∗( j |h) =
∑

i

P( j |h, i)P(i). (20)

Then, we can define the PMI as follows [59]:

PMI(i, j |h) =
∑

i, j,h

P(i, j, h) log
P(i, j |h)

P∗(i |h)P∗( j |h)
. (21)

We can form a stockmarket graph using the partial mutual
information on mixed embedding (PMIME), a nonlinear
measure of the relationship [39]. PMIME measures the frac-
tion of information about the response variable that can be
explained only by a predictor variable [39]. It is calculated as
the ratio of twomutual information terms. A significance test
is applied within the estimation procedure of PMIME. This
significance test’s positive value indicates a causal relation-
ship between the predictor and the response variable [39].
The graph formulated based on PMIME is a directed graph.

2.4 Statistically validated network

It is possible to form a stock market graph based on statis-
tical validation of the links [9,53,54]. We will describe this
method according to [54]. In this method, a bipartite graph is
formed first. For a stock market, set A of the bipartite graph
is the stocks and set B is the trading days. There will be an
edge from stock i of set A to a node of set B based on the
excess return of the stock i with respect to all the stocks’
average daily return. There can be three states based on the
excess return: up, down, and null. It is possible to statisti-
cally validate the co-occurrence of state (either up or down)
of stock i and state (either up or down) of stock j . The final
network is obtained by linking together the vertices of set A
which share at least a common first neighbor element of set
B in the bipartite graph.

Let us assume that the degree of stock i is degi and of
stock j is deg j . The common neighbors between stock i and
j in set B is degi, j . The number of nodes in set B is nB .
Under the hypothesis that stock i and j randomly connect
to the elements of set B, the probability that stock i and j
share X neighbors in set B is given by the hypergeometric

distribution as follows [54]:

P(X |nB, degi , deg j ) =
(degi

X

)(nB−degi
deg j−X

)

( nB
deg j

) (22)

It is possible to associate a probability or p-value P(degi, j )
with the actual number degi, j that stock i and j can share,
and that can be calculated as follows [54]:

P(degi, j ) = 1 −
degi, j−1

∑

X=0

P(X |nB, degi , deg j ) (23)

If the p-value is lower than a statistical significance level,
there shouldbe an edgebetween the stock i and j . The statisti-
cal significance level takes into account the fact that multiple
hypothesis testing is performed. It is possible to use more
conservative Bonferroni correction for multiple hypothesis
testing or less restrictive false discovery rate (FDR) [54].
The resultant network is called the Bonferroni network or
FDR network.

2.5 Graphs from textual data

It is possible to construct a stock market graph by extracting
their relationships from textual data, such as whether they
are from the same industry or not [14]. This information can
be extracted from the documents maintained by the stock
exchange. For example, if two stocks belong to the same
industry, there will be an edge between them [14,45,60]. A
graph can also be formed by analyzing the first-order and
second-order relations in the statements of Wikidata [14]. If
one stock is the subject and the other stock is the object in a
statement of Wikidata, there is a first-order relation between
those two stocks [14]. There will be a second-order relation if
both stocks have a common object in two different statements
[14].

Textual data-based stock market graphs can also be con-
structed using shared trading concepts among stocks such
as the company’s business, geographical location, or share-
holding structure [18]. Gao et al. [19] propose a stock market
graph by combining information from stock description
documents and historical return data. First, the topic distri-
bution for each stock description document is extracted as a
document feature with a stock attribute by calculating a prob-
ability distribution.Each stock’s description document canbe
considered a sequence ofwords, and that sequence ismapped
to a probability distribution over a certain number of topics
[19]. This probability distribution can be regarded as doc-
ument encoding. The document encoding is then combined
with historical sequence encoding (e.g., generated from his-
torical return data using a long short term memory (LSTM)
layer) to produce the dynamic interaction function. Finally,
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the dynamic interaction function is converted to the time-
aware relation strengthbetween stock i and j onday t through
further processing. This time-aware relation strength is used
as the edge weight of the stock market graph on day t .

2.6 Node selection

The most common node for a stock market graph is a single
stock. It is also possible to use a market index as the node of a
stock market graph [5,6,39,48]. However, the stock markets
all over the world are asynchronous. Major complexities of
creating a stock market graph with stock indices as the nodes
are: i) different stock markets have different opening and
closing hours [5,6], ii) the currencies used for the transaction
in different markets fluctuate with respect to each other [5,6],
and iii) difference in national holidays and unexpected events
in different countries [39]. It is possible to use a weekly time
horizon, where the asynchronous hourly mismatch of data
is minimized [6,57]. After calculating weekly correlation,
the statistical average is calculated as a temporal average
performed on all the trading days of the investigated time
period [6]. Some solutions involve using lower frequency
data, removing observations from stock indices that corre-
spond to a non-trading day in other markets, replacing the
missing value by the value of the previous day or by the
mean of the previous and next observation, and applying lin-
ear interpolation [39].

Apart from individual stock or market index, traders can
also be considered as the node of a stock market graph [50].
Therefore, there will be a separate graph for each stock in
this case.

2.7 The impact of sampling period and window size

The choice of the sampling period or time horizon �t in
the graph formulation method can significantly impact stock
market graph’s properties [5]. The most used value of �t
is one period [33,43,51], which is one trading day for daily
data. However, other values of �t can also be used, such as
1
2 ,

1
5 ,

1
10 , or

1
20 of a trading day if the correlation is measured

using intra-day data [5]. It has been observed that the correla-
tion decreases with the decrement of �t [5]. This decrement
impacts the nature of the hierarchical organization of the
stock market graph [5]. Economically meaningful clusters
are observed when graph filtering algorithms are applied on
the raw stock market graph formulated using the correlation
between daily returns [2,5]. However, those clusters progres-
sively disappear with the decrement of �t [5]. Thus, the
topology of a correlation-based stock market network can be
impacted by the sampling time used to monitor the system’s
time evolution [5].

The choice of window size T also impacts the structure of
the correlation-based stock market graph. When daily data is

used, T can vary from several months to several years [48].
The onset of different global financial distress situations can
be detected with smaller values of T , whereas those onsets
are smeared out with longer values of T [48].

3 Stockmarket graph filtering

Stock market graphs are formulated based on different mea-
sures such as cross-correlation or distance between stock
pairs. In general, these graphs are very dense and sometimes
can be a complete graph with an edge between every stock
pair. A significant portion of the edges can have redundant
information or noise. It is required to extract the important
edges which can form the backbone network [2]. Different
graph filtering techniques can be applied to stock market
graphs for this purpose.

3.1 Minimum spanning tree (MST)-based approach

One commonly used technique is the minimum spanning
tree (MST) [2,33]. MST can be considered a sub-graph with
n nodes and (n − 1) edges with no cycle [5]. Here, n = |V |.
An MST is gradually created by linking all the nodes in a
graph characterized by aminimal distance between the nodes
[33]. MST can provide a sub-graph of stocks with the most
relevant connection for each stock [5,33]. It is possible to
extract the hierarchical structure from MST of a stock mar-
ket graph. That hierarchical structure can be helpful to the
theoretical description of the stock market and in search of
economic factors affecting specific groups of stocks [33].
MST is also meaningful from the market structure and firm
interaction perspectives [2]. One can observe clusters con-
sisting of stocks from homogeneous economic sectors in an
MST [5].

It is possible to extend theMSTconcept to a dynamic span-
ning tree (DST) by constructing the network using consistent
dynamic conditional correlation rather than Pearson’s corre-
lation [46]. The DST shrinks significantly over time while
applied to analyze the network of the stock indices from the
Asia-Pacific [46]. MST can also be considered the starting
point, and further edges can be added to that if the new edges
can improve the performance of the subsequent task, such as
direction prediction [27].

Although MST is a powerful graph filtering method, it
has several limitations. A major limitation is the absence of
cycles or cliques. If three stocks are related to each other such
as operating in the same industry, MST will keep only two
out of three edges here, and some important information will
be lost.
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3.2 Planar maximally filtered graph (PMFG)-based
approach

Planar maximally filtered graph (PMFG) allows maintaining
the filtering properties of MST with the presence of extra
links, cycles, and cliques in a controlled manner [2]. PMFG
is also widely used to filter stock market graphs [2,42,43,51].

PMFG filters the sub-graph by embedding the original
graph on an embedded surface with a given genus (g). Some
examples of these surfaces are a topological sphere (g = 0),
a torus (g = 1), and a double torus (g = 2) [2]. PMFG is pro-
duced with g = 0. PMFG keeps (3n−6) edges out of n(n−1)

2
possible edges of the original graph [51]. Thus, PMFG has
more edges (3n − 6) than MST (n − 1). PMFG is a topolog-
ical triangulation of the sphere, and cliques of three and four
elements are permitted in it [51]. MST is always a sub-graph
of PMFG [2]. It has been found that the cliques of the four
elements reveal a high degree of homogeneity with respect
to the economic sectors [51]. PMFG has a computational
complexity of O(n3) [35].

3.3 Triangulatedmaximally filtered graph (TMFG)

TMFG is used to filter the correlation-based stock market
graph in [35]. TMFG uses triangulation that maximizes a
score function associated with the amount of information
retained by the filtered network [35]. A major advantage
of TMFG is the improvement in computational complex-
ity compared to PMFG. The computational complexity in
TMFG is O(n2), whereas it is O(n3) for PMFG. TMFG
uses several topological moves such as the T1 move or ‘edge
switching’ (replaces the common edge between two trian-
gles with a new edge joining the previously opposite nodes),
the T2 move or ‘node insertion and removal’ (adds a node
inside a triangle and connects the previous nodes of the tri-
angle with the new node), the ‘Alexander move’ (deletes the
shared edgebetween two triangles and adds a newnode inside
the resulting rhombus and joins the added node to the rhom-
bus’vertices) and the ‘vertex swap’ move (swaps two nodes
while keeping the neighbors fixed) [1,35].

TMFG starts from a clique of order 4 and adds nodes
gradually by using local moves. At each step, it optimizes a
score function such as the sum of the weights of the edges
and searches for the node and face pair that leads to the max-
imum increase in score [35]. It reduces the complexity by
incrementally updating a cache with the information about
the best possible pairing, updating only the records affected
by a move [35]. The cache structure consists of two vectors.
Themaximumgain vector contains the value of themaximum
gain over the remaining vertices for all triangular faces. The
best vertex vector contains the list of vertices that attains the
maximum gain for the specific triangular face [35]. Overall,

TMFG can retain the same amount of information as PMFG
but with reduced computational complexity.

3.4 Path-consistency algorithm

The path-consistency algorithm can filter a fully connected
graph by removing edges that have an independent correla-
tion [59]. This algorithm works using MI and PMI. In the
first step, a threshold is selected, and two stocks (i, j) are
said to have independent correlation if the MI between them
is less than the threshold and that edge is deleted. The new
network after this step is called the zero-order PMI network
[59]. In the next step, the first-order PMI is used to remove
the edges further. If there is no common neighbor between
two stocks, there is no first-order PMI between them, and the
edge remains in the network [59]. If there are one or more
common neighbors, then first-order PMI is calculated for
each edge. If the maximum of these first-order PMI values is
less than the threshold value, the edge is removed from the
network [59]. This process is repeated for all the edges of the
zero-order PMI network, and the first-order PMI network is
obtained. It is possible to create a higher-order PMI network
by repeating the same process.

4 Stockmarket graph clustering

Detecting communities or clusters is of great importance for
any graph-based study, and the stock market is no differ-
ent. Clustering a stock market graph can help to retrieve
meaningful economic information. It can also help portfo-
lio optimization by identifying less correlated asset classes.
Researchers have made significant efforts to identify or pro-
pose optimal clustering techniques for stock market graphs.
We will discuss five major stock market graph clustering
techniques in this section.

4.1 Hierarchical clustering

Hierarchical clustering techniques reveal a multilevel struc-
ture of a graph by recursively merging nodes or clusters
[17,43]. Hierarchical clustering techniques can be broadly
divided into two categories: i) agglomerative techniques
(clusters with high similarities are merged in an iterative
manner) and ii) divisive techniques (clusters are split in
an iterative manner by removing edges connecting vertices
with low similarity) [17]. Hierarchical clustering techniques
are widely used to detect clusters in stock market graphs
[12,33,43,52]. The similarity is measured by different dis-
tance measures such as the one defined in equation (5).

A mechanism is required to calculate the similarity
between two clusters as the distance is defined between two
nodes, and a cluster has more than one node. In the sin-
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gle linkage technique, the distance between two clusters is
the minimum of the distances between any two nodes in the
clusters [43,52]. However, the single linkage method is sen-
sitive to outliers and results in strong heterogeneity in the
size of the clusters [38,43]. In the average linkage technique,
the distance is the average of the distances between any two
nodes in the clusters [43,52]. The average linkage method
shows a more structured clustering than the single linkage
method [38]. The distance between two clusters is defined as
the maximum of the distances between any two nodes in the
clusters in the complete linkagemethod [43]. It is also possi-
ble to define the distance as the increase of the squared error
resulted from the merger of two clusters, and this technique
is called Ward’s method [24,43].

4.2 Role-based clustering

It is possible to cluster the nodes of a stock market graph
based on their connectedness [50]. This role-based clustering
is applied on a graph where the nodes are individual traders
[50]. For each node, we can calculate a z-score as follows:

zi = degi − 〈deg〉
√

〈deg2〉 − 〈deg〉2 , (24)

where degi is the degree of node i , which is the sum of
the in-degree and out-degree, 〈deg〉 is the average degree
of all nodes, and 〈deg2〉 is the second origin moment [50].
Higher values of zi represent a densely connected node, and
lower values represent a sparsely connected node. If zi is
greater than a certain threshold, that node can be considered
a hub in the stock market graph. If zi is smaller than a certain
threshold, we can consider that node as a periphery node.
The other nodes can be considered as connector nodes.

4.3 Infomap

Infomap is an information-theoretic approach for detecting
clusters or community structures in a weighted graph [44].
This method has been used widely for clustering stock mar-
ket graphs [48,53,54]. Infomap uses the probability flow of
random walks on a graph as a proxy for information flow
and decomposes the graph into clusters by compressing a
description of the probability flow [44]. It considers the clus-
tering problem equivalent to solving a coding problem. The
key idea is to create a map that separates the important struc-
tures from insignificant details. The graph is first divided
into two levels of description [44]. The names of the clus-
ters (top level) are uniquely encoded, and the names of the
individual nodes (bottom level) inside the clusters are reused
[44]. A coding scheme such as Huffman coding is used for
the encoding purpose. Once the coding scheme is selected,
a module partition operator is required. The operator clus-

ters n nodes into M modules by minimizing the expected
description length of a random walk, which can be defined
as follows [44].

min
M

[PswtHmod_names +
M∑

s=1

Ps
withinHwithin], (25)

where Pswt is the probability that the random walk
switchesmodules at any given step. Hmod_names is the entropy
of the module names. Hwithin is the entropy of the within-
module movements. Ps

within is the fraction of within-module
movements that occur in module s, plus the probability of
exiting module s.

A key question is how to check the possible partitions
that will minimize the expected description length of a ran-
dom walk. For large networks, it is not feasible to check
all of them. According to [44], a computational search can
be used, which will first compute the fraction of time each
node is visited by a random walker using the power method.
Then a deterministic greedy search algorithm will be used,
which will explore the space of possible partitions using the
previously calculated visited frequencies. Infomap can iden-
tify meaningful clusters from stock market graphs, such as
investor clusters based on trading actions [53] or stock clus-
ters based on similar economic activity [54].

4.4 Directed bubble hierarchical tree (DBHT)

Directed bubble hierarchical tree (DBHT) is a clustering
method that utilizes the hierarchy hidden in the topology
of a PMFG filtered graph [38,43,49]. Though DBHT is
hierarchical in nature, we discuss it separately due to its
implementation logic. A significant advantage of DBHT is
that it does not require prior information such as the number
of clusters [38].

A cycle (such as a 3-clique) will be either separating or
non-separating due to inherent planarity in the PMFGfiltered
graph [49]. Eachpossible 3-clique in thePMFGfiltered graph
will result in a set of planar graphs connected to each other
by the separating 3-cliques. These planar graphs are called
bubbles [49]. A bubble tree can be formed where each node
is a bubble, and each edge is a separating 3-clique. A direc-
tion between two nodes can be established by comparing the
number of connections between the connecting 3-clique and
the nodes [49]. The edge will be directed towards the node
withmore connections with the separating 3-clique. Depend-
ing on the direction of the edges, there can be three types of
bubbles: i) converging bubble (all edges are incoming), ii)
diverging bubble (all edges are outgoing), and iii)passage
bubble (contains both inward and outward edges). Converg-
ing bubbles are considered the centers of clusters, and any
bubble directly connected to a converging bubble is consid-
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ered a member of the same cluster [48]. Thus, a non-discrete
clustering can be obtained. Each node is assigned to the con-
verging bubble to achieve a discrete clustering,which is at the
smallest shortest path distance [49]. DBHT can retrievemore
information from a stock market graph with fewer clusters
than other hierarchical methods [38].

4.5 Spectral clustering

Spectral clustering transforms the graph into a new set of
points by using the elements of the Eigenvectors as the coor-
dinates [17]. The main component of spectral clustering is
the graphLaplacian (L) which can be defined as follows [11]:

L = D − A. (26)

The degree matrix (D) is a diagonal matrix where the
diagonal elements are the degree of the corresponding node.
The definition of equation (26) represents unnormalized
Laplacian. However, it is also possible to use a normalized
Laplacian. A graph can be partitioned into two clusters by
using the sign of the Eigenvector corresponding to the sec-
ond smallest Eigenvalue of L [11,15]. The second smallest
Eigenvalue can be used as a measure of separability for clus-
tering [11]. A higher value of the second smallest Eigenvalue
indicates that the graph is less suitable for further clustering.

Onceweget two clusters,we can getmore clusters through
repeated bi-partitioning [11]. We can set a threshold, and if
the second smallest Eigenvalue is higher than that threshold,
the clustering should be stopped [11].

4.6 Comparison between the clusteringmethods

We will have a comparative analysis of the clustering tech-
niques in this section. The clustering techniques vary in terms
of the working principle. The hierarchical clustering tech-
niques are based on distances or similarity measures. The
stocks are sorted based on distances, a dendrogram is built
by gathering subsets of stocks with the lowest distances, and
then the clusters are found from the dendrogram [38]. On the
other hand,DBHT identifies all the clusters based on topolog-
ical considerations on theplanar graph, and then thehierarchy
is constructed both inter-clusters and intra-clusters [38]. The
role-based clustering technique identifies clusters by setting
a threshold of connectedness [50]. Infomap uses the proba-
bility flow of random walks as a proxy for information flows
and clusters the network by compressing a description of the
probability flow [44]. Finally, the spectral clustering uses the
second Eigenvector of the graph Laplacian to achieve the
optimal clustering [11].

We can also compare the clustering techniques based on
the requirement of the a priori information. For example,
the optimal number of clusters needs to be predefined in the

hierarchical clustering techniques [38]. Sometimes a stop-
ping criterion such as optimization of modularity can be used
to specify the number of clusters [17]. The optimal number
of clusters is implicitly defined in the role-based clustering
method through the definition of thresholds. That number can
be considered as a hyperparameter and optimized through a
deterministic greedy search in the Infomap technique [44].
However, in the DBHT technique, the number of optimal
clusters can be identified automatically [38,49].

If a graph has M clusters, but they are not connected to
each other, then the unnormalized Laplacian should have M
zero Eigenvalues [17]. If those M clusters are weakly con-
nected, then the lowest M − 1 nonzero Eigenvalues should
still be close to zero [17]. Thus, it is possible to know the
optimal clusters numbers beforehand for spectral clustering.
However, the stockmarket graph is generally fully connected,
specially when created based on correlation. As a result, it
may not be possible to know the optimal cluster number using
the number of nonzero Eigenvalues. A slightly different way
is to use the smallest nonzero Eigenvalue λ2, which can be
used as a measure of separability of a graph [11]. The larger
the value of λ2, the less separable the graph [11]. Thus, the
repeated bi-sectioning of the stock market graph using spec-
tral clustering can be stopped once the value of λ2 exceeds a
threshold [11].

Another perspective of comparing the graph clustering
techniques is the computational complexity. The computa-
tional complexity is relatively higher in hierarchical cluster-
ing techniques. For example, the computational complexity
is O(n2) in the single linkage method and O(n2log(n)) in
the average linkage method [17]. The complexity is O(|E |)
in the Infomap technique, where |E | is the total number
of edges in the graph [17]. For the DBHT technique, the
computational complexity is O(n2.7) as per the empirical
results [49]. Generally, the computational complexity of the
spectral clustering is O(n3) [17]. That makes it computation-
ally infeasible for large graphs. However, there are methods
such as ultra-scalable spectral clustering (U-SPEC) or ultra-
scalable ensemble clustering (U-SNEC) that can reduce the
computational complexity significantly [22].

5 Stockmovement prediction using
graph-based approach

Traditionally, stock movements are predicted using econo-
metricmethods such as the auto-regressive integratedmoving
average (ARIMA) [10] or the auto-regressive fractionally
integrated moving average (ARFIMA) [3]. Application of
machine learning (ML) models such as artificial neural net-
work (ANN) or support vectormachine (SVM) are on the rise
for stockmovement prediction [21].Now-a-days, researchers
are combining graph-based approaches with ML techniques
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for predicting stock movement. In this section, we will dis-
cuss different studies which use graph-based approaches for
stock movement prediction.

5.1 Output

The typical outputs of stock movement prediction using
graph-based techniques are one period ahead return, the
direction of return, or actual closing price [7,28,32,50]. Some
studies also predict a multi-period trend, such as the n-day
trend of the closing price [32]. In most cases, the predicted
direction has two values (e.g., up and down), but it is pos-
sible to have a three-valued direction (e.g., rise, fall, and
flat) [18]. Recently, the researchers are focusing on pre-
dicting the ranking of the stocks instead of actual return or
direction [14,45]. Apart from the return, researchers also pre-
dict volatility-related measures such as abnormal fluctuation
using the graph-based approaches [62].

5.2 Input features

Sun et al. [50] use time series information of the trading net-
work and stock return as input features of a neural network
(NN) to predict one day ahead return. However, it is possi-
ble to combine the time series information of stock return
and the information of stock market graph in a different way,
such as using temporal graph convolution (TGC) [14]. In
TGC, firstly, a temporal embedding is generated from the
stock return time series. The adjacency matrix of the stock
market graph and the temporal embedding of the stocks are
used to generate a second input set (e.g., relational embed-
ding) [14,36]. In a slightly different approach, Gao et al. [19]
consider the stock’s description document as a sequence of
words, and generate document encoding by mapping that
sequence to a probability distribution over a certain number
of topics. The document encoding is combined with tempo-
ral embedding to generate the weighted adjacency matrix of
the stockmarket graph [19]. The temporal embedding is then
concatenatedwith the relational embedding for predicting the
stock ranking on the next day [7,14,19,45].Overall, using one
input set from the time series data and another input set from
the adjacency matrix is a prevalent graph-based approach
among researchers [7,14,19,45].

Another approach of extracting two input feature groups
is used by Long et al. in [32]. First, a knowledge graph
for the stock market can be constructed between the stocks
using different information such as shareholding, relevance,
or affiliation [32]. Next, a similarity measure such as cosine
similarity is used to identify the relevant stocks of the target
stock. Then, a market information vector and a group trading
vector are extracted by combining the indicator vectors of the
target stock and the relevant stocks. These two input features

are then concatenated to generate the final input feature set
named as price movement vector [32].

Some researchers also opt for more than two input fea-
ture sets. For example, Deng et al. [13] use price series,
news corpus, and knowledge graph as their input features
sets. The text data of the news corpus are converted to struc-
tured event tuples. Each item in event tuples is then linked
to knowledge graph and a sub-graph is constructed from the
knowledge graph by applying the technique of event link-
ing [13]. A knowledge-driven multi-channel concatenation
technique is applied to generate the final event embedding
from knowledge graph linking [13]. This event embedding
is concatenated with the price data and used as input for the
subsequent prediction task.

Researchers use statistical properties of the stock market
graph such as Kullback–Leibler (KL) divergence, relative
strength, Eigenvector centrality, betweenness centrality, and
modularity as the input features [28]. Zhang and Zhuang use
the network stability coefficient and Eigenvector centrality
of the stock market graph to predict the abnormal fluctuation
of the market [62].

5.3 Predictionmodels

5.3.1 Traditional statistical andmachine learning models

Few studies use traditional statistical models for stock
movement prediction while using a graph-based approach.
For example, an auto regressive integrated moving average
(ARIMA) model can be used to predict the actual value of
a stock market index using graph-based input features [28].
Some studies use a probit model to predict the abnormal
fluctuation of the stock market [62]. ANN and SVM can be
considered as traditional machine learning models as they
are being used for quite a long time for stock movement
prediction. However, their usage in graph-based approaches
is limited. Sun et al. [50] use a three-layered feed-forward
neural network to predict the one-day ahead return of stocks
using graph-based input features.

It is possible to use a combination of supervised and semi-
supervised models while predicting stock movement using
a graph-based approach [27,40]. ML models such as ANN
or SVM use past time series data for predicting the future
direction of different global indices in the supervised part.
The semi-supervised part uses the label spreading technique
to predict the node type (e.g., rise or fall) for the next period
[27]. The main idea is to use the already available label (rise
or fall) of the other global markets in a semi-supervised
manner to predict the direction of the unlabelled markets
[27]. The graph is constructed using the correlation between
the stock indices, and the Continuous Kruskal-based Graph
(ConKruG) technique is used to filter themost relevant edges.
If a market has better supervised prediction performance,
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that market is used for probability injection in the hybrid
prediction [27]. Thus, the supervised and semi-supervised
predictions are combined to calculate the final prediction
[27].

5.3.2 Application of graph convolution network (GCN) and
embedding techniques

The most recent trend for stock movement prediction using a
graph-based approach is the application of graph convolution
network (GCN) and different node embedding techniques.
For example, in TGC, a convolutional neural network (CNN)
generates the relational embedding from time series data
[14,45]. Then, a fully connected neural network is used
to generate the stock ranking on the next day using the
concatenated input features (e.g., temporal embedding and
relational embedding). The prediction performance of TGC
can be improved by using the list-wise loss instead of the
combination of point-wise and pair-wise loss [45]. A node
embedding technique such as Node2vec instead of a fully
connected CNN can significantly improve the training time
while achieving similar prediction performance [45]. Gao et
al. [19] use the time-aware relational attention (TRA) layer to
generate the time-aware relation strength between two stocks
using temporal embedding and document encoding as men-
tioned in Sect. 5.2. Then, a graph convolution unit is used to
aggregate the features of neighboring nodes with time-aware
relation strength [19]. The output of the graph convolution
unit is concatenated with temporal embedding and fed into a
fully connected neural network to predict the stock ranking
on the next day [19]. Deng et al. [13] use concatenated price
data and event embedding as the input of a temporal con-
volution network (TCN) layer. The TCN layer uses dilated
causal convolutions and residual connections for making the
prediction.

Node2vec can be also be used to extract node (e.g., stock)
features from a knowledge graph, and the cosine similarity
between the stocks can be used to identify relevant stocks for
a target stock [32]. Then, the input features of these relevant
stocks are combined with the features of the target stock to
generate the final input feature vector (e.g., price movement
vector), as discussed in Sect. 5.2 [32]. Finally, an attention-
based Bi-directional Long Short Term Memory (BiLSTM)
network is used tomake the prediction from this input feature
set [32].

Chen and Wei use two graph-based approaches for stock
movement prediction [7]. The first approach, named the
pipeline prediction model, is similar to [32]. In the pipeline
prediction model, the graph is formulated using the share-
holding ratio between two stocks, and three graph embedding
techniques (e.g., LINE, Node2vec, and DeepWalk) are used
to learn the representation. The features of the target stock
and the relevant stocks are combined similarly to [32].

Finally, an LSTM-based encoder layer followed by a classi-
fication layer is used to generate the predicted direction. The
second approach utilizes a GCN layer. The GCN layer can
generate an updated representation of each node by integrat-
ing information of all the neighbors rather than the relevant or
top neighbors only [7]. The adjacency matrix and the embed-
ding extracted from time series data are used as input to the
GCN layer [7]. The GCN layer has learnable weights which
are optimized during the training process. An output layer
follows the GCN layer to generate the prediction of the next-
day direction.

Some studies use less computationally intensive algo-
rithms in their graph-based approach. For example, Fu et
al. [18] use a linear layer first to generate a memory from the
price data of individual stocks. Then a similarity measure-
ment between two stocks is calculated by taking an inner
product of the corresponding entry of the adjacency matrix,
followed by a softmax layer. Finally, the relational embed-
ding is calculated by taking the weighted sum of the initial
memory of all the neighbors. The similarity measurements
are used as weights in this case.

5.4 Evaluationmetrics

The evaluationmetrics vary depending on the output used for
stockmovement prediction. If the output is the absolute value
of the future return, the common evaluation metrics are mean
absolute percentage error (MAPE) [50] ormean squared error
(MSE) [14,19,28]. A commonly used evaluation metric for
directional performance is accuracy [7,18,27,32,50]. Long et
al. use balanced accuracy (BAcc), which takes the cost asso-
ciated with misclassifying a positive example into account
[32] and can be defined as follows

BAcc = TP

TP+FN
× c + TN

TN+FP
× (1 − c) (27)

where TP is the true positives, FP is the false positives, TN is
the true negatives, FN is the false negatives, and c is the cost
associated with the misclassification of a positive example.

If there is an imbalance in the data set, F1-score is also
used as an evaluation metric and can be defined as follows
[13,18].

F1-score = 2 × Precision × Recall

Precision+Recall
(28)

We can define precision and recall as follows.

Precision = TP
TP+FP (29)

Recall = TP
TP+FN (30)

Some studies use the area under the curve (AUC) as
the evaluation metric of the prediction performance [32,40].
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AUC is defined as the area under the receiver operating char-
acteristic curve (ROC).

The evaluation metrics are quite different when it comes
to stock ranking prediction. For example, some researchers
use the mean reciprocal rank of the top stock (MRRT), which
reflects the performance of the topmost stock prediction [14,
19]. On the other hand, Saha et al. use normalized rank biased
overlap (NRBO), which measures the ranking performance
of top-k stocks [45]. Rank biased overlap (RBO) for the top-k
stocks can be defined as follows.

RBO@k = (1 − p)
k∑

s=1

ps−1AGs (31)

where p is the probability parameter, and AGs is the agree-
ment at depth s. AGs measures the proportion of overlap
between the actual rank and the predicted rank. The value
of p determines the total weight of top-k stocks. NRBO is a
modified version of RBO to ensure that the evaluation metric
has a value between 0 and 1. It is defined as follows [45].

NRBO@k =
k∑

s1=1

ps1−1

∑k
s2=1 p

s2−1
AGs1 (32)

Researchers also focus on different investment perfor-
mances as evaluation metrics. A common evaluation metric
is the cumulative investment return ratio (IRR) [14,19,45].
Stocks are bought and sold according to the predictions, and
IRR is calculated as the cumulative return over the test period.
Investment performance is also measured using the Sharpe
ratio (SR), which takes both risk and return into account
[18,36]. Some researchers also use the maximum drawdown
ratio (MDR) and maximum drawdown period ratio (MDPR)
as the evaluation metrics to reflect the investment perfor-
mance [18]. MDR and MDPR measure the downside risk of
the investments.

6 Portfolio optimization using graph-based
approach

6.1 Peripherality and centrality measure-based
approach

A peripherality measure can be used to identify whether a
node is in the center or periphery of a graph. The periph-
erality of a node is defined by combining five centrality
measures: the degree centrality (DC), the betweenness cen-
trality (BC), the eccentricity (EC), the closeness centrality
(CC), and the Eigenvector centrality (EVC) [31,42]. The
graph is first filtered using a graph filtering technique, and

then the peripherality measure (PM) is calculated [31,42].

PM = DCw + DCu + BCw + BCu

4(n − 1)

+ ECw + ECu + CCw + CCu + EVCw + EVCu

6(n − 1)
,

(33)

where the superscript w represents the weighted and u rep-
resents the unweighted filtered graph.

To calculate DCw and EVCw, we can use 1+ ρ̄i j
w as the

weight [42]. In the case of BCw, ECw, and CCw, the dis-
tance measure of equation (5) is used as the weight [42]. The
PM should be small for central nodes and large for periph-
eral nodes. The nodes are sorted in ascending order based
on the value of PM. The top-k stocks are selected for the
central portfolio, and the bottom-k stocks are selected for the
peripheral portfolio [31,42]. The investment weight for an
individual stock can be applied based on different weighting
schemes such as uniform weights, Markowitz weights, and
with or without short-selling [31,42].

It is possible to use centrality measures such as Eigen-
vector centrality and alpha centrality to identify the weakly
connected assets and allocate higher investment weights to
them [29]. In another centrality measure-based approach,
stocks with centrality greater than a certain threshold are
selected for portfolio formulation [41]. The cross-sectional
correlation between theEigenvector centrality and theSharpe
ratio is used as the measure of the centrality in this technique
[41]. The threshold is selected by using a simulation proce-
dure that uses artificially created sub-samples [41].

6.2 Graph clustering-based approach

In a graph clustering-based approach, nodes are clustered
into different segments. Stocks are selected from different
clusters to form the portfolio. Hierarchical risk parity (HRP)
uses a hierarchical clustering technique to construct the port-
folio [12]. HRP assumes that the stock market graph follows
a hierarchical structure. HRP has three major steps: tree clus-
tering, quasi-diagonalization, and recursive bisection [12]. A
hierarchical clustering algorithm can be applied to combine
the stocks into a hierarchical structure of clusters in the tree
clustering step. The quasi-diagonalization step reorganizes
the rows and columns of the adjacency matrix so that the
largest values lie along the diagonal. This step ensures that
similar investments are placed together, and dissimilar invest-
ments are placed far apart [12]. In the recursive bisection step,
the investment weights are allocated in a top-down manner
along the hierarchical tree structure [12]. It also ensures that
the riskier assets are given fewer investment weights.
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In the spectral clustering-based approach, the stockmarket
graph is first clustered into several clusters using the spec-
tral clustering method. One such approach is the portfolio
cut method, where repeated bi-partitioning is implemented
using successive spectral clustering [11]. This repeated bi-
partitioning (K times) results in a hierarchical clusteringwith
(K+1) disjoint clusters or leaves. Different schemes are then
used to allocate investment weights to these clusters and con-
stituent stocks. For example, in an equal-weight scheme, each
cluster can have an investment weight of 1

2Ks
or 1

K+1 [11].
Here, Ks is the number of cuts required to obtain that cluster.
These weights can again be distributed equally among the
constituent stocks of the clusters.

7 Future direction

The application of the graph-based approaches for stockmar-
ket analysis and prediction has a long history. However, new
potential research areas are emergingwith the advent of tech-
nological advancement. We will try to summarize several
such potential research areas.

Application of the node embedding techniques for stock
movement prediction is a potential direction. We have seen
several applications so far, such as the usage of Node2vec,
LINE, or DeepWalk. However, they are mainly shallow
embedding techniques and have several limitations, includ-
ing lack of parameter sharing, not using node attributes
during encoding, and being transductive [20]. Researchers
can explore generalized encoder-decoder architectureswhich
can take care of the limitations mentioned above.

Researchers can focus on the application ofmachine learn-
ing techniques to calculate the edge weights. Present studies
use mainly variants of correlation or mutual information as
the edge weight. Identifying edge weight can be considered
as a machine learning task. For example, an LSTM network
can be used to capture the relationship between the return
series of two different stocks.

Graph attention networks assume different contributions
from the neighbors and use attention mechanisms to learn
relative weights between two nodes [58]. We have not seen
any significant study that applies graph attention networks on
the stock market graphs. Researchers can consider the appli-
cation of different graph attention networks such as graph
attention network (GAT) [55], gated attention network [61],
or mixture model network as a potential direction [37].

The neural network-based techniques that have been
applied on the stock market graph so far are mostly shallow
networks. We have not seen any deep network for extract-
ing embeddings or making predictions. It will be interesting
to see how the prediction performance changes if the depth
of the neural network grows. Moreover, researchers can also
focus on applyingmodern clustering techniques such as ultra-

scalable spectral clustering (U-SPEC) [22], ultra-scalable
ensemble clustering (U-SNEC) [22], or spectralnet [47].

8 Conclusion

The application of graph-based approaches for stock mar-
ket analysis and prediction is evolving. Traditionally, the
researchers mainly focus on the analysis part, such as filter-
ing, clustering and identifying interesting patterns. However,
with the surge of computational power, the focus is increas-
ing on the application for stock movement prediction. This
paper discusses themajor studies regarding both analysis and
prediction.

Two major stock market graph formulation techniques
are based on correlation and mutual information and their
variants. Researchers apply graph filtering techniques as the
stock market graph is densely connected in most cases.
Fusion of stock market graph data with traditional time
series data can improve the stock movement prediction.
Graph-based approaches can also improve portfolio per-
formance. The stock movement prediction and portfolio
optimization using graph-based approaches are still in the
nascent stage. Future researches should focus on improving
the stock movement prediction and portfolio optimization
performance using graph-based approaches.
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